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Abstract—
The CALO Meeting Assistant (MA) provides for distributed

meeting capture, annotation, automatic transcription andseman-
tic analysis of multiparty meetings, and is part of the larger CALO
personal assistant system. This paper presents the CALO-MA
architecture and its speech recognition and understandingcom-
ponents, which include real-time and offline speech transcription,
dialog act segmentation and tagging, topic identification and seg-
mentation, question-answer pair identification, action item recog-
nition, decision extraction, and summarization.

Index Terms—
multiparty meetings processing, speech recognition, spoken lan-

guage understanding

I. I NTRODUCTION

In most organizations, staff spend many hours each week in
meetings, and technological advances have made it possibleto
routinely record and store meeting data. Consequently, auto-
matic means of transcribing and understanding meetings would
greatly increase productivity of both meeting participants and
nonparticipants. The meeting domain has a large number of
subdomains including judicial and legislative proceedings, lec-
tures, seminars, board meetings, and a variety of less formal
group meeting types. All these meeting types could benefit im-
mensely from the development of automatic speech recognition
(ASR), understanding, and information extraction technologies
that could be linked with a variety of online information sys-
tems.

In this paper we present the meeting recognition and under-
standing system for the CALO Meeting Assistant (CALO-MA)
project. CALO-MA is an automatic agent that assists meeting
participants, and is part of the larger CALO [1] effort to build
a “Cognitive Assistant that Learns and Organizes” funded un-
der the “Perceptive Assistant that Learns” (PAL) program [2]
of the DARPA. The focus of CALO in general is “learning in
the wild”, or continuous improvement of the system’s abilities
as a result of system use.

Significant anecdotal evidence suggests that companies have
collected a wide range of meeting data over the years. Broad-
cast data and recorded conferences are also available. Further,
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public data such as council meetings and government proceed-
ings is often accessible. However, little of the data is useful
for research purposes. First, privacy and competitive advantage
requirements preclude the use of most business meeting data.
Privacy, copyright, and signal quality bar the use of most other
types of “found” data as well. Rather, collection with the spe-
cific intent of providing a basis for research is required.

Projects initiated at CMU [3] and ICSI [4] in the late 1990s
and early 2000s collected substantial meeting corpora and in-
vestigated many of the standard speech processing tasks on
this genre. Subsequently, several large, interdisciplinary, and
multisite government-funded research projects have investi-
gated meetings of various kinds. The AMI (Augmented Mul-
tiparty Interaction) Consortium [5] project concentrateson
conference-room meetings with small numbers of participants,
similar to the CALO-MA system. The CHIL (Computers in
the Human Interaction Loop) project [6] collected a series of
lectures dominated by a single presenter with shorter ques-
tion/answer portions, as well as some “interactive” lectures in-
volving smaller groups. AMI and CHIL also produced corpora
of time-synchronized media, generally including close-talking
and far-field microphones, microphone arrays, individual and
room-view video cameras, and output from slide projectors and
electronic whiteboards.

Starting in 2002, the annual NIST Rich Transcription (RT)
Evaluations [7] have become a driving force for research in
meeting processing technology, with substantial performance
improvements in recent years. In order to promote robust-
ness and domain independence, the NIST evaluations cover
several meeting genres and topics, ranging from largely open-
ended, interactive chit-chat, to topic-focused project meetings
and technical seminars dominated by lecture-style presenta-
tions. However, NIST evaluates only the speech recognition
and speaker diarization systems, with a focus on recognition
from multiple distant table-top microphones. Higher levelse-
mantic understanding tasks ranging from dialog act taggingto
summarization are only indirectly evaluated in the framework
of larger meeting processing projects.

In the following sections we discuss the speech-based com-
ponent technologies contributing to CALO-MA, including
speech recognition, dialog act segmentation and tagging, topic
segmentation and identification, action item and decision detec-
tion, and summarization. We conclude by pointing out research
challenges and directions for future work. This paper signifi-
cantly extends the previous IEEE SLT workshop paper [8] with
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2� John Smith: so we need to arrange an office for joe brown-
ing (statement=all)� Kathy Brown: are there special requirements (question=
John)� Cindy Green: when is he co- (disruption=John)� John Smith: yes (affirmation=Kathy) // there are
(statement=Kathy)� John Smith: we want him to be close to you (statement=
Kathy)� Kathy Brown: okay (agreement=John) // I’ll talk to the sec-
retary (commitment=John)� Cindy Green: hold on (floor grabber=all) // wh- when is he
coming (question=John)� John Smith: next monday (statement=Cindy)� Cindy Green: uh-huh (backchannel=all)

Action Item: Arrangement of Joe’s office location
Owner: Kathy

Decision: Location of Joe’s office to be close to Kathy

Summary:� John Smith: so we need to arrange an office for joe brown-
ing (statement=all)� John Smith: we want him to be close to you (statement=
Kathy)

Fig. 1. An example of meeting data. Dialog act tags and addressed persons are
shown in parantheses. This meeting data has one action item and one decision.
A brief extractive summary corresponding to this meeting data follows.

much more detailed task descriptions, literature surveys,and
thorough analyses.

II. CALO-MA F RAMEWORK

A. Task and Corpora

Speech and language processing technology has advanced
such that many types of meeting information can be detected
and evaluated — including dialog acts, topics, and action items.
For example, Figure 1 presents an imagined excerpt from a
meeting. The speakers and the words spoken are transcribed,
along with the dialog acts (listed in parentheses). Dialog act
boundaries in a single turn are separated by== tokens. In an
agenda-driven meeting, each agenda item can be considered
a separate topic. The example shown discusses a particular
agenda item (Arrangements for Joe Browning). It also contains
discussions about action items, due dates, and assignees. Au-
tomatically extracting this information from the signals would
provide significant advantages in applications ranging from
meeting browsing and search to summarization, minutes gen-
eration, and automated meeting assistants.

Apart from being highly usable in its present form, the
CALO-MA system presents an experimentation platform to
support ongoing research in natural language and speech pro-
cessing technologies. The nature of multiparty interactions and
the extreme variability found in meeting genres make this one
of the most challenging domains for speech and natural lan-
guage processing today.

Fig. 2. The CALO-MA conceptual framework.

Figure 2 presents the overall CALO-MA framework. CALO-
MA supports multiparty meetings with a variety of information
capture and annotation tools. Meetings are recorded via client
software running on participants’ laptop computers. The sys-
tem is aware of each participant’s identity. Meetings may be
geographically distributed as long as a broadband Internetcon-
nection to the server is available (a phone-based interfaceis be-
ing developed as well). The client software captures the partic-
ipants’ audio signals, as well as optional handwriting recorded
by digital pens. During the meeting, the participants have areal-
time transcript available to which annotations may be attached.
Real-time chat via keyboard input is also supported. All inter-
actions are logged in a database, and at the conclusion of the
meeting various further automatic annotation and interpretation
technologies are initiated, for later browsing via a web-based
interface.

The speech utterances are delivered to the server which per-
forms real-time and offline tasks. First, the utterance is recog-
nized, and segmented into sentences. This is the primary input
for most of the following tasks. Then the sentences are assigned
to dialog act tags and addressee information, which are usedto
improve action item and decision extraction components. Fi-
nally the meeting is segmented into topically coherent segments
and summarized according to parameters set by the user.

The CALO-MA system is used for collecting 8 sequences
of 5 meetings, each about 40 minutes long on average. The
experimental results provided in the following sections either
use CALO, ICSI, and/or AMI meetings corpora.

B. Meeting capture

An early goal of the CALO-MA project was to allow
lightweight data capture. Because of this, highly instrumented
rooms were avoided in favor of running on each individual’s
Java Runtime enabled computer. Meeting participants can at-
tend meetings by using a desktop or laptop running WindowsR
XP/Vista, Linux, or Mac OS X Leopard. Servers for data trans-
port, data processing, and meeting data browsing run on Win-
dows and Linux environments. If scaling is an issue, additional
servers can be integrated into the framework to load balancethe
various tasks. New efforts will allow participants to conference
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Fig. 3. Snapshot from the CALO-MA offline meeting browser.

into a meeting via a bridge between the data transport server
and the public switched telephone network (PSTN).

During a meeting, client software sends Voice over Inter-
net Protocol (VoIP) compressed audio data to the server either
when energy thresholds are met or when a hold-to-talk mech-
anism is enabled. The data transport server splits the audio:
sending one stream to meeting data processing agents for pre-
processing and processing the data. Any processing agents that
operate in real-time send their data back to the data transport
server that relays the data back to the meeting participants.

C. Integration with other CALO components

Both during the live meeting and at any time after the meet-
ing, the meeting data transport server makes available all meet-
ing data to interested parties using XML-RPC interfaces. This
allows both local and distributed users and processing agents
to access the data in a language-neutral way. Meeting process-
ing agents that are order dependent register with a meeting post
processor framework to ensure that processing order is enforced
(e.g., speech transcription, prosodic feature detection,dialog
act recognition, action item detection, decision detection, topic
boundary detection, meeting summarization, and email notifi-
cation to meeting participants) and processing load is balanced.

Any CALO components outside the meeting processing
framework (including the meeting browser) can send XML-
RPC queries to the meeting data transport server. Those com-
ponents can then perform further integration with user desktop
data to facilitate additional machine learning (a focus of many
other CALO processes) or present other visualizations of the
data to the user.

D. Meeting browser

After the meeting has been fully processed, email is sent out
to all meeting participants. This email includes a static version
of the meeting data and a link to a website where the data can
be browsed dynamically from any Internet-enabled device as
shown in Figure 3. Once connected to the browser, the user
can select a meeting to review and browse any of the data: both
user-generated (e.g., shared files and notes) and auto-generated

(e.g., detected action items and summaries). As all data is time
stamped, a user can click on any data element and bring up the
corresponding section of the transcript to read what was being
discussed at that time. To overcome any speech transcription
errors, all transcript segments can be selected for streaming au-
dio playback. We are currently working on a framework that
will allow the users to correct transcription errors.

III. SPEECHRECOGNITION

A crucial first step toward understanding meetings is tran-
scription of speech to text (STT). The NIST RT evaluations
have driven the research in this field, starting out with round-
table, or “conference”, meetings and recently adding other
meeting genres such as lectures (mainly one person speaking)
and “coffee breaks” (informal discussions following lectures).
The best meeting recognition systems typically make use of the
full arsenal of state-of-the-art STT techniques employed in rec-
ognizing other kinds of speech. Here, we give a brief summary
with special emphasis on the approaches that deal specifically
with meeting data.

At the front end, these techniques include speaker-level vocal
tract length normalization, cepstral feature normalization, het-
eroscedastic linear discriminant feature transforms, andnonlin-
ear discriminant transforms effected by multilayer perceptrons
(MLPs). Hidden Markov model (HMM) acoustic models based
on clustered Gaussian mixtures are trained using discrimina-
tive criteria such as minimum phone error (MPE) and/or a re-
lated feature-level transform (fMPE). An interesting challenge
for acoustic modeling is that only relatively small amountsof
actual meeting data (about 200 hours) are publicly available,
compared to thousands of hours for other domains. This has
engendered much research in techniques to adapt models and
data from other domains for this task. For example, discrim-
inative versions of Bayesian maximum a-posteriori adaption
(MAP) are used for Gaussian training and fMPE transform es-
timation and feature estimation MLPs that were pretrained on
large background corpora are retargeted to the meeting domain
by limited retraining [9]. Feature transforms are also usedto
bridge differences in signal bandwidth between backgroundand
target data [10]. All state-of-the-art systems proceed in batch
mode, decoding meetings in their entirety multiple times for
the purpose of unsupervised acoustic adaptation (using max-
imum likelihood linear regression (MLLR)), and also for the
purpose of combining multiple hypothesis streams, often based
on subsystems that differ in the features or models used so as
to generate complementary information. For example, a system
might recognize speech based on both Mel cepstral coefficients
and perceptual linear prediction cepstrum, and combine there-
sults.

Recognizers also use large n-gram language models drawn
from a range of corpora: telephone speech for conversational
speaking style, technical proceedings for coverage of lecture
topics, broadcast transcripts and news texts for general topic
coverage, as well as smaller amounts of actual meeting tran-
scripts available from the research projects mentioned earlier.
Data are also culled from the World Wide Web using targeted
search to find conversational-style transcripts as well as rele-
vant subject matter. Source-specific component language mod-
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els (LMs) are then trained and interpolated with weights opti-
mized to maximize likelihood on representative sample data.

Even with close-talking microphones, cross-talk between
channels (especially with lapel-type microphones) can be asig-
nificant problem since words from the “wrong” speakers end
up being inserted into a neighboring speaker’s transcript.This
problem has been addressed with echo-cancellation type al-
gorithms or cross-channel features that allow cross-talk to be
suppressed during speech/nonspeech segmentation. Word error
rates (WERs) on recent NIST evaluation data are in the 20% to
30% range for close-talking microphones.

In the CALO-MA system, the audio stream from each meet-
ing participant is transcribed into text by using two separate
recognition systems. A real-time recognizer generates “live”
transcripts with 5 to 15 seconds of latency for immediate dis-
play (and possible interactive annotation) in the CALO-MA
user interface. Once the meeting is concluded, a second, of-
fline recognition system generates a more accurate transcript
for later browsing and serves as the input to the higher-level
processing step described in the following sections.

The offline recognition system is a modified version of the
SRI-ICSI NIST meeting recognizer [9]. It performs a total of
seven recognition passes, including acoustic adaptation and lan-
guage model rescoring, in about 4.2 times real-time (on a 4-core
2.6 GHz Opteron server). The real-time recognition systems
consists of an online speech detector, causal feature normaliza-
tion and acoustic adaptation steps, and a sub-real-time trigram
decoder. On a test set where the offline recognizer achieves a
word error rate (WER) of 26.0%, the real-time recognizer ob-
tains 39.7% on the CALO corpus. We have also demonstrated
the use of unsupervised adaptation methods for about 10% rela-
tively better recognition using the recognition outputs ofprevi-
ous meetings [11]. Recent work includes exploiting user feed-
back for language model adaptation in speech recognition, by
allowing users to modify the meeting transcript from the meet-
ing browser [12].

IV. D IALOG ACT SEGMENTATION

Output from a standard speech recognition system typically
consists of an unstructured stream of words lacking punctua-
tion, capitalization, or formatting. Sentence segmentation for
speech enriches the output of standard speech recognizers with
this information. This is important for the readibility of the
meetings in the CALO-MA offline meeting browser and the fol-
lowing processes which use sentences as the processing units,
such as action item extraction or summarization.

Previous work on sentence segmentation used lexical and
prosodic features from news broadcasts and spontaneous tele-
phone conversations [13]. Work on multiparty meetings has
been more recent (e.g., [14], [15]). In the meetings domain,
what consitutes a sentential unit (called as a dialog act unit) is
defined by the DAMSL (Dialog Act Markup in Several Lay-
ers) [16] and MRDA (Meeting Recorder Dialog Act) [17] stan-
dards as explained in the next section.

For dialog act segmentation, similar to the approaches taken
for sentence segmentation, the CALO-MA system exploits lex-
ical and prosodic information (such as the use of pause dura-
tion [15] and others [18]). Dialog act segmentation is treated as

a binary boundary classification problem where the goal is find-
ing the most likely word boundary tag sequence,T = t1; :::; tn,
given the features,F = f1; :::; fn for n words:argmaxTP (T jF )
To this end, for CALO-MA, we use hybrid models combining
both generative and discriminative classification models.As the
generative model, we use the hidden event language model, as
introduced by [19]. In this approach, sentence boundaries are
treated as the hidden events and the above optimization is sim-
ply done by the Viterbi algorithm using only lexical features,
i.e., language model. Later, a discriminative classification ap-
proach is used to build hybrid models to improve this approach
by using additional prosodic features [13]. The posterior proba-
bilities obtained from the classifier are simply converted to state
observation likelihoods by dividing to their priors following the
well-known Bayes rule:argmaxT P (T jF )P (T ) = argmaxTP (F jT )
For the ICSI corpus, using only lexical or prosodic information
with manual transcriptions resulted in around 48% NIST error
rate, which is the number of erroneous boundaries divided by
the number of sentences (i.e. a baseline of 100% error rate).Us-
ing the hybrid approach to combine these information sources
resulted in 33% NIST error rate, a significant improvement.
The performance drops by 20%-25% relatively when ASR out-
put is used instead, where the WER is around 35%. For the
CALO corpus, using only lexical information resulted in 57%
NIST error rate, and this was reduced to 39% using the hybrid
approach with manual transcriptions.

With the advances in discriminative classification algorithms,
other researchers also tried using Conditional Random Fields
(CRFs) [20], Boosting [21], and hybrid approaches using
Boosting and Maximum Entropy classification algorithms [22].

Our recent research has focused on model adaptation meth-
ods for improving dialog act segmentation for meetings us-
ing spontaneous telephone conversations, and speaker-specific
prosodic [18] and lexical modeling [21].

In order to exploit the sentence boundary tagged meet-
ing corpora as obtained from other projects such as ICSI
and AMI, we also proposed model adaptation [21] and semi-
supervised learning techniques, such as co-training [23] and
co-adaptation [24], for this task. Model adaptation reduced the
NIST error rate for the CALO corpus to 30%.

V. D IALOG ACT TAGGING

A dialog act is a primitive abstraction or an approximate rep-
resentation of the illocutionary force of an utterance, such as
questionor backchannel. Dialog acts are designed to be task
independent. The main goal of dialog acts is to provide a basis
for further discourse analysis and understanding.

For CALO-MA, dialog acts are very useful for most of the
following processes, such as using action motivators for action
item detection or using question/statement pairs for addressee
detection. Note that dialog acts can be organized in a hier-
archical fashion. For instance, statements can be further sub-
categorized ascommandor agreement. Depending on the task,

Authorized licensed use limited to: International Computer Science Inst (ICSI). Downloaded on March 10,2010 at 16:10:27 EST from IEEE Xplore.  Restrictions apply. 



Copyright (c) 2009 IEEE. Personal use is permitted. For any other purposes, Permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.

5

which will use the DA tags, the granularity of the tags is de-
termined. Furthermore, dialog act tags can be used for correct
punctuation such as period versus question marks.

The communicative speech act theory goes back to the 1960s,
and there are a number of contemporary dialog act sets in the
literature, such as DAMSL [16] and MRDA [17], as mentioned
in the previous section. DAMSL focuses on providing multiple
layers of dialog act markup. Each layer allows multiple com-
municative functions of an utterance to be labeled. The Forward
Communicative Functions consist of a taxonomy in a style sim-
ilar to the actions of traditional speech act theory. The Back-
ward Communicative Functions indicate how the current utter-
ance relates to the previous dialog, such as accepting a proposal
confirming understanding or answering a question. Utterance
features include information about an utterance’s form andcon-
tent such as whether an utterance concerns the communication
process itself or deals with the subject at hand. The latter pop-
ular dialog act tag annotation scheme, MRDA, focuses on mul-
tiparty meetings. While similar to DAMSL, one big difference
is that it includes a set of labels for floor management mecha-
nisms, such asfloor grabbingandholding, which are common
in meetings. In total it has 11 general (such as question) and39
specific (such as yes/no question) dialog act tags.

Dialog act tagging is generally framed as an utterance classi-
fication problem [25], [26, among others]. The basic approach
as taken by [26] is to treat each sentence independently and to
employ lexical features in classifiers. Additional features such
as prosodic cues have also been successfully used for tagging
dialog acts using multilayer perceptrons [27]. The approach
taken by [25] is more complex and classifies dialog acts based
on lexical, collocational, and prosodic cues, as well as on the
discourse coherence of the dialog act sequence. The dialog
model is based on treating the discourse structure of a conversa-
tion as an HMM and the individual dialog acts as observations
emanating from the model states. Constraints on the likely se-
quence of dialog acts are modeled via a dialog act n-gram. The
statistical dialog act grammar is combined with word n-grams,
decision trees, and neural networks modeling the idiosyncratic
lexical and prosodic manifestations of each dialog act. Note the
similarity of this approach with the hybrid dialog act segmenta-
tion method described above. There are also more recent stud-
ies performing joint dialog act segmentation and tagging [28],
[29].

For the CALO-MA project, dialog act tagging is framed as an
utterance classification problem using Boosting. More specifi-
cally, we built three different taggers:

1) for capturing high-level dialog act tags (statement, ques-
tion, disruption, floor mechanism, and backchannel): To
build this model, we used only lexical features; Using the
ICSI corpus, the classification error rate was found to be
22% using manual transcriptions, where the baseline is
42% using the majority class.

2) for detecting action motivators since they are shown to
help action item extraction [30]: For this, we considered
only suggestion, command, and commitment dialog act
tags using only lexical features using manual transcrip-
tions; The performance was 35% F-score where the base-
line was 6% by marking all sentences as action motiva-

tors.
3) for detecting agreement and disagreement dialog act tags

for single-word utterances, such asyeahor okay: For this
task we used prosodic and contextual information using
manual transcriptions, which resulted in a performance
of 61% compared to the baseline of 36% F-score.

VI. TOPIC IDENTIFICATION AND SEGMENTATION

Identifying topic structure provides a user with the basic in-
formation ofwhatpeople talked aboutwhen. This information
can be a useful end product in its own right: user studies show
that people ask general questions like“What was discussed at
the meeting?” as well as more specific ones such as“What
did X say about topic Y?”[31]. It can also feed into further
processing, enabling topic-based summarization, browsing, and
retrieval. Topic modeling can be seen as two subtasks:� segmentation, dividing the speech data into topically co-

herent units (the“when” question), and� identification, extracting some representation of the topics
discussed therein (the“what” ).

While both tasks have been widely studied for broadcast news
(see, e.g., [32], [33], [34]), the meeting domain poses further
challenges and opportunities. Meetings can be much harder
to segment accurately than news broadcasts, as they are typi-
cally more coherent overall and have less sharp topic bound-
aries: discussion often moves naturally from one subject toan-
other. In fact, even humans find segmenting meetings hard:
[35] found that annotators asked to mark topic shifts over the
open-domain ICSI Meeting Corpus did not agree well with each
other at all, especially with fine-grained notions of topic;and
although [36] did achieve reasonable agreement with coarser-
grained topics, even then some meetings were problematic. On
the other hand, meetings may have an agenda and other ob-
servable topic-related behavior such as note taking, whichmay
provide helpful independent information (and [37] found that
inter-annotator agreement could be much improved by provid-
ing such information).

The segmentation problem has received more attention, with
typical lexical cohesion based approaches focusing on changes
in lexical distribution (following text-based methods such as
TextTiling [38]) – the essential insight being that topic shifts
tend to change the vocabulary used, which can be detected by
looking for minima in some lexical cohesion metric. [36], for
example, used a variant that pays particular attention to chains
of repeated terms, an approach followed by [39], [40], while
[41] sticked closer to the original TextTiling approach. Vari-
ous measures of segmentation accuracy exist; one of the more
common isPk, which gives the likelihood that a segmentation
disagrees with the gold standard about whether an aribitrary
two points in the dialogue are separated by a topic shift (bet-
ter segmentation accuracy therefore correponds to a lowerPk
– see [32]). [36]’s essentially unsupervised approach givesPk
between 0.26 and 0.32 on the ICSI Corpus; supervised discrim-
inative approaches can improve this, with [42] achieving 0.22.

Of course, there is more to meeting dialog than the words
it contains, and segmentation may be improved by looking be-
yond lexical cohesion to features of the interaction itselfand
the behavior of the participants. [37], for example, provided
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meeting participants with a note-taking tool that allows agenda
topics to be marked, and use their interaction with that toolas
implicit supervision. We cannot always assume such detailed
information is available, however – nor on the existence of an
agenda – but simpler features can also help. [36] found that
features such as changes in speaker activity, amounts of silence
and overlapping speech, and the presence of certain cue phrases
were all indicative of topic shifts, and adding them to their
approach improved their segmentation accuracy significantly.
[43] found that similar features also gave some improvement
with their supervised approach, although [39] found this only to
be true for coarse-grained topic shifts (corresponding in many
cases to changes in the activity or state of the meeting, such
as introductions or closing review), and that detection of finer-
grained shifts in subject matter showed no improvement.

The identification problem can be approached as a separate
step after segmentation: [40] showed some success in using su-
pervised discriminative techniques to classify topic segments
according to a known list of existing topics, achieving F-scores
around 50%. However, there may be reason to treat the two as
joint problems: segmentation can depend on the topics of in-
terest. [37], for example, showed improvement over a baseline
lexical cohesion segmentation method by incorporating some
knowledge of agenda items and their related words. [44] inves-
tigated the use of Latent Semantic Analysis, learning vector-
space models of topics and using them as the basis for segmen-
tation, but accuracy was low.

Instead, in CALO-MA, we therefore use a generative topic
model with a variant of Latent Dirichlet Allocation [45] to learn
models of the topics automatically, without supervision, while
simultaneously producing a segmentation of the meeting [46].
Topics are modeled as probability distributions over words, and
topically coherent meeting segments are taken to be generated
by fixed weighted mixtures of a set of underlying topics. Meet-
ings are assumed to have a Markov structure, with each utter-
ance being generated by the same topic mixture as its prede-
cessor, unless separated by a topic shift, when a new mixture
is chosen. By using Bayesian inference, we can estimate not
only the underlying word distributions (the topics) but themost
likely position of the shifts (the segmentation). The segmenta-
tion is then used in the system to help users browse meetings,
with the word distributions providing associated keyword lists
and word clouds for display. Similarity between distributions
can also be used to query for related topics between meetings.

Segmentation performance is competitive with that of an un-
supervised lexical cohesion approach (Pk between 0.27 and
0.33 on the ICSI Meeting Corpus) and is more robust to ASR er-
rors, showing little if any reduction in accuracy. The word dis-
tributions simultaneously learned (the topic identification mod-
els) rate well for coherence with human judges, when presented
with lists of their top most distinctive keywords. Incorporating
non-lexical discourse features into the model is also possible,
and [47] shows that this can further improve segmentation ac-
curacy, reducingPk in the ICSI corpus for a fully unsupervised
model from 0.32 to 0.26.

VII. A CTION ITEM AND DECISION EXTRACTION

Among the most commonly requested outputs from meet-
ings (according to user studies [31], [48]) are lists of the deci-
sions made, and the tasks or action items people were assigned
(action itemsare publicly agreed commitments to perform a
given task). Since CALO is a personal intelligent assistant, for
CALO-MA, keeping track of action items and decisions have
special importance. The CALO meetings are also designed to
cover many action items, such as organizing an office for a new
employee in the example of Figure 2. Again, we can split the
problem into two subtasks:� detectionof the task or decision discussion, and� summarizationor extractionof some concise descriptive

representation (for action items, typically the task itself
together with the due date and responsible party; for deci-
sions, the issue involved and the resolved course of action).

Related work on action item detection from email text ap-
proaches it as a binary classification problem, and has shown
reasonable performance [49], [50], [51]: F-scores around 80%
are achieved on the task of classifying messages as containing
action items or not, and 60% to 70% when classifying individ-
ual sentences.

However, applying a similar approach to meeting dialog
shows mixed results. Some success has been shown in detect-
ing decision-making utterances in meetings in a constrained do-
main [52], [53]; features used for classification include lexical
cues (words and phrases), prosodic (pitch and intensity), se-
mantic (dialog act tags, temporal expressions) and contextual
(relative position within the meeting). [53] achieve F-scores of
60% to 70% for the task of detecting decision-making utter-
ances from within a manually selected summary set. On the
other hand, when the task is to detect utterances from within
an entire meeting, and when the domain is less constrained,
accuracy seems to suffer significantly: [54] achieved F-scores
only around 30% when detecting action item utterances over
the ICSI Meeting Corpus using similar features.

The reason for this may lie in the nature of dialog: whereas
tasks or decisions in text tend to be contained within individ-
ual sentences, this is seldom true in speech. Tasks are defined
incrementally, and commitment to them is established through
interaction between the people concerned; cues to their detec-
tion can therefore lie as much in the discourse structure itself as
in the content of its constituent sentences. CALO-MA therefore
takes a structural approach to detection: utterances are first clas-
sified according to their role in the commitment process (e.g.,
task definition, agreement, acceptance of responsibility,issue
under discussion, decision made) using a suite of binary SVM
classifiers, one for each possible utterance role, and then ac-
tion item or decision discussions are detected from patterns of
these roles using a binary classifier or a probabilistic graphical
model. This structural approach significantly improves detec-
tion performance. The detectors used in CALO-MA are trained
on muti-party meeting data from the AMI Meeting Corpus.
On manual transcripts, the detectors achieve F-scores around
45% for action items [55] and 60% for decisions [56]. This
is a significant improvement over the baseline results obtained
with non-structured detectors trained on the same data, which
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achieve 37% and 50% F-scores, respectively. When ASR out-
put is used there is a drop in detection performance, but this
is still above the baseline. A real-time decision detector does
not perform significantly worse than the offline version [57].
Here, the detector runs at regular and frequent intervals during
the meeting. It reprocesses recent utterances in case a deci-
sion discussion straddles these and brand new utterances, and
it merges overlapping hypothesized decision discussions,and
removes duplicates.

Once the relevant utterances or areas of discussion have been
detected, we must turn to the summarization or extraction prob-
lem, but this has received less attention so far. On email text,
[49] used a parsing-based approach, building logical form rep-
resentations from the related sentences and then generating de-
scriptions via a realizer. With spoken language and ASR output,
the parsing problem is of course more difficult, but in CALO-
MA we investigated a similar (although slightly shallower)ap-
proach: a robust parser is used to extract candidate fragments
from a word confusion network classified as task- or decision-
related [55], [58]. These are then ranked by a regression model
learned from supervised training data (as we explain below,this
ranking allows the meeting browser to display several hypothe-
ses to the user). Results were encouraging for extracting due
dates, but task descriptions themselves are more problematic,
often requiring deeper linguistic processing such as anaphora
and ellipsis resolution. Identifying the responsible party re-
quires a slightly different approach: mention of the person’s
name is rare, it is usually expressed via “I” or “you” rather than
a full name, so parsing or entity extraction cannot get us very
far. Much more common are the cases of speakers volunteering
themselves, or asking for their addressee’s commitment, sothe
task becomes one of speaker and/or addressee identificationas
explained in the next section.

In CALO-MA, the user can access the summaries extracted
from the detected decisions and action items via the meeting
browser. The browser presents the extracted information ina
convenient and intuitive manner and, most importantly, allows
the user to make modifications or corrections when the gen-
erated output falls short of the mark. The hypotheses corre-
sponding to properties of action items and decisions – such as
their descriptions, timeframes, or the decisions made – arehigh-
lighted at various degrees of illumination,according to the level
of confidence given to each hypothesis by the classifiers. A user
can click on the correct hypothesis, edit the proposed text,add
action items to a to-do list, or delete an erroneous action item or
decision discussion altogether. Any of these actions will feed
back to the detection and extraction models, which can be re-
trained on the basis of this feedback.

VIII. R EFERENCE ANDADDRESSEERESOLUTION

An important intermediate step in the analysis of meeting
conversations is to determine the entities and individualsto
which the participants are speaking, listening and referring.
This means predicting individuals’ focus of attention, identi-
fying the addressees of each utterance, and resolving any lin-
guistic or gestural references to individuals or present objects.
In the CALO-MA system, one particular concern is the word
“you”, which can refer to a single individual, a group, or canbe

generic, referring to nobody in particular. As action itemsare
often assigned to “you”, the system must determine referential-
ity and (if applicable) the actual addressee reference in order to
determine the owner of an action item.

Recent research in this area has shown the importance of
multimodality – that is, of visual as well as linguistic infor-
mation. For example [59] used a combination of lexical fea-
tures of the utterance (e.g., personal, possessive, and indefinite
pronouns, and participant names) and manually-annotated gaze
features for each participant in order to detect addressee(s) in
4-person meetings using Bayesian Networks. Here, using only
utterance features gave 53% accuracy, speaker gaze 62%, all
participants’ gaze, 66%, and their combination, 71%.

In the CALO-MA project, our approach to automatically re-
solving occurrences ofyou is dividing the problem into three
tasks [60], [61]: (1) distinguish between generic vs. referential
you (GVR) (2) referential singular versus plurals (RSVP), and
(3) identify the individual addressee for the referential singu-
lars (IA). Our experimental data-set comes from the AMI cor-
pus and is composed of around 1000 utterances which contain
the wordyou. We experimented with Bayesian Networks, us-
ing linguistic and visual features, both manually annotated and
fully automatic. For the former, features are derived from man-
ual transcripts and AMI Focus of Attention (FOA) annotations1,
while for the latter, they are generated from ASR transcripts and
with a 6 degree-of-freedom head tracker.

For eachyou-utterance, we computed visual features to in-
dicate at which target each participant’s gaze was directedthe
longest during different periods of time. The target could be any
of the other participants, or the white-board/projector screen at
the front of the meeting room, while the different time periods
included each third of the utterance, the utterance as a whole,
and the periods from 2 seconds before until 2 seconds after the
start time of the wordyou. A further feature indicated with
whom the speaker spent most time sharing a mutual gaze over
the utterance as a whole.

Our generic features include firstly, features which encode
structural, durational, lexical and shallow syntactic patterns
of the you-utterance. Secondly, there are Backward Looking
(BL)/Forward Looking (FL) features, which express the sim-
ilarity or distance (e.g., ratio of common words, time separa-
tion) between theyou-utterance and the previous/next utterance
by each non-speaker. Others include the BL/FL speaker order
and the number of speakers in the previous/next 5 utterances.
Finally, for the manual systems, we also use the AMI dialogue
acts of theyou-utterances, and of the BL/FL utterances.

Our most recent results are as follows: in a 10-fold cross-
validation using manual features, the system achieves accuracy
scores of 88%, 87% and 82% in the GVR, RSVP and IA tasks
respectively, or 75% on the (5-way) combination of all three.
A fully automatic system gives accuracies of 83%, 87% and
77%, (all higher than majority class baselines,p < 0:05). Tak-
ing away FL features (as required for a fully online system)
causes a fairly large performance drop in the IA task – 9% for
the manual system, and 8% for the automatic – but less in the
other two. Although at this point the actual CALO-MA system1A description of the FOA labeling scheme is available from the AMI Meet-
ing Corpus website: http://corpus.amiproject.org/documentations/guidelines-1
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is not able to process visual information, our experiments show
that visual features produce a statistically significant improve-
ment in the IA and RSVP tasks. The speaker’s visual features
are most predictive in the IA task, and it seems that when listen-
ers look at the white-board/projector screen, this is indicative of
a referential plural. Of the linguistic features, sentential, espe-
cially those concerning lexical properties help in the GVR and
RSVP tasks. Fewer speaker changes correlate more with plural
than singular referential and in the IA task, FL/BL speaker or-
der is predictive. As for dialogue acts, in the GVR tasks, ayou
in a question is more likely to be referential, and in the RSVP
task, questions are more likely to have an individual addressee,
and statements, plural addressees.

IX. SUMMARIZATION

A recent interest for CALO-MA is summarizing meetings.
The goal of summarization is to create a shortened version of
a text or speech while keeping important points. While tex-
tual document summarization is a well-studied topic, speech
summarization (and in particular meeting summarization) is an
emerging research area, and apparently very different fromtext
or broadcast news summarization. The aim is basically filter-
ing out the unimportant chit-chat from contentful discussions.
While hot-spot detection, action item extraction, dialog act tag-
ging, and topic segmentation and detection methods can be used
to improve summarization, there are also preliminary studies
using lexical, acoustic, prosodic, and contextual information.

In text or broadcast news summarization, the dominant ap-
proach is extractive summarization where “important” sen-
tences are concatenated to produce a summary. For meet-
ing summarization it is not clear what constitutes an impor-
tant utterance. In an earlier study [62] the sentences having
the highest number of frequent content words are considered
to be important. Using the advances in written and spoken
document extractive summarization [63], some recent studies
focused on feature-based classification approaches [64], while
others mainly used maximum marginal relevance (MMR) [65]
for meeting summarization [64], [66]. MMR iteratively selects
utterances most relevant to a given query, which is expectedto
encode the user’s information need, while trying to avoid utter-
ances redundant to the already-selected ones. Due to the lack
of a query, the common approach for meetings has been to use
the centroid vector of the meeting as the query [64].

In CALO-MA, our summarization work mainly focused on
investigating the boundaries of extractive meeting summariza-
tion in terms of different evaluation measures [67]. The most
widely used is ROUGE [68], a metric that compares the pro-
duced summary against a set of reference summaries using
word n-gram overlaps. We proposed to compute a simple base-
line for summarization that consists in selecting the longest ut-
terances in the meeting, which is more challenging to beat than
the random baseline which selects random utterances. We also
proposed a method to compute “oracle” summaries that extracts
the set of sentences maximizing the ROUGE performance mea-
sure. For example, on the ICSI meeting corpus selecting the
longest sentences yields a ROUGE-1 score of 0.15 (all scores
are obtained on manual transcriptions), the oracle performs at
0.31 and a one of the most popular method for summarization,

MMR, performs at 0.17. Improvements over the MMR system
using keyphrases instead of words to represent the information
increases ROUGE-1 to 0.20 [69] and a different model maxi-
mizing information recall (presented in [70]) performs at 0.23.
Nevertheless, we observed that even the oracle summaries did
not match the human capability for abstraction because they
tend to stack up many unrelated facts. Hence, another trend is
to use the sentences selected in the summaries as starting point
for browsing the meetings. This helps users recontextualize the
information and improve their ability to locate information as
shown by [71]. To this end, in [69], we proposed a user in-
terface for improving the capture of a user’s information need
by presenting automatically extracted keyphrases that canbe
refined and used to generate summaries for meeting browsing.

X. CONCLUSIONS AND FUTURE WORK

We have presented a system for automatic processing of tasks
involving multiparty meetings. Progress in these tasks, from
low-level transcription to higher-level shallow understanding
functions, such as action item extraction and summarization,
has a potentially enormous impact on human productivity in
many professional settings. However, there are practical and
technical difficulties. In practice, people are not used to instru-
mented (virtual) meeting rooms. Technically, most higher level
semantic understanding tasks are only vaguely defined and the
annotator agreements are still very low. User feedback with
support for adaptive training is critical for customizing the ap-
plications for individual use.

Further integration of these tasks and multiple potential
modalities, such as video, or digital pen and paper, is part of the
future work. Furthermore, meta information such as projectre-
lated documentation or emails may be exploited for better per-
formance. Another interesting research direction would bepro-
cessing aggregate of meetings, tracking the topics, participants,
and action items.
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dal, B. Peskin, C. Wooters, and J. Zheng, “Further progress in meeting
recognition: The ICSI-SRI Spring 2005 speech-to-text evaluation sys-
tem,” in Proceedings of the MLMI, 2005.

[10] T. Hain, L. Burget, J. Dines, G. Garau, V. Wan, M. Karafiat, J. Vepa,
and M. Lincoln, “The AMI system for the transcription of speech in
meetings,” inProceedings of the ICASSP, Honolulu, HI, 2007.

[11] G. Tur and A. Stolcke, “Unsupervised language model adaptation for
meeting recognition,” inProceedings of the ICASSP, Honolulu, HI, 2007.

[12] D. Vergri, A. Stolcke, and G. Tur, “Exploiting user feedback for language
model adaptation in meeting recognition,” inProceedings of the ICASSP,
Taipei, Taiwan, 2009.

[13] E. Shriberg, A. Stolcke, D. Hakkani-Tür, and G. Tur, “Prosody-based au-
tomatic segmentation of speech into sentences and topics,”Speech Com-
munication, vol. 32, no. 1-2, pp. 127–154, 2000.

[14] J. Kolar, E. Shriberg, and Y. Liu, “Using prosody for automatic sentence
segmentation of multi-party meetings,” inProceedings of the Interna-
tional Conference on Text, Speech, and Dialogue (TSD), Czech Republic,
2006.

[15] J. Ang, Y. Liu, and E. Shriberg, “Automatic dialog act segmentation and
classification in multiparty meetings,” inProceedings of the ICASSP,
Philadelphia, PA, March 2005.

[16] M. Core and J. Allen, “Coding dialogs with the DAMSL annotation
scheme,” inProceedings of the Working Notes of the AAAI Fall Sym-
posium on Communicative Action in Humans and Machines, Cambridge,
MA, November 1997.

[17] E. Shriberg, R. Dhillon, S. Bhagat, J. Ang, and H. Carvey, “The ICSI
Meeting Recorder Dialog Act (MRDA) Corpus,” inProceedings of the
SigDial Workshop, Boston, MA, May 2004.

[18] J. Kolar, Y. Liu, and E. Shriberg, “Speaker adaptation of language models
for automatic dialog act segmentation of meetings,” inProceedings of the
Interspeech, Antwerp, Belgium, 2007.

[19] A. Stolcke and E. Shriberg, “Statistical language modeling for speech
disfluencies,” inProceedings of the ICASSP, Atlanta, GA, May 1996.

[20] Y. Liu, A. Stolcke, E. Shriberg, and M. Harper, “Using conditional ran-
dom fields for sentence boundary detection in speech,” inProceedings of
the ACL, Ann Arbor, MI, 2005.

[21] S. Cuendet, D. Hakkani-Tür, and G. Tur, “Model adaptation for sentence
segmentation from speech,” inProceedings of the IEEE/ACL SLT Work-
shop, Aruba, 2006.

[22] M. Zimmerman, D. Hakkani-Tür, J. Fung, N. Mirghafori,L. Gottlieb,
E. Shriberg, and Y. Liu, “The ICSI+ multilingual sentence segmentation
system,” inProceedings of the ICSLP, Pittsburg, PA, 2006.

[23] U. Guz, D. Hakkani-Tür, S. Cuendet, and G. Tur, “Co-training using
prosodic and lexical information for sentence segmentation,” in Proceed-
ings of the INTERSPEECH, Antwerp, Belgium, August 2007.

[24] G. Tur, “Co-adaptation: Adaptive co-training for semi-supervised learn-
ing,” in Proceedings of the ICASSP, Taipei, Taiwan, 2009.

[25] A. Stolcke, K. Ries, N. Coccaro, E. Shriberg, R. Bates, D. Jurafsky,
P. Taylor, R. Martin, C. van Ess-Dykema, and M. Meteer, “Dialogue
act modeling for automatic tagging and recognition of conversational
speech,”Computational Linguistics, vol. 26, no. 3, pp. 339–373, 2000.

[26] G. Tur, U. Guz, and D. Hakkani-Tür, “Model adaptation for dialog act
tagging,” inProceedings of the IEEE/ACL SLT Workshop, 2006.

[27] M. Mast, R. Kompe, S. Harbeck, A. Kiessling, H. Niemann,E. Nöth,
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