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Abstract—The integration of audio and visual information im-
proves speech recognition performance, specially in the presence
of noise. In these circumstances it is necessary to introduce audio
and visual weights to control the contribution of each modality to
the recognition task. We present a method to set the value of the
weights associated to each stream according to their reliability for
speech recognition, allowing them to change with time and adapt to
different noise and working conditions. Our dynamic weights are
derived from several measures of the stream reliability, some spe-
cific to speech processing and others inherent to any classification
task, and take into account the special role of silence detection in
the definition of audio and visual weights. In this paper, we propose
a new confidence measure, compare it to existing ones, and point
out the importance of the correct detection of silence utterances in
the definition of the weighting system. Experimental results sup-
port our main contribution: the inclusion of a voice activity de-
tector in the weighting scheme improves speech recognition over
different system architectures and confidence measures, leading to
an increase in performance more relevant than any difference be-
tween the proposed confidence measures.

Index Terms—Adaptive weighting, audio-visual speech recog-
nition, multi-modal classification, multi-stream hidden Markov
model (HMM), robust speech recognition, stream reliability, voice
activity detection (VAD).

1. INTRODUCTION

HE performance of automatic speech recognition (ASR)
T systems degrades heavily in the presence of noise, com-
promising their use in real world scenarios. In these circum-
stances, ASR systems can benefit from the use of other sources
of information complementary to the audio signal and yet re-
lated to speech. Visual speech constitutes such a source of in-
formation. Mimicking human lipreading, visual ASR systems
are designed to recognize speech from images and videos of the
speaker’s mouth. This fact gives rise to audio-visual automatic
speech recognition (AV-ASR), combining the audio and visual
modalities of speech to improve the performance of audio-only
ASR, especially in presence of noise [1], [2]. In these situations
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we cannot trust the corrupted audio signal and must rely on the
visual modality of speech to guide recognition, that is, give more
importance to the visual than the audio cues when taking deci-
sions about the speech classes. Consequently, the problem of
weighting each of the modalities for speech classification natu-
rally arises.

The weight assigned to each modality should be related to its
reliability to classify speech. In a quiet environment with ideal
audio and visual signals, higher weight should be given to the
audio stream, reflecting the fact that the audio modality is more
reliable than the video when it comes to recognize speech. When
one of the modalities is degraded (due to background noise in
the audio channel or an occlusion of the speaker’s mouth) the
importance assigned to it should decrease and reflect the confi-
dence we have on that modality in such circumstances.

In general terms the problem can be formulated as the com-
bination of different streams of information in a classification
task and is therefore not limited to AV-ASR. Indeed, it has been
introduced in biometric person identification [3] to include fea-
ture streams from different modalities and in multi-band speech
recognition [4] to consider different processing techniques ap-
plied to the same audio signal.

In our work we focus on the integration of the audio and
visual information for the recognition of speech. We propose
a dynamic scheme where weights are derived from instanta-
neous measures of the stream reliability, some specific to speech
processing and others inherent to any classification task. The
use of fixed weighting schemes has already been addressed in
AV-ASR literature [2], [S]-[19], but only a few works [20]-[24]
focus on dynamic weights adapting the system to changing en-
vironmental conditions. Moreover, some of the results reported
in literature for dynamic weights seem contradictory [20]-[22]
and conclusions cannot be derived because different confidence
measures have been tested with different AV-ASR architectures,
recognition criteria, and databases. In this sense, the first con-
tribution of the paper is a fair comparison of existing stream
reliability measures in the estimation of the optimal weights.
To this purpose we adopt the same form for the measure-to-
weight mapping and optimization criteria and test the different
confidence measures in both standard hidden Markov models
and artificial neural network systems. The main contributions
of the paper are, however, a new confidence measure inspired
by the Viterbi algorithm and the introduction of a voice activity
detector (VAD) in the weighting scheme, taking into account
the special role of the silence class in the definition of stream
weights in AV-ASR systems. In fact, our experiments show that
the improvement associated to the introduction of a VAD in the
definition of stream weights is more relevant than any difference
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of performance between the proposed stream confidence mea-
sures.

The rest of the paper is organized as follows. In Section II,
we explain how the audio and visual integration takes place in
ASR systems, review different stream weighting techniques
proposed in literature and justify the necessity of dynamic
weights adapting the system to changing environmental con-
ditions. In the context of dynamic weights, in Section III we
present existing techniques to estimate their correct value as a
function of the stream reliability and propose a new confidence
measure. In Section IV, we explain how the proposed confi-
dence measures are mapped to stream weights and justify the
use of different weighting strategies for the speech and silence
intervals. In Section V, we report experiments with a reference
database, comparing the performance and limitations of the
different weighting techniques. Finally, conclusions are drawn
in Section VL.

II. MULTI-MODAL FUSION FOR AV-ASR

In this section, we present the state-of-the-art for audio-visual
fusion and stream weighting in ASR. We do not attempt to re-
view the literature of ASR and refer the reader to [25]-[29] for
a more complete overview of speech recognition models. We
simply justify the weighting model adopted in speech recogni-
tion and explain how it is included in the audio-visual models.
The last part of the section focuses on the weights associated to
each stream as parameters of the model and reviews the existing
techniques for their estimation.

A. Weighted Multi-Stream Classifiers

In statistical classification it is common to assume that fea-
tures of different streams are independent of each other. In this
case, the statistical models factorize the joint probability dis-
tribution into single-stream distributions and reduce the com-
plexity of the system. In the case of the audio-visual speech,
perceptive studies showed that humans treat the streams as class
conditionally independent [30], [31], that is, audio and visual
features 0 4, oy are independent given that the speech class ¢ =
¢;. Under this hypothesis, speech recognition can be improved
by introducing stream weights A 4, Ay and probability combi-
nation rules [32]. The model commonly used is a weighted ge-
ometrical combination of the audio and visual likelihoods, i.e.,

g=g)=ploalg=a)""plovlg=a)"" . 1)

p (0A7 oy

This model controls the importance of each modality in the
classification task with its associated weight[33] and includes
the hypothesis that audio and visual modalities are class con-
ditionally independent (equivalent to setting unitary weights
Aa =y =1).

Introducing the previous weighting schemes into the statis-
tical models used in ASR leads to the definition of multi-stream
hidden Markov models (HMMs) [25]. In single-stream HMMs,
a discrete state variable ¢ (¢) evolves through time as a
first-order Markov process and controls the observed features
o (t) by defining a statistical model for the emission likelihoods
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p(o(t)|q(t) = ¢;)'. An HMM therefore factorizes the problem
into the estimation of transition probabilities between states,
which encode the temporal evolution of speech, and emission
likelihoods associated to each state.

In multi-stream HMMs, only the emission likelihoods are af-
fected by the inclusion of different streams. The likelihoods are
now computed independently for each stream and combined
at a certain level, which depends on the integration technique.
In early integration the streams are assumed to be state syn-
chronous and the likelihoods are combined at state level as in-
dicated by (1). Late integration, in its turn, combines the like-
lihoods at utterance level, while in intermediate integration the
combination takes place at intermediate points of the utterance.
The weighting scheme, nonetheless, remains the same and early
or intermediate integration are generally adopted as leading to
better results and finer control of the stream integration [21].
A common restriction is that the weights A4, Ay sum up to
one, which comes from the factorization of the probability as-
sociated to any HMM state sequence into transition probabil-
ities and state emission likelihoods. In multi-stream HMMs,
A4 + Ay = 1 assures that the ratio between the logarithm of
the emission likelihoods and transition probabilities is kept the
same as in single-stream HMMs, which are the units of mea-
sure used in the expectation maximization or Viterbi algorithm
for recognition.

In speech, the transition probabilities are chosen to force the
HMM to evolve from left to right while either generative or dis-
criminative strategies are used to estimate the probability distri-
butions of the observed features. In generative systems a sep-
arate probabilistic model, usually a Gaussian mixture model
(GMM) [27], is assumed for p (o (¢) |¢ (t) = ¢;) and the corre-
sponding parameters of the model are separately estimated for
each class g;. On the other hand, discriminative models use a
single artificial neural network (ANN) or support vector ma-
chine (SVM) to assign a class probability distribution to the
observed data P (¢ (t) = g;|o (t)) and are thus designed to dis-
criminate between classes, not to generate class models. In this
sense, training ANNs or SVMs to classify speech from dif-
ferent classes is more complex than estimating independently
the GMMs for each class, but leads to models computationally
simpler at testing stage than a large collection of GMMs. We
will see that the use of GMM or ANN also affects the definition
of stream reliability measures based on the performance of the
classifier.

B. Weight Estimation Criteria

If we assume that the weights are fixed parameters of our
models, we can estimate their optimal value with training or
held-out data. In this case, the trained weights will only be rel-
evant for the particular environmental conditions in which that
data was acquired.

Ideally, we want to choose the weights that minimize the final
word error rate (WER) of our classifier, which is the natural
measure of performance in ASR. However, the WER is not a

'We use P to indicate the estimated probability value from a discrete distri-
bution and p for the value taken by a probability density distribution of a con-
tinuous variable
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smooth function of the training data, as its computation involves
finding the most likely path between all possible state sequences
and penalizing different types of errors (insertions, deletions and
substitutions). Therefore, using the minimum WER as optimiza-
tion criterion leads to simple grid-search methods choosing the
weights with minimum WER in a training dataset, as reported
in [7], [8].

The WER is a global measure of the performance of the
system. It gives a score for each utterance, but it does not reflect
the temporal evolution of the error within the speech sequence
or how the weights affect the likelihood of the speech models
used for classification. To overcome that issue, some authors
have proposed different smooth measures of the system’s per-
formance [5]-[8], [24], allowing the use of standard iterative
techniques and optimization criteria on the training dataset.
Those techniques usually minimize the frame error rate and
maximize the discrimination between the different hypothesis
of the classifiers. For instance, in [5], [7], HMMs are used to
find the N most likely state alignments for the training data
and their associated audio and visual likelihoods. The weights
are then chosen to maximize the discrimination between the
incorrect state alignments (from the N most-likely alignments
associated to each sequence in the training data) and the correct
one in terms of their joint audio-visual likelihoods. It is not
clear, however, how those measures of the system’s perfor-
mance relate to the final WER. Indeed, in [7], the authors point
out that the minimum WER of their training dataset and the
optimum of their proposed smooth function are not obtained
for the same value of weights.

Other methods do not involve a training procedure. The
weights are not chosen to optimize the WER or any function
of the system’s performance on some training data, but are set
at testing to adapt the system to the working conditions based
on the data itself. In [9], the authors use previous theoretical
results [10] to estimate the optimal stream weights as inversely
proportional to the single stream misclassification error. To
that purpose, they build class specific models and anti-models
and use them in a small amount of unlabeled data to compute
inter and intra-class distances for each stream, from which
they estimate their classification error and the corresponding
optimal weights. Another criterion is proposed in [11], where
the weights are chosen to maximize the dispersion of the test
emission likelihoods and lead to a more discriminative classifi-
cation, even thought they might cause a wrong recognition. An
extension of this algorithm is based on output likelihood nor-
malization [12], where class-dependent weights are computed
as the ratio between the average class-likelihoods over a time
period. Note that here the weights become dynamic, as they are
defined to normalize the class likelihoods at each time instant.

Dynamic stream weights, however, are usually introduced to
adapt the system to changing environmental conditions due, for
instance, to the temporary presence of noise in one stream. In
this case, we cannot estimate the weights as fixed parameters of
the system, but we have to make them evolve as a function of the
estimated noise on each channel and the reliability of that stream
for classification. For each noise level or estimated stream relia-
bility, the weights can be chosen to optimize different measures
of the performance of the system: recognition of isolated words
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Fig. 1. Reliability of the audio stream can be estimated directly from the signal
by measuring the noise present on the channel (with an estimate of the SNR
S from Section III-A), analyzing the estimated posterior probability distribu-
tions of the classifiers (with measures like the entropy M or dispersion D from
Section I1I-B) or taking also into account the time evolution of the HMM speech
models (with the proposed measured C from Section III-C).

[13]-[15], WER of continuous speech [2], [22], [23] or frame
classification error [20], [21]. The weights can then be adjusted
based on the estimated signal-to-noise ratio (SNR), as in [2],
[13]-[17] or the voicing index in the case of speech recognition
[18], [22], [34]. Other weighting methods applied to recognition
tasks are modality-independent, as they are determined by the
classifier’s confidence [19]-[21] and can be used indifferently
with the audio, video or any other stream. Only a few of the
previous works [20]-[24] applied dynamic weights to AV-ASR,
that its allowing the weights to change at frame level and adapt
dynamically to the different noise conditions within a sequence.
Itis also interesting to note that a few works [23], [24], [35], [36]
combined audio and visual estimates of the stream reliability to
define audio and visual weights.

In our work, we focus on the use of dynamic weights in dif-
ferent AV-ASR systems (HMM-ANN and HMM-GMM) when
the audio stream is subject to noise. We present existing con-
fidence measures, propose a new and computationally simpler
one and study how they map to the weights leading to minimum
WER in a noisy training dataset. The minimum WER criterion
is chosen because it is the final measure used to evaluate the
system’s performance and, as we have already said, it is not
clear how other criteria relate to it. The questions that naturally
arise are, for instance, deciding how to weight the audio and
video streams during the silence periods inherent to speech, how
quickly to adapt those weights in relation to the variations of the
noise present on the stream and how the final WER is affected
by the use of dynamic weights in a controlled noisy environ-
ment. The current paper shows the advantages, limitations and
restrictions necessary to apply dynamic weights with changing
levels and types of noise and points out the importance of si-
lence recognition in the weighting scheme.

III. MEASURING STREAM CONFIDENCE

Two main strategies exist to estimate the reliability of the
audio stream during fusion, either estimating a measure of the
noise present on the channel directly from the audio signal or
analyzing the estimated posterior probability distributions of
the classifiers. Fig. 1 shows a block diagram of the proposed
schemes.

Based on the speech signal itself we obtain an estimate S of
the SNR present on the audio channel by means of VAD and
simple power estimates. To measure the classifiers confidence
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we use the dispersion D or the entropy H of the class pos-
terior probabilities and HMM emission likelihoods. We show
how each measure is implemented and suits HMM-ANN or
HMM-GMM systems and propose a new measure C common
and suitable for both architectures.

A. SNR of the Audio Signal

Measuring the SNR in ASR requires estimating the power of
speech (signal of interest) and the power of the noise present
on the audio signal. Due to the bursting nature of speech, we
can obtain estimates of the power of the noise during the si-
lence intervals inherent to any utterance and derive from it an
estimate of the power of the speech signal. The estimated SNR,
denoted as S, is then computed as the ratio of the speech and
noise power estimates. To this purpose, we must first detect the
silence and speech intervals with a VAD. At each time instant,
we compute the power of the audio signal and assign it to speech
or non-speech. If the sample is associated to non-speech, we
use it to update an estimate of the noise power. Otherwise the
sample is detected as speech and, assuming noise and speech to
be independent, the power of speech is estimated subtracting the
previous estimated power of noise from the power of the audio
signal. Note that estimating the power of noise during silence
intervals defines an artificial low SNR for the silence intervals,
when actually no speech is present and the SNR is ill-defined.
This has a non-negligible effect on the weighting strategy, as the
experiments will show.

As the aim of our work is not the study of VAD, we choose
the VAD technique best suited to our system. We justify our
choice as follows. Most VAD systems have a training stage
where speech and non-speech models are built, usually as-
suming different Gaussian probability distributions for the
speech and noise samples of some features related to ASR. On
testing, a hypothesis test is used to estimate the likelihood of
each sample belonging to speech or non-speech [37] and the
results of the classification are afterwards smoothed in time
to avoid short-time jumps and assure a minimum duration of
words and silences. The results of this instantaneous classi-
fication can be smoothed with an HMM and, in fact, we can
directly use an audio-only HMM-GMM ( which is part already
of our AV-ASR system) to segment the signal into speech and
non-speech intervals. First, the audio-only HMM-GMMs of
our system estimate the likelihood of each sample belonging
to a phoneme or silence class. Afterwards, the standard Viterbi
decoder, together with the estimated HMM transition probabil-
ities, vocabulary and grammar are used to recognize speech,
that is, to partition the utterance into a sequence of words and
silence intervals as required from a VAD. Note that using the
estimated SNR as a confidence measure is not particular to
the audio channel, but its computation by means of a VAD is
limited to speech signals. Moreover, it assumes a non-speech
nature of noise and is therefore not designed to cope with
babble noise. The use of audio-only HMMs, instead of other
energy or GMM-based VAD techniques, provides a more
robust detection of speech/silence intervals when the audio
signal is subject to babble noise originated from a different
vocabulary than the trained HMM. Similarly, the inclusion of
an out-of-vocabulary detector (not used in our system), could
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improve the performance of the VAD and, consequently, the
quality of the SNR estimate.

B. Confidence Measures of the Classifier

Generally it is advantageous to use stream confidence mea-
sures based on the classifier itself, as they convey information
about the reliability of the data for the classification task, can
be applied to any stream and are not specific to audio or speech
signals. In ASR systems, the distribution of the posterior class
probabilities or data likelihoods are the most common confi-
dence measures derived from the classifiers. These measures
assume that if the classifier assigns a very high probability to
a certain class while the rest present low probabilities, then the
sample being tested fits correctly one of the trained models and
the classification can be considered reliable. Conversely, when
all classes have similar probabilities or emission likelihoods,
the sample does not seem to distinctively fit any particular class
and we assume it is corrupted by noise or due to an unreliable
stream. We want to point out that it is a reasonable assump-
tion for speech classifiers trained with generative criteria (GMM
usually), but its validity with ANN systems trained to discrimi-
nate between classes is less clear and, in fact, has proved false in
experiments with very noisy data. Nevertheless, two measures
have been proposed in ASR literature to capture this informa-
tion: the entropy and dispersion of the posterior class probabil-
ities or data likelihood of single-stream HMM classifiers.

In HMM systems, the dispersion of the emission log-likeli-
hoods was first proposed in [13] to measure the difference on
the probability scores of the N most likely states. Formally, if
{g* (t)...q" ()} are the sorted N most likely states for the
audio stream at time ¢, then the log-likelihood dispersion asso-
ciated to the stream is

2 v o(t)|g(t) =qm (t
D(t):mz 3 10g];((()|q() qq())

2 2 o) la (5 = ¢ (1)
2
The dispersion measures how distinguishable the different
classes are in terms of emission likelihoods. High values of
dispersion are associated to a small level of confusion in the
classifier and a reliable stream, whereas a low dispersion is
encountered when all the likelihoods take similar values and the
classes are highly confusing. An equivalent dispersion measure
has been defined with class posterior distributions instead of
emission likelihoods [22].
The entropy of the state posteriors has also been used both in
HMM-GMM [20], [21] and in HMM-ANN systems for multi-
band [38] and Audio-Visual ASR [22]. It is defined as

L
H(t) = - Z P(qg(t)=gilo(t))log P (¢ (t)=gilo(t)) (3)

where {¢; ...qr} are now all possible HMM states. It is im-
portant to note that in HMM-GMM systems the estimation of
state posteriors requires the use of the Bayes rule and estimates
of the prior class probabilities from the training dataset. Con-
trarily to the dispersion, the entropy reaches its maximum value
for equiprobable classes and has low values when the sample
seems to specially fit one of the classes.
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Even though both entropy and dispersion are based on mea-
suring the peakiness of the probability distributions, it is not
clear which one is better suited for the task of stream reliability
estimation. In [20] and [21] HMM-GMM systems obtained
better performance for the dispersion than the entropy mea-
sures, while the contrary was observed with HMM-ANNs [22].
These apparently contradictory results are due to the effect of
estimating class prior probabilities when computing the entropy
in HMM-GMM systems and to the different training strategies
(generative training of GMMs compared to a discriminative
training of ANNS). In terms of implementation, the entropy can
be directly computed in the ANN models, which have class
posterior probabilities as output. In the HMM-GMMs, however,
the Bayes rule must be first applied for the computation of the
entropies, while the dispersion can be directly computed from
the emission log-likelihoods. In that sense, entropy seems more
adequate for the ANN than the GMM architecture, while disper-
sion of posteriors or log-likelihoods suits both models equally.
Nevertheless, computing the dispersion requires sorting the
instantaneous likelihoods or probabilities and is computation-
ally more expensive than the entropy. In our work we use both
dispersion and entropy to measure the reliability of ANN and
GMM-based HMM systems and propose a new measure suited
to both architectures and computationally simpler.

C. Proposed Confidence Measure of the HMM Classifier

We observe that both GMM and ANN systems share the same
HMM structure to control the time evolution of the speech, but
that only the GMM and ANN outputs were used in the defini-
tion of entropy and dispersion. We propose a new measure of the
classifiers confidence not based on the values taken by the GMM
or ANN’s emission likelihoods, but on the transition probabil-
ities of their common HMM structure. The proposed measure
is inspired by the Viterbi decoder, where the transition proba-
bilities between neighboring sequence states are combined with
their emission likelihoods to find the most likely sequence of
states, naturally including the left-to-right property of speech
HMMs and vocabulary restrictions. Our measure takes into ac-
count both the data likelihood and the time evolution constraints
inherent to speech and exploits single-stream classifiers in terms
of GMM/ANN models and HMM transition probabilities. These
two terms can also be understood as a measure of data fidelity
(emission likelihoods or class posterior probabilities associated
to each sample) and a regularity constraint (transition probabil-
ities associated to the most likely state of consecutive samples
for each stream).

During recognition and for each stream we keep track of the
most likely state in the single-stream ANN or GMM at each
time instant ¢ (¢) (different from the most-likely state in the
multi-stream HMM, whose computation requires the definition
of weights) and accumulate the value of the transition proba-
bility between the previous and the instantaneous most likely
state for the stream in C (¢)

cty=Cct=1)+p(a)=a"" (&) |g(t-1)=¢"" (t-1)).

“)
In practice, we do not keep track of the whole history of
q™L (t), but define a limited memory to adapt the system to
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changing conditions. The transition accumulator C (t) is then
implemented as a moving average of the transition probabilities
between the instantaneous most-likely state for each stream.
Note that a similar procedure of tracking the most-likely state
and updating the log-likelihood of the path with the associated
transition probability is done on the Viterbi decoder when
recognition is performed with the single-stream HMM. In our
transition accumulator, we do not keep track of the GMM/ANN
emission likelihoods and simply use them to select ¢ L (¢)
and update the accumulator with the corresponding transition
probability. The proposed measure is then easier to implement
and suits both GMM and ANN architectures. Compared to
entropy or dispersion, it does not require sorting or additional
functions of the emission likelihoods; a max search and a single
addition are enough to update of the transition accumulator.

The reliability associated to the stream increases with the
value of the transition accumulator. If there is noise in the
audio stream, its most likely state at each time instant will
jump between states not matching the time evolution of the
trained models and the associated transition probabilities will
remain close to zero. We have experimentally observed that,
in presence of noise, ¢* () mostly jumps between states
corresponding to impossible transitions for the system (from
the first state of phoneme A to the second state of phoneme B,
transitions not allowed by left-to-right HMMs and vocabulary
restrictions) and thus the accumulator is updated with a transi-
tion probability equal to zero. This fact also justifies our choice
of directly adding transition probabilities instead of their loga-
rithms (compared to Viterbi), which does not provide a physical
meaning to our measure, but results in a more stable confidence
measure. Indeed, the proposed C avoids the instabilities and
overflows of a transition counter accumulating the logarithm of
transition probabilities close to zero. In terms of a regularity
constraint, it corresponds to choosing a penalty function which
allows punctual misfit of the data to the models (transition
probabilities 0) instead of introducing a large penalty for them.

Compared to the entropy or dispersion, the proposed accu-
mulator takes also into account the temporal evolution of speech
and vocabulary restrictions (sequences not allowed in the vocab-
ulary have transition probabilities equal to zero). Entropy or dis-
persion only consider the emission likelihoods of the GMM or
ANN, that is, how a sample instantaneously fits the observation
models but not how the sequence of features fit the time evolu-
tion of speech. In our proposed method, the observation models
are used to choose the most likely state at each time instant (data
fidelity), while the time evolution of speech is taken into account
by the transition probabilities (regularity term). Moreover, the
transition accumulator suits HMM-GMM and HMM-ANN ar-
chitectures and is computationally cheaper to compute than the
entropy or dispersion.

IV. FROM STREAM RELIABILITIES TO WEIGHTS

In this section we study how to map the previous stream relia-
bility measures to the optimal weights, that is the weights giving
minimum WER in a noisy environment. As expected, the dif-
ferent confidence measures reflect the changes in the level of
noise present on the signal, but they are also affected by the
presence of silence intervals inherent to speech. In this sense,
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Fig. 2. Mapping of the stream reliability measure to optimal weights in the proposed system. For instance, for the transition accumulator C, (a) uses a common
mapping fc for all the classes, while (b) proposes a different mapping for the detection of silence and speech fY“P. (a) Single mapping of stream reliabilities to

weights. (b) Double mapping of stream reliabilities to weights.

an important contribution of this paper is the introduction of a
VAD in the weighting system, showing that performance of all
the reliability measures can be improved taking into account the
special role of silence detection in AV-ASR. Fig. 2 shows the
structure of the proposed weighting systems.

We start by mapping the different stream reliability measures
to the stream weights leading to minimum WER in a noisy en-
vironment. To this purpose, we train the weighting system with
an evaluation dataset subject to different known noise condi-
tions. In the evaluation set we have artificially added different
kinds and levels of noise to the audio stream. For each SNR
level n € NV and type of noise, we do a grid search for A}, A}
obtaining minimum WER on the evaluation data and satisfying
A4+ Ay = 1. For the same dataset, we compute the mean value
of the different stream reliability measures at each SNR level
§",D",’H",C", and define the mappings fs, fp, fx, fc as
continuous functions minimizing the mean square error (MSE)
over all noise levels. For instance, for the transition accumulator
we write

fe = argn}inr%/ ‘/\Z — fe (@n) ‘2. (5)

In order to fairly compare all the stream reliability measures,
we define mapping functions of the same complexity for the
different measures. From the values taken by those measures
and the optimal weights in the evaluation data, we chose
a weighted sum of exponentials for the mapping function
f(z) = A ePr® + Ay eP2” whose parameters A, B,
A, By are estimated iteratively with a region-trust method
[39]. We chose that particular form for the mapping based on
some preliminary results with the evaluation data. In reduced
experiments with the evaluation data, the speech recognition
performance obtained with the sum of exponentials, sig-
moid[22], or piecewise linear functions[20] were comparable,
but the values of the MSE resulting in (5) for the different
measures were more similar to each other with the sum of
exponentials than with the other functions. Using a sum of
exponentials for the mapping function is therefore suitable
to fairly study the differences between the stream reliability
measures in the final speech recognition system, as it provides
a similar performance in the estimation of the parameters of the
continuous mappings fs, fp, fx, fc from (5) for all confidence
measures.

The average measures behaved as expected, with the disper-
sion and transition accumulator decreasing as the SNR level de-
creases and the entropy increasing for noisy data. It is to note,
however, that the computation of the entropy in the GMM case is
considerably sensitive to the estimation of the state prior proba-
bilities and that the correct performance of that method requires
a fine estimation of these probabilities. The best results are ob-
tained using the time durations of phonemes in the training data
to compute the state priors, while assuming equal class proba-
bilities for all the states leads to a considerably poorer perfor-
mance. Actually, as the distribution of phonemes in the training,
evaluation and testing data is the same, the estimated priors
match the testing ones. However, it is not generally the case
in real scenarios and it is more advisable to use the transition
accumulator than the entropy in HMM-GMM systems, which
performs similarly, is simpler to compute and does not require
the estimation of prior probabilities.

It is important to note that we try to learn a mapping to be
applied dynamically and yet we estimate it by experiments with
fixed weights. For the evaluation dataset we can justify it be-
cause the SNR is carefully kept fixed through all the sentences
by artificially adding noise to the clean audio sequences. The
value of the stream reliability indicator, however, varies within
the sequence and we need to average it to define the mapping.
In a real system, actually, the reliability measures and stream
weights change instantaneously and the mapping learned from
fixed weights might be incorrect. Smoothing the stream reliabil-
ities through the testing sequences can give a similar behaviour
to the one seen on training, but it does not ensure that the weights
are instantaneously the best ones. In fact, it is necessary to study
how each stream reliability measure evolves through an evalu-
ation sequence with a fixed SNR level. If the confidence mea-
sure takes a relatively constant value throughout the sequence,
then the mapping defined with the evaluation dataset between
the mean value of this measure and the fixed optimal weights
can be used. Otherwise, if the variations of the reliability mea-
sure on a fixed SNR sequence are comparable with the varia-
tions between different SNR levels, then the mapping cannot be
directly used without a large smoothing of the confidence mea-
sure on the testing sequences, which hinders a quick adaptation
to changing noise conditions.

Analyzing the evolution of the different reliability measures
on the evaluation dataset, we state that the estimated SNR S re-
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likelihood dispersion

Fig. 3. Time evolution of the GMM likelihood dispersion for the same evalu-
ation sequence and different levels of white audio noise artificially added. The
likelihood increases at 1.2, 2, 2.9, and 3.8 seconds due to word utterances com-
pared to its value during inter-word silences.

quires considerable smoothing, mainly due to the estimation of
SNR during the silence periods between words. In those periods,
the SNR ratio is small as there is no speech signal present. For
the same sequence, the variations of S between the speech and
non-speech intervals are higher than between the different SNR
levels. Nevertheless, as Sn € N evolves coherently through
the different SNR levels, that issue can be solved assuring that
the smoothing applied on testing always includes speech and
silence intervals. The measures based on the classifiers confi-
dence D, H, C show also different mean values for the silence
and speech utterances, as shown in Fig. 3. The variations here
are not caused by the SNR estimation procedure and indicate
that the classifiers show different behavior for the speech and
silence intervals.

This analysis suggests that the silence intervals inherent
to speech might play an important role in the definition of
proper stream weights. Indeed, in [22] the authors point out
that for very noisy environments, training the weights with
the minimum WER criterion leads to choosing the modality
better suited for the detection of the silences existent between
the words in the utterances. To avoid that kind of behavior, we
developed a second strategy shown in Fig. 2(b). Using the same
VAD used for the SNR estimation, we first assign each sample
to speech or silence and then set the weights accordingly
with different speech and silence mapping functions. To this
purpose, we define two mappings from each reliability measure
to the optimal stream weights, one for the recognition of si-
lences (f$, fp, f#, and f3) and another for the recognition of
speech (f¢, f3, f7;, and f&). To train this combined weighting
system, we split the evaluation dataset into speech and silence
examples based on the available labels, we concatenate them
into continuous speech and silence utterances and learn the
corresponding mappings as previously explained. Note that
we learn the mappings from continuous speech recognition
experiments with sequences containing only continuous speech
or silence examples. Learning those mappings from isolated
word recognition tests would define a weight threshold leading
to correct or incorrect recognition of each word instead of
minimizing the WER, which is the performance criterion used
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in continuous speech recognition. Now the stream reliability
measures, specially the SNR estimator, are not influenced by
the presence of silence intervals and are more stable within
the evaluation sequences. Moreover, considering only speech
or silence utterances to define the optimal stream weights,
we obtain a mapping better suited to classify speech while
the decision about silence or speech intervals is taken with
a VAD designed to that purpose. We refer to these mapping
strategies as fa P, fpAP, fYAP and fYAP and note that they
correspond to defining two different mappings from the stream
reliabilities to the optimal weights: one for the detection of
silence and another for the rest of speech classes. In case of the
transition accumulator, for instance, we have

-{&&

On the other hand, the proposed fs, fp, fr, and fc use a
common mapping for all the classes and assume that the same
value of weights is correct to differentiate silences from speech
and to differentiate the speech classes between each other.

At testing stage, both single and double mapping weighting
schemes first smooth the different reliability measures, then use
the estimated mappings to compute the corresponding weights
and use them in the multi-stream HMM classifier. Compared to
the training stage, the confidence measures are not averaged per
sequence but only smoothed in time. A moving average is used
for smoothing the obtained H, D, and S, while it is intrinsic
to the definition of C as a moving transition accumulator. The
window size adopted for the smoothing has been chosen based
on preliminary experiments with the evaluation dataset, where a
20-ms window obtained good results across the different relia-
bility measures. The other main difference between testing and

training affects only the double-mapping schemes f¥AP, fyAD

) %AD, and fé/ AD "where a VAD is used to classify samples as
speech or silence. During training this decision is taken based on
the labels of the evaluation data, while at testing a VAD is used
for that purpose, which introduces a possible source of error.

The proposed double mapping strategy must not be confused
with a class-dependent weighting scheme, in which the different
multi-stream HMMs would have different stream weights de-
pending on its class. In our system, at each time instant, the
same audio and visual weights are used in all HMMs for audio-
visual classification. For instance, if the VAD has detected a
silence, the double mapping function for the transition accu-
mulator will use fZ to estimate the optimal audio and visual
weights, which will be used in all the multi-stream HMMs (ir-
respective of whether the HMM is associated to the silence or
to a phoneme class).

if VAD classifies x as silence

VAD
() otherwise.

JC

(6)

>

V. EXPERIMENTS

We perform continuous speech recognition experiments on
the CUAVE database [40]. We use the static portion of the in-
dividuals section of the database, consisting of 36 static sub-
jects repeating the digits five times in front of a camera. We do
speaker independent experiments with 6-fold cross validation,
using 30 speakers for training, 3 for evaluation, and 3 for testing.
The results are given in terms of speaker independent WER and
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Fig. 4. Structure of the AV-ASR system. Audio and visual features are first
extracted from the signals, which are passed to single-stream audio and vi-
sual classifiers to compute different stream reliability measures. These confi-
dence measures are used to determine the associated audio and visual weights
in the multi-stream classifier, where speech recognition takes place. In our ex-
periments, the visual stream is assumed ideal and, consequently, no confidence
measures are computed for that stream.

the statistical significance of the results is evaluated in a paired
manner comparing the different confidence measures.

The block diagram of the proposed AV-ASR system is pre-
sented in Fig. 4 and the details about the different feature ex-
traction, classification and weighting blocks is given in the fol-
lowing paragraphs.

A. Feature Streams

Normalized MFCC are extracted as audio features, with their
first and second temporal derivatives. Thirteen MFCC features
are computed with a 30-ms window, with 20-ms overlap,
leading to an audio rate of 100 feature vectors per second. We
train any HMM parameters on clean audio data and artificially
add white and babble noise from the NOISEX database [41] on
testing. Different levels of noise are added in order to show how
our dynamic weighting algorithm performs across a large range
of SNRs, from clean to —10 dB. Adding noise to the recorded
signal instead of adding it during the recordings does not take
into account the changes in articulation speakers produced
when background noise is present [42] and therefore generates
somehow nonrealistic scenarios. On the other hand, it enables
to test exactly the same utterances in different noise conditions,
facilitates the recordings of the data and complete control of
the noise conditions in the evaluation set.

The visual features are selected discrete cosine transform
(DCT) coefficients from a region of interest, which consists of
a square of 128 x 128 pixels centred on the mouth, normalized
for size, centred, and rotated. The DCT coefficients are the
13 most important ones taken in a zig-zag order, as in the
MPEG/JPEG standard, together with their first and second
temporal derivatives with their means removed. More details
about this visual feature extraction system can be found in [43].
The temporal resolution of the visual features is then increased
through interpolation to reach the audio rate, since synchronous
audio and visual feature streams are required by the classifiers.
No noise is added to the visual features as AV-ASR with
non-ideal visual conditions requires the development of new vi-
sual feature extraction methods before audio-visual integration
can be successfully studied [44], [45].

B. Speech Classifiers and VAD

We use the HTK library [46] for the HMM-GMM implemen-
tation of three-state left-to-right phoneme models. Each state
has three Gaussians for the audio and one for the visual stream,
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all with diagonal covariance matrices. We start by training sep-
arately audio and visual HMM-GMM models, we then build
the multi-stream models and jointly re-estimate their parame-
ters setting the audio and visual weights to one during training.2

In the ANN case, the emission likelihoods are replaced by
posterior phoneme probabilities estimated with a multi-layer
perceptron. The audio and visual neural networks are imple-
mented as feed-forward ANN with two neural layers and 10 000
neurons. One feature vector is feed to the ANN each time with
sigmoid functions used in the input layer. The ANN has an
output node for each class, with softmax functions used to pro-
vide an estimate of the class posterior probabilities associated to
the input sample. The values of the transition probabilities from
the HMM-GMM case are kept for the HMM-ANN system, as
they correspond to a time model of the duration of phonemes
learned from the same training data.

Recognition is based on phonemes, which are concatenated
to form words and sentences by means of a dictionary and
grammar. In our case, as the testing corresponds to sentences
containing sequences of numbers, no grammar is used and
the dictionary includes only the phonetic transcription of the
English digits.

Designing the VAD we must compromise between having
voice detected as noise or noise detected as voice (between false
positive and false negative). In our case, the VAD must be able to
detect speech under several types and levels of background noise
and we design it to be fail-safe, that is, to detect speech when
the decision is in doubt and lower the chance of missing speech
segments. As already explained, we use the audio-only HMM
systems to classify features as speech or silence. Single-stream
HMM are also used to estimate the entropy, dispersion and tran-
sition accumulator reliability measures of the audio stream. The
obtained confidence measures are used to compute the weights
of the multi-stream HMM systems, taking also into account
the decision of the VAD in the case of double-map weighting
schemes f;fAD, ngD, %AD, and fCVAD.

At this point, we must highlight that the final speech recog-
nition is not performed in two passes, a first pass guided by the
VAD to detect between silence and speech and a second stage
where the different phoneme models and vocabulary are con-
sidered. We do not adopt such a strategy because in that case
the visual stream is not taken into account for the detection of
silence, which has proved a useful strategy [48], [49]. In this
paper the VAD is only used in the weighting strategies f3P,
AP, fYAD Jand fYAD to determine the use of a mapping de-

s JJH
signed for speech or silence intervals.

C. Evaluation of the Results

In our experiments we compare different weighting strategies
learned and tested on the same data and the results, therefore,
reflect differences between the weighting strategies rather than
differences in the test datasets. In this case, the statistical signifi-
cance of the results cannot be evaluated by means of confidence
intervals associated to the performance of each method indepen-
dently, but requires the comparison of the different methods in a

2Experiments have shown that final performance of the system is dominated
by the value of the weights at testing and not during training [47]
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Fig. 5. Performance of single and multi-stream HMM systems for different SNR levels of white noise. The weighting strategy is significantly useful below 25
and 20 dB of audio SNR for the HMM-GMM and ANN case. (a) HMM-GMM base-line systems. (b) HMM-ANN base-line systems.

one-to-one basis for the same sentences, speakers and train/test
datasets.

In speech recognition, a small modification to a system will
alter the recognition results in a few sentences or speakers
only. Intuitively we would acknowledge a 10% probability of
reducing the errors if the number of errors drops on 10% of
the sentences while the others remain unchanged. On the other
hand, an overall improvement of the word error rate should be
considered random if 50% of the sentences improved while
50% degraded. In this work, we use the “probability of error
reduction” p. presented in [50] to assess the differences in
performance of the proposed weighting schemes. We refer the
reader to the original paper [50] for a detailed description of p,
and present here only the main ideas. Intuitively, we measure
the probability of error reduction p. between two systems A
and B counting the number of independent testing samples
(sentences in our experiments) that favor system A over B
while leaving the rest of the samples unchanged. Formally,
however, the computation of p. requires the estimation of the
probability distribution associated to the paired comparison of
the systems. To that purpose, we bootstrap the WER obtained
by the different weighting methods for independent samples,
count the number of samples favoring each system and perform
a paired hypothesis test to obtain p.. Bootstraping allows us to
estimate the unknown distributions associated to the WER and
the paired comparison of the systems and obtain an estimate
of p. which does not depend on the number of sentences used
in each comparison and is defined in the same terms used to
evaluate speech recognition systems. On the following, only
the values of p. relevant to assess if one method significantly
outperforms another are given.

D. Experimental Results

The aim of this work is not to compare HMM-ANN and
HMM-GMM architectures, so the results of the stream relia-
bility measures will be compared for each of the systems sepa-
rately. We include results for three extra baseline systems that
we use to analyze the improvement obtained with a weighting
strategy.

TABLE I
PERFORMANCE OF THE VAD FOR DIFFERENT TYPES AND LEVELS OF ACOUSTIC
BACKGROUND NOISE. RESULTS ARE GIVEN IN TERMS OF TRUE POSITIVE RATE
OR SENSITIVITY (TPR), FALSE POSITIVE RATE (FPR), AND ACCURACY (ACC)

white noise |clean|25dB |20 dB|15 dB|10 dB|5 dB|0 dB|-5 dB|-10 dB
TPR 9731944 | 91.7 | 88.1 | 82.9 |76.7|70.2| 58.0 | 36.8
FPR 46 |29 | 24 1.7 1.3 10906 0.6 1.1

acc 96.3 1958 | 94.8 | 93.4 | 91.2 | 88.4|85.5| 79.7 | 69.7
babble noise |clean [25dB (20 dB|15 dB[10 dB|5 dB|0 dB|-5 dB[-10 dB
TPR 97.1 1948|927 | 89.5 | 82.5 |73.9|61.2| 459 | 36.1
FPR 46 | 3.6 | 35 5.0 84 |153(235]288 | 299
acc 96.2 1956 | 94.6 | 92.3 [ 87.1 |79.4|69.1| 59.3 | 54.53

As mentioned previously, the use of a VAD for the compu-
tation of some reliability measures and weights introduces a
source of error when the voice activity recognition fails. The
performance of the VAD, shown in Table I, should also be
taken into account in the analysis of the results. We observe tha
the VAD works reasonably well for all levels of white noise
and down to 5-0 dB for babble noise, when performance drops
under 70%.

The first baseline system is an audio-only ASR system,
showing the gain obtained by inclusion of the visual modality,
and the other two are AV-ASR systems with fixed unit and
“cheat” weights, that is weights assuming class conditional
independence of audio and visual streams and the weights
obtaining minimum WER for each SNR with the test dataset
(with a common mapping for all the classes learned in the
testing data, not on the evaluation set). Fixed unit weights
corresponds to a system where no stream weighting is used and
audio and visual features are just considered class conditionally
independent. Comparing to such a system shows the improve-
ment obtained by a weighting strategy under different noise
circumstances. In Fig. 5(a) and (b), we see that a weighting
strategy is significantly useful below 25 and 20 dB of audio
SNR for the HMM-GMM and ANN case. The probability
of error reduction p. ranges from 0.7 to 1.0 for the different
SNR levels and it defines the range of noise levels, where the
comparison of the different weighting strategies is relevant. In
that case, it is also important to note the performance of 60.4%
obtained with a HMM-GMM visual-only system and 56.2%
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Fig. 6. Performance of cheat fixed weights HMM-GMM system and dynamic weights obtained with one and two mappings. Comparing to the fixed “cheat”
system shows how far we are from the best behavior under the assumption that the weights depend only on the SNR. When a dynamic system outperforms the
fixed one, it is due to the fact that the silence/speech class should also be taken into account for the weight definition. Comparing (a) with (b) and (c) with (d) we
observe the improvement obtained by the inclusion of the VAD in the GMM system for white and babble noise. (a) One mapping, audio with white noise. (b) Two
mappings, audio with white noise. (c) One mapping, audio with babble noise. (d) Two mappings, audio with babble noise.

for the HMM-ANN, which specially justifies the inclusion
of the visual modality under 0—5 dB of SNR for the different
systems and the study of AV-ASR in these circumstances.
We observe that for audio SNRs, specially with babble noise,
the audio-visual accuracy drops below visual-only accuracy
even with the fixed “cheat” weights. It is explained by the
fact that the weighting strategy is only able to compensate for
uncorrelated errors in the audio and visual stream, but when
both streams incur in the same kind of errors the audio-visual
system also fails and its performance can be worse than the
best of single-stream systems. In the case on low audio SNR,
the audio system incurs in errors due to the false detection of
silences, which is also a class easily confused in the visual
domain and requires audio information to be detected. In such
circumstances, the audio-visual system is not able to detect
silences with “cheat” weights, which assume the same fixed
weight can be used for the detection of silences than speech
utterances. On other experiments we will show that the double
mapping scheme partially overcomes this effect.

Comparing to the fixed “cheat” system shows how far we are
from the best behavior under the assumption that the weights
only depend on the SNR of the stream. In that sense, when a dy-
namic system outperforms the fixed one, it is due to the fact that
the silence/speech class should also be taken into account for the
weight definition, which is not the case with the “cheat” weights.
Such is the case for the HMM-ANN system under 10 dB of
SNR, see Fig. 7(b) and (d), with a probability of error reduction
pe over 0.9 for all the noise kinds and levels. The same behavior
is observed under —5 dB and 5 dB SNR for the HMM-GMM
case subject to white and babble noise, see Fig. 6(b) and (d). In
these cases the optimal fixed weights choose the modality better
suited for the silence detection, while the confidence measures
including the VAD define different mappings for the silence and
speech intervals. In this case, the performance of the AV-ASR
is limited by the performance of the VAD, as shown by the ex-
perimental results.

VAD

Comparing the two mapping strategies (fg
FYAD

against fg,
against fy, etc.), see Figs. 6 and 7, we observe that a con-
siderable improvement is obtained when different mappings are
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Fig. 7. Performance of cheat fixed weights HMM-ANN system and dynamic weights obtained with one and two mappings. Comparison of (a) with (b) and (c)
with (d) show the improvement obtained by the inclusion of the VAD in the ANN system. In (b) and (d), the poor performance of the “cheat” fixed weights in low
SNR conditions shows the necessity of including the detection of silences in the weighting strategy. (a) One mapping, audio with white noise. (b) Two mappings,
audio with white noise. (c) One mapping, audio with babble noise. (d) Two mappings, audio with babble noise.

used for the classification of speech and silences. The improve-
ment is more remarkable in the SNR estimator (with p. over
0.9 for the different SNR levels), whose estimation is based on
the correct detection of speech and silence intervals, while the
entropy, dispersion and transition accumulator benefit less from
the inclusion of a VAD in the weighting system (p. between
0.7 and 0.8) as they already convey information about the con-
fidence that should be given to the classifier during silence in-
tervals. The gain is also clearer for low SNR levels, when the
use of only one mapping mainly shifts the weights to use the
modality better suited to the silence detection. In this case, the
use of two mappings relies on the VAD to detect silence and
speech intervals and then uses the corresponding speech or si-
lence mapping for each confidence measure. As a result, for low
SNR the dynamic weights even outperform the fixed cheating
weights, which do not consider the fact that the proper detec-
tion of silences might require a different weight than the speech
intervals.

Using only one mapping in the HMM-ANN system, different
measures seem to obtain better results for different working con-
ditions. The SNR estimator performs well for high and medium

SNR values, while the measures based on the classifiers con-
fidence gain in very noisy environments. In the GMM system,
in its turn, the entropy and transition accumulator do slightly
better than the other confidence measures. When the VAD is
included in the weighting strategy, however, the different confi-
dence measures perform similarly and the differences in perfor-
mance are not statistically significant (in terms of p.) for any of
the measures.

To summarize, we see that the improvement obtained by the
inclusion of the VAD in the weighting strategy is more relevant
than any differences in performance between the confidence
measures. Without the use of a VAD, different confidence mea-
sures obtain better performances for different systems and levels
of noise, while the introduction of a VAD into the weighting
system improves the performance of all the confidence mea-
sures and leads to statistically equivalent results for the dif-
ferent measures. In this case, the proposed transition accumu-
lator fo VAP performs equivalently to other classifier’s derived
measures fy; 2 or fp P and is computationally simpler.
Similarly, the estimated SNR measure fSVAD provides good re-
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sults and is easier to compute than the entropy or dispersion of
emission likelihoods.

VI. SUMMARY AND CONCLUSION

We presented our work on stream weighting for AV-ASR sys-
tems, where weights are introduced to control the contribution
of each stream to the recognition task. We focus on the use of dy-
namic weights in changing environmental conditions, defining
the value of the weights as function of different measures of
the confidence associated to the stream. The main contributions
of the paper are the following: the experimental investigation
of dynamic weighting schemes in different noisy environments
and system architectures, experimental proof of the effective-
ness of introducing a VAD in the weighting scheme and the
proposal of a new confidence measure computationally simpler
than entropy or dispersion of log-likelihoods.

Based on the signal itself we estimate the SNR present on the
audio channel, while we measure the classifier’s confidence as-
sociated to the stream in terms of the dispersion and the entropy
of the class probability distributions. We show how each mea-
sure is implemented and suits HMM-ANNs or HMM-GMMs
systems and propose a new measure based on the transition
probabilities common to both HMM architectures. Evaluating
the different stream confidence measures and taking into ac-
count the classifiers behavior for the different speech classes,
we improve recognition results by the introduction of different
mappings for the speech and silence classes.

Experimental results show that dynamic weights perform
well in a variety of conditions. For high and medium SNRs, a
weighting algorithm based on the classifier’s reliability estima-
tors performs well. For very noisy environments, however, the
confusion with the silence class is the main cause of failure of
the systems and the weighting should first avoid the confusions
with the silence class and then focus on recognition of speech.
In fact, statistical analysis of the results show that the increase
in performance associated to differentiating between silence
and speech on the definition of the stream weights is more rele-
vant than any difference in performance between the different
reliability measures.
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