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Abstract—This paper proposes an efficient parameterization RTF is extremely sensitive to source and receiver variation
of the Room Transfer Function (RTF). Typically, the RTF the coefficients too experience a similar sensitivity [3hisT
rapidly varies with varying source and receiver positions,hence problem not only requires repetitive parameter calcutetio

requires an impractical number of point to point measuremers . . - o\
to characterize a given room. Therefore, we derive a novel with varying source/receiver positions, but also demaruls f

RTF parameterization that is robust to both receiver and adaptive inverse-filters with Cl_meersome PFOC?SSiUg algo-
source variations with the following salient features: (i) The rithms during equalization [4]) [5]. Furthermore, in priaet

parameterization is given in terms of a modal expansion oBD  the time invariant aspect of room acoustics is far from teali

basis functions. (ii) The aforementioned modal expansionan be [5], which remains as a fundamental weakness of the time-
truncated at a finite number of modes given that the source and . ' . .
invariant filter model.

receiver locations are from two sizeable spatial regions, ich are ] ] ]
arbitrarily distributed. (i) The parameter weights/coe fficients In contrast, the geometric room acoustics model, heavily

are independent of the source/receiver positions. Therefe, a relies on the room geometry and ray optic methods borrowed
finite set of coefficients is shown to be capable of accurately from computer graphics. The first geometric model for room
calculating the RTF between any two arbitrary points from a pre- oo peration was introduced by Allen and Berkl2y [6]. This
defined spatial region where the source(s) lie and a pre-defa . .
spatial region where the receiver(s) lie. A practical methd work became the basis for many subsequent geometric models
to measure the RTF coefficients is also provided, which only and is based on the notion that reverberation can be repegsen
requires a single microphone unit and a single loudspeakernit, as the effect of an infinite number of image sources that are
given that the room characteristics remain stationary overtime.  created by reflecting the true acoustic source in room walls.
The accuracy of the above parameterization is verified USING 5 5yar algorithm to evaluate the image source method faiesin
appropriate simulation examples. . . s . .
source-multiple receiver applications was later intraatln
[7] using the multipole expansion. Other common geometric
. INTRODUCTION models include ray tracind [8], beam tracirig [9], acoustic
The room transfer function (RTF), demonstrates the caladiosity [10], and Finite Difference Time Domain (FDTD)
lective effect of multipath propagation of sound between [A1], [12] methods. Even though these techniques haveinerta
source and a receiver within a given room enclosure. Aceuraimilarities, their theoretical foundations are oftenqus for
modeling of the RTF is useful in soundfield simulators asach method. For example, the ray tracing method assumes
well as many other applications such as sound reproductibigh operating frequencies while the FDTD method assumes
soundfield equalization, echo cancellation, and speeck- dex low-mid frequency bandwidth [1f] Therefore, their appli-
verberation. These applications use appropriate RTF decaeability to a general room is quite limited. More generatize
volution methods to cancel the effects of room reflectiorgeometric models incorporating multiple specialized niede
(reverberation), and therefore, are highly dependent @n tiere recently introduced iri [13]=[115]. However, due to the
accuracy of the RTF model. lack of preciseness in reflection methods, and the vasttia@ria
The theoretical solution to the RTF based on the Greers$ room geometries available, an exact estimation of the RTF
function [1] was derived assuming a strict rectangular rooblased on geometrical properties remain unresolved.
geometry. It can only be applied to highly idealised caséb wi Due to the inefficiency of existing RTF models, alternative
reasonable effort. The rooms with which we are concerneddgualization techniques tend to measure the RTF at a firtite se
our daily life however are more or less irregular in shape ard points which are later incorporated to the sound proogssi
the formulation of irregular boundary conditions will req algorithm directly [16]-[18]. However, as explained ear)i
extensive numerical calculations. For this reason, theedim even a small-scale variation in source/receiver positiesslts
ate application of the classical model to practical prolsiém in a drastic variation in the RTIF [19], and therefore, thevabo
room acoustics is limited. method only gives accurate results at the design pointdewhi
In practice, RTFs are usually estimated as FIR filters, or gfe performance degradation present elsewhere is toof-signi
parametric equations based on the geometrical propertiescant. Additional limitations are caused by the inaccueaci
the room. In the FIR filter approach, the RTF is assumed fgolved with the point-point RTF measurements. Recentwor

behave as a linear time-invariant system, and then modegflimproving the RTF measurement via modified source and
as either an all-zero, all-pole, pole-zeld [2] or a common

pol_e-zero (3] Sysltem- The coefficients of these mOd.els ar&at high frequencies, the computational cost is too high dute increased
estimated as variable parameters of the RTF, and since theber of points (small wavelengths).
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receiver directivity patterns include [20]=[23]. in the receiver position as well as in the source position.
A complete equalization solution that is robust to receiv@iherefore, we first define a continuous spatial region where
point variations was first proposed [n_[24] f2D applications, the source(s) lie(source region)and a continuous spatial
which exploits a novel RTF model based on the harmoniegion where the receiver(s) l{eeceiver region)and the new
solution to the wave equation. This model parameterizes tharameterization is expected to deliver the RTF between any
RTF between a fixed source and any arbitrary point withimvo arbitrary points from these two regions.
a source-free receiver region in terms of a weighted sum ofFor computational simplicity, we assume the receiver negio
2D basis functions, while the weights need to be separatelgmedy to be a sphere of radiug, centered at the origi®
measured. Thus, the successful extraction of a finite setasfd the source region namédo be another sphere of radius
parameter weights/coefficients enables RTF charactenizatR, centered aD; (See Fig[dl). In spherical coordinates, the
between a given source location and any arbitrary pointiwithreceiver point withiny is denoted byr = (z, 6., ¢,) and the
a given receiver region. However, these coefficients remaiource location withir¢ is denoted byy = (v, 6,, ¢,) where
unique to the source location of interest, and therefore, ty = y(*) + R,,. with y(®) = (y(s)’9§5)7 g(f>) representing the
slightest variation in source positioning requires a netvo$e same source location with respect@ and R,, representing
RTF parameters to be measured. the vector connectin@ to O,.
In this paper, we introduce an efficient RTF parameterizatio |n a reverberant environment, the acoustic transfer foncti
in 3D, that is robust to both receiver and source variations getweenz andy can be decomposed in to a direct path field
that the extraction of a finite set of coefficients is suffitierand a reflected field as
to characterize an entire room enclosure of interest. leroth
words, we derive 8D model, which characterizes the RTF H(z,y,K) = Hair(z, y, k) + Huo(z, y, k) @)

between any two arbit_rary points from a primar)_/ spatigl 08gi \wherek — 27f/c is the wave numbef, is the frequency and
where the source(s) lie and a secondary spatial region whgfgne speed of sound propagation. The direct field component
the receiver(s) lie. More importantly, we impose no refiits  §,,e to a unit amplitude point source gtis independent of

on the geometrical configuration of the source and receiM@k room characteristics and can be given in terms Gf [25]
regions and as a result, the proposed parameterizatiofids va

for any two arbitrary points from the given room. Following Hair(2, 9, K) = '
[24], this parameterization is based on the harmonic smiuti e 47 ||z — yl|
to the wave equation, and therefore, is derived in terms OfHowever, Hop
a weighted sum oBD basis functions. Furthermore, it only
requires a minimum of N, + 1)2(N,. + 1)? coefficients to

ciklz—yll

)

(z,y,k), the corresponding reflected field
incident atn is unknown, and completely dependent on the
; h i room characteristics. Our aim is to parameterize this unkno
characterize the RTF over aN," order source region andﬁeld so that a finite set of weights/coefficients unique to the

an N order receiver regitﬁn W_e also proyi(_je a pra_ctical room will be capable of predicting/s(z, y, k) between any
method to extract the aforementioned coefficients, whidk oo points from¢ and
requires RTF measurements over a finite set of source-exceiv We base our parameterization approach on the fact that the

combinations apd. associat_ed numerical procgssing. Ghen ﬁnknownH,\,b(a:,y, k) incident ony is caused by the outward
room characteristics remain stationary over time, thesa-m ropagating wavefield frond. Since both these incoming and
surements can be obtained using a single microphone unit

) . Lﬁgoing soundfields can be represented in terms of modal
a single loudspeaker unit.

- . decompositiodﬁs Hpp(x,y,k) could also be represented in
The paper is structured as follows. In Séd. Il, we firsh o of 4 similar decomposition. The coefficients of such a

decompose the room response into direct and reverberant C‘a@composition will then enable the user to predict the RTF
ponents where the former is known and the latter is unkno tween two arbitrary points fromj and 7. Following the
The unknown reverberant component is then parameterize Bbve concept, we first decompose the reverberant field at

terms of a weighted sum iD ba5|s.funct|0ns. In Sd@l," due to an arbitrary outgoing field from and then derive an
we describe a robust method to obtain the parameter wagfg;act decomposition for the room transfer function
which only requires a finite set of RTF measurements. Fipally '

in Sec.[1M, we demonstrate the accuracy of the proposed N . ]
parameterization, by comparing it with a simulated rooredasB- Modal decomposition of an arbitrary reverberant field
on the image source model. This section also presents an erraConsider an arbitrary outgoing field frogy which can be
analysis performed over a broadband frequency range.  represented in terms of a spherical harmonic decomp(ﬂition
with respect toO; as
[I. PARAMETERIZATION OF THE ROOM TRANSFER

Ny n
Sou2.0 = 30 30 B (0 () Yo (6,6
A. Problem formulation n=0m=—n 3)

The main objective of this paper is to have an efficient
parameterization for the RTF such that it is valid for vaoia$  3aA decomposition using the basis functions of the solutiorthie wave
equation.

2SectiorTI-B discusses how the order of a spatial soundfielietermined 40ther coordinate systems could be used instead of sphedcatiinates,
over a known region and a given frequency. resulting in a different set of basis functions.



where z(®) = (2= 9% )} denotes the observation pointC. Modal decomposition of the room transfer function
outside of¢, [3(3)( k) denotes the coefficients of the outgoingyow consider a unit amplitude point source @) ¢ ¢,

soundfield caused by the source distribution(inY,,.. (6, ¢)  producing outgoing soundfield coefficier§), (k) of the form

denotes the spherical harmonic of orderand degreem, [25

hn(-) represents the spherical Hankel function of the first

kind with ordern and N, = [keR,/2] denotes the exterior 56 (K) = ikj (ky(s))y* (9(5) d)(s)) 8)
nm n nm\Yy Yy .

field truncation limit for a source distribution with its finest

source located at a distance Bf [ZGﬂ. The corresponding reflected field satdescribes the unknown
If the resulting reflected field at due to each unit amplitude reverberant componeri(x, y, k) of (I). This can be de-

outgoing mode of [[3) can be extracted, the total reflectéiyed using [7) and[{8) as

field caused by an arbitrary outgoing field can be succegsfull

predicted. To demonstrate the above statement, let’s @ensi Ny n N, v

a unit amplitude outgoing wave of ordef and modemn’ Hup(x,y,k) = z‘kz Z Z Z o

n=0m=-—nv=0 p=—v

= / = 4 * (S) (S)
Bl = ¢ b n=m andm=m 4 Y, (059, 600 Yo (0 6.
0, otherwise )

Therefore, the total acoustic transfer function betwegntan
arbitrary points from the source regiap and the receiver
region n can be given in terms of the direct fieldl (2) and
reflected field[(RB) components as

ky(S))jv(k‘r)

producing

Sout(z) K) = T (ke Yo (68, 619). (5)
For this particular outgoing source field, there will be a ikllz— n

resulting reflected field present at the receiver regjorir-  H(=,y,k) = - po p— H + ik Z > Z Z
respective of the geometrical configuration @fand n, the mir =y n=0m=—nv=0 p=—v
mirror images of the sources withinare always outside of Jn (kKy ) (k) Y, (05, d)g(f))}/i/ﬂ(oiv(bi)'

n and therefore, the aforementioned reflected field will be a (10)
source free incoming field. Such a soundfield can be given in

terms of a harmonic decomposition of the form Comments:

« Based on the above resulE_{10), the RTF can be
parameterized in terms of a spherical harmonic
decomposition. Ifay;*(k), the weights/coefficients of
this parameterization can be accurately captured, they
can be used to derive the RTF between any two arbitrary
points from a continuous spatial region where the
source(s) lie and a continuous spatial region where the
receiver(s) lie.

>3

v=0 p=-v

nm’wk

) vu( ma¢$) (6)

where o/”” (k) denotes the soundfield coefficients of the
reverberant field incident at caused by an unit amplitudé®
order andn»'™ mode outgoing soundfield &t j,,(-) represents
the spherical Bessel function of orderand N, = [keRr/ﬂ
denotes the interior field truncation limit [ﬁ]lf o (k) of

(6) can be recorded up to ordéf. for each unlt amplitude
outgoing mode front, the reverberant field aj due to an
arbitrary outgoing field at can be derived using](3).1(5) and

« To generalize the RTF over a¥!" order source regiod,
whereN; = kmaxeRs/2 and anN}J‘ order receiver region
7, where N, = kmaxe R, /2, the above parameterization
requires a minimum of(N, + 1)?(N, + 1)? unique

©) as coefficients of the forma:(k). For example, when
the maximum frequency of interest ifnaxl kHz and
the source and receiver regions of interest are both
Prb(2,K) = ke spheres of radiu®.2 m with N, = N, = 5, a fixed
el ;m;n;#;vﬂ o (K (k) ) number of 1296 unique coefficients are required to
Vi (0, ) calculate the RTF between any two arbitrary points
vpu\Yx, ¥z )-

xz and y from n and ¢ respectively. In broadband
applications, the total coefficient count will increasetwit
each frequency samplg, requiring an additional set of
(koeR, /2 + 1)%(koeRs/2 + 1)? coefficients.

5The truncation of a spherical harmonic based soundfield rdposition
was originally derived based on the high pass behavior of@&esinctions.
More precisely, Bessel functions of the forjn(z) at z < kr tend to be
close to zero for orders abowy = ker/2, and play an insignificant role

in the infinite summation. In case the reader is confused byattsence of

Bessel functions i {3), please note that the modal coeﬁﬁsi@,&%(k) of any
arbitrary outgoing soundfield can be represented in ternBestel functions
[26].

8Truncation is derived following the same principle dis@s®arlier.

Due to the decomposition of direct and reverberant
components, this parameterization supports any
configuration ofp and (. As shown in Fig.[1L they

can be either completely separated from each other



coefficient within, caused by an unit amplitudé" order and
m" mode outgoing wavefront originated at(8). For each
outgoing mode from(, there will be (N, + 1)? number of
unique coefficients describing the reverberant field incice
n, and to generalize aN™ order source region, a total number
of at least V,+1)%(N,+1)? coefficients needs to be extracted.
Itis important to note that, in practice, the following meth
does not require the physical production of unit amplitude o
going modes frong and associated room response recordings,
but only requires the acquisition of room response between a
(@) Non overlapping set of receivers distributed within and a set of loudspeakers
distributed within¢, each transmitting a unit amplitude signal.
Furthermore, given the room characteristics remain statip
over time, these measurements can be obtained using a single

microphone unit and a single loudspeaker unit. However, for

"A the purpose of deriving this result, we will discuss a method
to generate unit amplitude modal wavefronts propagating

lg % outward from the source region, and a soundfield recording
' technique to extract the corresponding room responses. The

a oretically, these processes are required to be repeated for

minimum of (N, + 1)? number of different cases, but their
physical implementation will be proven to be needless in

(b) Concentric (c) Overlapping

Fig. 1. Different configurations of the source regipand the receiver region sec[I-B1.

n

A. Synthesis of a unit amplitude outgoing mode originated
from the source region

: 4 Let us first consider the problem of producing a unit ampli-
Uﬁﬁ”” R.. |? iFI?}I%Q%;))r (Ei\;r)"_qgrr?gre?gf:ﬁg;e tude outgoing mode.frolrg with respept ta0;s (@). In or(/jer to
can be used to either partially or fully characterize th%c/count for all the S|gn|f|qant outgoing modes frgym’ and
room according to user requirements. m from_ (15)] has_ to be var_led frod to V, and from—r_L tp n
respectively. This results in a total number(df,+1)? distinct
. S : . soundfield production cases and corresponding weight kgecto
oSl o ach cas, e praposea made maching approah whee
? modal coefficients of the desired outgoing fidl#l (4) are

bas_ed solut;oncto the V\gla\:e tehqualtlon n Iarbn(;ary ﬁoﬁmatched with those of the outgoing wavefield produced by an
environments. -ompared 1o the classical mode solu '%?ray of loudspeakers distributed withjnConsider, number

to the RT.F Qefmed for rectangular rooms [1] ! thi f point sources arbitrarily distributed withify where the/™
parameterization has three main advantages. First, ts{)surce(ﬁ — 1..-1) is located aty®), — (U(s) (=) ¢(s))
- i i =L ¢ = Yp 500 Pye
geeg;(r)l?j S rggtri)ggﬁ er(I)eorao eanr\]/}i/roarlwrrt::tersg (rr?;)vrpn gisrmnﬁh%e'/ith respect ta0;. The weighted sum of Ioudspegker gutputs

P . 9 will produce an outgoing soundfield of the form] (3) where
etc.) with irregular boundary conditions are extremer%(s) (K) is [26]

difficult to be characterized by the classical solution;”™

with ||Rs.|| > (R, + Rs) (Fig. [I(@)). concentric with

whereas the new method is valid for any arbitrary acoustic ) L . s rals) L(5)
environment. Third, unlike the total mode couRf §/({) BELK) = we(Kyikjn (ky,” ) Yo (057, 607) (11)
where V' denotes room volume) of the classical model, =1

that of the new model((V, + 1)>(N, + 1)? ) can be With w;(k) representing the weights at each point source. Our
reduced by defining smallg?, andR; values to improve objective is to derive loudspeaker weights that will progluc
the computational efficiency. (This property is speciall{), a unit amplitude outgoing wave of orderand moden’'.
advantageous at the Schroeder frequency [27] where the'his can be achieved by equatirig (4) fol(11), which forms
classical model will require a very large mode courd set of linear equations of the form

resulting in a Gaussian distribution. Tw?'™ = gn'm (12)
I1l. ESTIMATION OF ROOM TRANSFER FUNCTION where
COEFFICIENTS - )
s PR PR PR s
In this section, we present the procedure of estimating the too(k, 1) too(k, 5 1)

RTF coefficientsay* (k) of (10) for a pre-defined sourceT = ik : : : : :
region and a pre-defined receiver region. As explainedezarli tyon(ky® ) oty Nk y®) )
ap(K) represents the™ order and.™ mode reverberant field (13)



is an (N, + 1)2 x L translation matrix witht,... (k, y(®),) = B. Extracting the room response at the receiver region
¢ g p g

: (s) * (s) (s) n'm’ _ n'm’
Jn(kyy >Ynm(9y€ ) Py ), w = [wi™ (k) Once the desired outgoing waves are synthesizeq tte

cewy ™ (K) - wp ™ (K)]T s anL long vector of loudspeaker eyt step involves the extraction of resulting room reftesi
weights and3™ ™ =[0---010--- 0" isan(N.+1)*long jncident a;. It is important to note that all recordings obtained
vector of desired field coefficients where the” +n'+m'+  at, carry both direct and reflected wavefronts originated,at
1) element isl while all others are zero. Sin andB8™ ™ and since we are only parameterizing the reverberant fledd, t
are both known, the required weights at each loudspeaker gfifect field component at each sensor output must be removed
be solved using o prior to further processing.
Wy = TR (14) Furthermore, as the reverberant field of interés$t (6) is a
whereT'" denotes the pseudoinverse. To avoid spatial aliasirg@urce free incoming field, its extraction can be treatednas a
L> (N, +1) (15) interior field recording problemThe conventlo_nal appr(_)ach
=\'s to record anN" order incoming spatial soundfield requires a
has to be satisfied witi_(IL4) yielding the minimum energminimum of (IV,. + 1)? omnidirectional microphones equally
weight solution. distributed on a spherical surface enclosing the regiomeof i
While (I4) provides a numerical solution to the requiretkrest[29]. However, this approach has been proven to ise les
loudspeaker weights, it is also important to decide upon-a n@bust due to the above mentioned "Bessel zero problem" and
bust array geometry. The spherical geometry has been widaly explained earlier, alternate geometries were laterogesp
used for rendering and acquisition of spatial soundfiel@-{2 in [30]-[32] to overcome this issue.
[30] however, its performance in the above task can beA further improved solution to the interior field recording
predicted to be less robust due to the Bessel functionsmresgroblem was recently introduced in_]26] where the omnidi-
in T. Whenjn(kyf)) of (13) approaches zero crossings, theectional microphones were replaced by higher order (HO)
condition number of” increase$ and since the pseudoinversenicrophones. A higher order microphone of ordeis capable
of an ill-conditioned matrix is often erroneous, those esroof recording anA™ order spatial soundfield with respect to
will be propagated to the weight solution ih_{14). Similathe microphone’s local origin. Thus, the use af" order
issues were experienced in spherical microphone arrays ussicrophones in recording aN'" order soundfield substantially
for interior field recording[[28], which were later overcomeeduces the minimum requirement of measurements by a factor
by using rigid arrays[[30] or variable radii arrays like thef 1/(A+ 1)? at the expense of added complexity at each mi-
spherical shell array given ir_[81] and the dual sphericgtophone unit. Compared to the conventional omnidireetion
array given in[[32]. For the loudspeaker array of interest, microphone array, this approach also showed a significant
rigid geometry requires the incorporation of scattering@et improvementin the condition number of the translation imatr
and a dual spherical array requires twice the number which in turn increased the array’s robustness. Furthegmor
loudspeakers. Therefore, in this paper, we opt for the ssiplunlike the higher order loudspeakers, the practical imglem
geometry of choice, an open spherical shell. A sphericdl sheation of HO microphones are relatively simple and there
array is equally distributed in the angular space while thexist a number of different designs that were successfully
distance to each Ioudspeakgjs) randomly varies (with a implemented in practicé [36]. The "Eigenmike" is one such
uniform distribution) between a virtual spherical shellooiter commercially available fourth order microphone with anaect
radiusRs and an inner radiu®’,. For in depth reasoning andfrequency range o — 6.5 kHz.
additional solution to the open sphere inverse problem, theDue to the aforementioned efficiency and availability of HO
reader may refer ta_[33]" microphones, we propose an array @fidentical A™ order
An alternate approach for achieving robust loudspeakgiicrophones to be employed in the coefficient extraction
arrays was recently introduced in [34] faD soundfields, process. For each unit amplitude outgoing wavefield prodiuce
and in [35] for 3D soundfields where the conventional circuat ¢, there will be anN" order soundfield incident af, and
lar/spherical arrays of monopole loudspeakers were reglagccording to[[26], the extraction of such a soundfield rezgiir
by those of higher order loudspeakers.3® higher order a minimum ofQ > (N, +1)%/(A+1)? HO microphone units
loudspeaker of ordetD is capable of producing polar re-distributed in any arbitrary geometry enclosing the region
sponses up to thB™ order. This solution significantly reducesof interest. The translation between the HO microphone
the minimum requirement of loudspeaker units by a facteutputs and the desired reverberant soundfield is based on a
of 1/(D + 1)* at the expense of increased complexity ajoefficient translation theorem developed [in][26], whichl wi
each loudspeaker unit and therefore, it is more suitable figé discussed in detail in séc._I-B3.
sound reproduction in large spatial areas. Since the pedcti

implementation of higher order loudspeakers are still ia th 1) Higher order microphone:Let us now briefly discuss

design stage, the above approach is not used in this page& functionality of a3D HO microphone. Consider the
However, the reader is encouraged to refer[td [34]] [35] fg}fh ¢ = 1---Q) HO microphone located aB, with R, =

a detailed description of the array processing involveminRq’gq’qsq) representing the vector connecti@ to O,.
sound rendering using higher order loudspeakers. For numerical simplicity, we assume it is designed follogvin

"The 2—norm condition number of a matrif" is defined byxz(T) = th? open array geometry given in_[29], where af order
IIT|l2 - ITT||2 and for a well conditioned matrix, it will be close to microphone is composed of an array@f > (A+1)? number



of omnidirectional microphones equally distributed alomg 2) Removal of the direct soundfieldis 'yflb’"’m)(k) are
virtual spherical surface of radius = Ac/mefmax Where considered as the HO microphone outputs, it is essential to
fmax denotes the maximum frequency of interest in broadbaneimove their direct path components prior to further array
operation. They™ (¢’ = 1---Q’) microphone of this array processing. The coefficient;sgb’”’m)(k) can be decomposed
will be located atrqq: = (74q', 04q'» $qq') With respect toO, into direct and reverberant field components as

recording

W) = A )+l (20)
where the direct field component is known to bel[25]

qu Z Z "Y(q) K)ja(Kreq)Yan(0gq , Pqq')
e (16) (q nm) nm) kh kR 2] 21
y z

wherer,, = r for all ¢’ and~'? (k) represents the soundfield Tab(din Zw Ve Bot: 0r) - (21)

coefficients with respect t6),. Over the entire array, there

will be a total of Q’ recordings of the above form, and base

on the orthogonal property of spherical harmonics [29]yth

can be collectively combined to extraszi‘{))(k) using

&wth (Rqe,,0q¢, 9qe) denoting the sphencal coordinates of
.t = Ye — Rq. Therefore, oncey q”m)(k) are obtained,
(20) and [[Z2) can be used to eliminate their direct field

components.

Q 3) Array of higher order microphonesThe final step in
Vl(lg)(k) # Z Pq(fJ)(quf,k)Ya*b(qu/,cbqq/). (17) array processing involves the translation f@(ﬁ) fvt’)”)
Ja(Kreq') =1 the desired RTF coefficientsy) (k). As mentloned earller
this can be done following the coefficient translation tleesor
When the above microphone is used to record the rodntroduced in[[35] as
response caused by thé order andn»™ mode unit outgoing

wavefield originated front, the incident pressure at thg" (g,m,m) bR
omnidirectional microphone will be Vab(rvb) ( Zo Z K)S4 (Ry) (22)
v p=—v
(@) XL: o) where
P’ (n,m,r '?k) = w?m(k)H( q’ 7yl) (18) A
! S S = A0 32 i (1) (KR Yy (B 6)

x /(20 + 1)(2a + 1) (21 + 1) /4xW; W2, with
where H (k, mq ,ye) denotes the RTF between the omnidi-

rectional receiver atzf;,’) = R, + 744 and the weighted point v oa |l vooa l
(s) : i =lo 0 o) @ W= b (b—

source atyy =y, ' + Rs, with respect toO. Substituting for (b—p)

(17) from (18) we derive the corresponding outputs atdfie representing Wignes — j symbols. For allQ number of

HO microphone as microphones[(22) can be interpreted in matrix form as,
y=Ta (23)
™ Zw (Lom) (Lmm) (Qmm) (@IT
wherey = [v50 ", Va4 Y00 --’YAA] IS a
1 o (19) Q(A+1)? long vector, — [aoo, ...... OCN,\N,‘]T is a (N, +1)?
m Z H(k, m(?),yi)Y (eqq/a ¢qq/) long vector, and
a qq9 — ~

¢'=1 588(R1) SNO(RI)
789 (k) T — : : ; : : (24)

» o _ N S34(Rq) - - - SN4(Rq)

wherev,, )(k) denotes the incident soundfield coefficients at

O, caused by a unit amplitude loudspeaker locategeat  is aQ(A+1)2 x (N, + 1) matrix. AsT” is known, and the
Consequently, iff'“*)(k), the room response between théocal recordings iny can be derived from{19)[(23) can be

/™ loudspeaker and th@Ih HO microphone can be recordedsolved to find the desired coefficients using

for all L loudspeakers and all) HO microphones, then, a:T’Tv (25)

yfj’;""m)(k) can be easily derived using the linearity property '

given in [I9). This profound result significantly simplifidee To avoid spatial aliasing,

coefficient extraction process by completely eliminatihg t 9 9

requirement for[(12)’s physical implementation. Furthere @z (Ne+1)7/(A+1) (26)

all (N, +1)? distinct cases of[{12) can now be synthesizedas to be satisfied [26] witH (25) yielding a least squares

using the same set 6,1(‘1 Z)(k) measurements and appropriatsolution.

numerical processing.



C. Summary of the coefficient extraction process in @), and least squares error [n114) related to the gegmetr

The coefficient extraction process involved with the RrTENd numbers of loudspeakers. The next component will occur
parameterization proposed over ad" order source region &t each HO microphone, again in the forms of truncation error
and anN™ order receiver region is summarized as followdA = [ker/2]) in (18), and Bessel-zero error in {17). The final
Theoretically, this process requirdsV, + 1)2 number of COmponent will develop in the coefficient translation phase
distinct outgoing waves created atand the same numberONce more in the forms of truncation erra¥,( = [keR,./2])
of reverberant field extractions simultaneously carried au N (), and least squares errorin{25). A detailed decontiposi
n. Each case requires a minimum @¥, + 1) point sources of each of the above components is of least interest in the
or (N, +1)2/(D +1)2 number of D" order loudspeakers gt Current context, thus, we only study the total error. For €com
to synthesize the outgoing field, and a minimun(af. + 1)2 putation_all simplicity, we defi.ne an .approximate error ageth
omnidirectional microphones dV, + 1)2/(A + 1) number OVer & finite number of design points frognandn as
of A™ order microphones to extract the reverberant fielg.at

G ~
Depending on the size and frequency content of the source and o H(xg,y,,K) — H(zg,y,, K
receiver regions, the user can employ any combination aftpoi =9t (27)
sources, higher order sources, omnidirectional microphon f; ||ﬁ(m v K
and higher order microphones. As explained in sectionallll- g=1 929

~ e . o
andll-B, this work illustrates one of the above combinatip where G denotes the number of source and receiver point

. . R&hbinations being considered add denotes the existing
spherical array of HO microphones.

. . I . RTF.

However, in practice, it is only required to extract the room
response between each loudspeaker and each microphone from
the above arrays, and by incorporating these measurements . ) . .
with the numerical computations given M {14).X19%.](200 an In the following simulation examples,.we. |IIl_Jstrate the
(25), the desired RTF coefficients can be successfully dériv 2Curacy of the proposed RTF parameterization in brgadband
Moreover, given the room characteristics remain statipna®Pplications. A6 x5 x 2.5 m rectangular room was considered
over time, the above measurements can be obtained usin@s_at_he reverberant environment v_wth its center de_fmed as the
single microphone unit and a single loudspeaker unit mov8H9in O- The RTF was parameterized over a spherical receiver
along the respective arrays. region 7 of radius R.T = 0.4. m centered abouO and a

Practical limitations of the proposed measurement methgRnerical source regionof radiusz; = 0.4 m centered about
arise with largeR, and R, values at high frequencies dueQs- The location ofOs was varied accordingly to simulate a
to the increased number of modal components required 18"-Overlapping and an overlapping configuratiorg @nds).
describe the spatial soundfield of interest. Common fornf&'€ design frequency range was assumed ufni@ = 1 kHz
of these limitations include the large requirement of micrdProducing a tenth order receiver regié,max = 10) and
phone and loudspeaker numbers in non-stationary conditiof t€nth order source regioiVymax = 10). For frequencies
increased demand for high computational power, and tRE/OW fmax the truncations limits would drop, and therefore,
design and implementation constraints involved with largéh€n operating with varying frequencied); and N, were
spherical/shell geometries. Furthermore, the proposedois varied accordingly. _ _ . _
HO microphones to recorg may not be practically feasible at From [I15), the synthesis of a unit amplitude outgoing wave
present due to the lack of affordable HO microphones that 4f@M ¢ required a minimum ofl. = 121 point sources dis-
commercially available. The above constraints may howeviiPuted in a preferred geometry. As explained in Sec.A))-
be overcome by defining smaller source and receiver regiond{€ OPted for a spherical shell geometry, which required the
suit the application of interest, and the HO microphoneyarr&OUrces to be equally distributed in the angular space and
can be easily replaced with omnidirectional ones to reduf@domly varied in the magnitude space. Whilel [37] provided
costs. In addition to the above constraints, in a real roof} @PProximate solution for the desired angular distrdouti
temperature (and to a lesser extent humidity) fluctuatiams cthe distance to each sourlg || was randomly varied (with
cause the room impulse responses to change, especiallg in{piform distribution) between a spherical shell of outetiva
late reverberant tails and the higher frequency componerfts Zs = 0.4 m and an inner radius ok, = 0.3 m.
However, the proposed approach is likely to be accurate at! ne reason behind selecting a spherical shell geometry over

low frequencies and to the modeling the RTF components B conventional single sphere geometry was to improve the
low order reflections. array robustness, and we validated this decision by comgari

the condition number of the translation matrix(T") related

) o to both geometries. As shown in FI[g. 2, the condition number

D. Approximate parameterization error k2(T) was plotted against frequency for a spherical shell
The total error involved with the proposed RTF parameeometry with the above parameters and a single sphere

terization has several components that will be encountergeometry of radiug?; = 0.4 m. The expected ill-conditioning
at different stages of the parameterization process. Tke fiof the single sphere geometry is very much evident wittl")
component will appear at the loudspeaker array processimgching a couple of large peaksfat= 420 Hz and f = 850
phase[(IR), in the forms of truncation erré¥(= [keRs/2]) Hz. In contrastk.(T') of the spherical shell geometry gives

IV. SIMULATIONS
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x(m) . A A i
@ However, in the simulations given below, we assumed the

room acoustics to be stationary which in turn required only

Fig. 3. Actual and reconstructed RTF between a fixed sourcatitm one point source and one third order m_icro_phone to measure

and all points in the receiver region for a non overlappinstritiution of,  the room response betweéfil x 9 combinations ofy, and

and ¢ with Ry = (1, 1, 0.5) m. (a) Actual and (b) reconstructed RTF R,. The number of measurements can be further reduced by

Z)r:y(f 15(’1‘1951’:,’1'092’2%‘75)7&7.) m. () Actual and (d) reconstructed RTF for oy annroximate factor af /(D + 1)2 if the point source was
T replaced by a higher order loudspeaker of orfler

The actual room response measurements were simulated

much improved results by avoiding all of the above peakgzltr\;\?eg; ggggei-r?(:g:fnes rngthOd [6] which defines the RTF

Therefore, we can conclude that a variation|[ef*)|| in T

successfully overcomes the Bessel zero problem in solving

[@). The sawtooth characteristic of the condition number H (2, y,K) = ho(k|lz —yl|) + > Gholkllz —yill)  (28)

variation may have caused by the frequency-dependent mode =1

order (Vy). where y; and ¢; are the position and accumulated wall
Once the unit amplitude outgoing wavefields were synthegflection coefficient of thé" image source. In this paper, we

sized at¢, it was required to extract the resulting reverberag@nsidered image sources up to the second order with wall

fields incident at). For this purpose, we opted for a sphericdieflection coefficient$0.9 0.9 0.9 0.9 0.7 0.7].

array geometry of radiug, = 0.4 m enclosing;, and accord-  We first looked at a non-overlapping distributionspénd¢

ing to (28), a minimum ofl21 omnidirectional microphones by defining the vector fron© to Os as R, = (1 1 0.5) m.

were required to avoid spatial aliasing. To improve theyarr@ncei's” (k) of (I8) were measured using the simulated en-

robustness and to reduce the number of measurements,it@nment given in[(2B), we calculated the loudspeaker teig

replaced the omnidirectional microphones with third ordefector W, for (N, 4 1)* distinct cases accounting for all

ones (A = 3), which substantially reduced the minimunfombinations of: andm. Afterward, they were incorporated

requirement ofQ to (N, +1)?/(A+1)? = 9. It is important in (19) to calculatey'”™"™ (k) which was later modified using

to note thatQ) was restricted to square numbers in order #0) and [2l) to derive the HO microphone recordings of

facilitate the spatial distribution given in [37], whichquides the reverberant fieldqé‘;)’(’rﬁ;g;)(k). Finally, yé‘g’(’:\;g)(k) were

an approximate solution to the equal division of a sphericabnslated to the desired RTF coefficiefs);" (k)), using the

surface. coefficient translation relationship given in{22).

I



Even though the extracted RTF coefficients are capable ¢ os
mapping each point in the source region to each point in the o4
receiver region ovef — 1 kHz, it is not possible to plot 02
them all at once. Therefore, we first demonstrate the arra€ o
robustness to receiver variations by plotting the RTF betwe -0z
a particular point in the source region and all points in the -os
receiver region for a single frequency. Next, we generated i -os—
similar plot for a secondary source location to observe the
array robustness to a slight variation in source positignin
order to further validate this property, we finally plottdubt 06
RTF between a particular point in the receiver region and all
points in the source region, accounting for all possiblers®u 02
variations. Please note that all spatial plots were coingida
to a 2D horizontal cross section with zero elevation for ease™ _,
of presentation. o4

Figureg 3(g) and 3(p) show the actual and reconstructed RT _,
between a source gt = (1.05,1.05,0.5707) m and all points - m)
in the receiver region for a frequency ¢f = 900 Hz (the (©)
circle represents the receiver region). Similarly, Higg)&nd
[3(d] show the corresponding results for a secondary soufig 6. Actual and reconstructed RTF between a fixed sourcatitm y
at y = (1.15,1.15.0.6207) m. The reconstructed restis int 51 s 1 e fecener on o ovrgongietcn ol a0,
both cases appear almost error-less verifying the accwtey,, — (9.35,0.35,0.3707) m. (c) Actual and (d) reconstructed RTF fgr=
the proposed parameterization and its robustness to egcei®.45,0.45,0.4207) m.
variations as well as a slight variation in source positigni
Demonstrating source variations in a larger scale, Figa) 4(
and[4{b) show the actual and reconstructed RTF between a
fixed receiver ay = (0,0,0) m and all points in the source
region( (the circle represents the source region). As expectégtyondA’ will be erroneous due to the/j,(-) term in [I7).
the reconstructed field is almost the same as the actual omeorder to minimize these errors, the higher order modes
verifying the proposed model’s robustness to source vanst can be discarded as they are simply absent in the actual

Analyzing the broadband performance of the propossdundfield. The same technique can be applied to the larger
parameterization, we plotted the reproduction error] (2Wicrophone array when calculating the soundfielg.atVhen
of the recorded RTF against frequency over a range thfe inactive modes are discarded as explained above, the
200 — 1700 Hz. In order to average the error, we considerematrix dimensions of[(24) will vary with varying frequency.

a sample set of points from the source region amdpoints An extensive study on this solution and the resulting
from the receiver region resulting iG; = 7 one-to-one improvement in array robustness to noise is presented jh [38
combinatior§. The source and receiver points were located &ir the 2D case.

[(0,0,0), (=R,0,0),(R,0,0),(0,-R,0), (0, R,0), (0,0, —R),

(0,0, R),] with respect toO, and O respectively. Figur€l5 In order to verify the geometrical flexibility of the propake
shows the results for different values Bf The error remains Parameterization, we repeated the same process for aediffer
very low up to the maximum frequency of intereBtkHZ, Conﬁguration Of’l] and C This was done by I’e-defining the
beyond which it slowly builds up. The increasing erro¥ector fromO to O, as R, = (0.3 0.3 0.3) m which
present from1 kHz onwards is due to spatial aliasing inesulted inp and( to overlap on each other. However, all other
both reproduction and recording phases. The low amplituflgsign parameters were remained the same, which added no
errors present within the active frequency range2 (— 1 changes to the loudspeaker and microphone array parameters
kHz) are possibly stemmed from the HO microphonkigures 6(d) anfi 6(p) show the actual and reconstructed RTF
simulations. When a fixedd" order microphone with a Petween a source gt= (0.35,0.35,0.3707) m and all points
maximum recordable frequenchqax is employed to record in the receiver region for a frequency g¢f = 900 Hz (the

low frequencies f < fmad, e Mode will be successfully circle represents the receivgr region). Similarly, Higs)@nd
recorded only iff < fégtb) Wherefégtb) denotes the activation[6(d) shows the corresponding results for a secondary source
frequency of thea™ order 5" mode component of theaty = (0.45,0.45,0.4207) m. The recoqstructed results in
soundfield of interest. In other words, at low frequencibs, t P0th cases appear almost error-less verifying the gearaeétri
soundfield modes that are actually present or activated #gxibility of the proposed parameterization. However, whe

only up to the ordetd’ = wfer/C, and all modes produced” and ¢ overlap on each other, extra caution should be
taken to avoid potential conflicts between the loudspeakdr a

8 . _ _ " _microphone locations. Furthermore, when a loudspeakenis t

One-to-one combinations meaning, the first source locgbained with . h h il b ial d
the first receiver location, the second source locationegairith the second near to a r_mcrop Ong, there will be potential errors stemme
receiver location etc. from nearfield truncatiori [39].

y(m)

0

y(m)
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V. CONCLUSION

[16]

We have introduced a novel method to parameterize the|

three dimensional RTF between two arbitrary points from

a

sizeable spatial region where the source(s) lie and a dzeab
spatial region where the receiver(s) lie. The modal basgd
parameterization only requires a finite number of RTF coeffi-

cients to describe an infinite number of RTFs between the

99

regions and therefore, it can also be used to characterize an

entire room at once. However, when an arbitrary shaped room

is being measured for RTF parameterization, the corresipgnd[20
microphone and loudspeaker array geometries may be altered

to a similar geometry along (or close to) the room walls,

We also presented a practical method of extracting the R

J. Mourjopoulos, “Digital equalization of room acoigst” Journal of
the Audio Engineering Socigtyol. 42, no. 11, pp. 884-900, 1994.
S. Bharitkar and C. Kyriakakis, “A cluster centroid retl for room
response equalization at multiple locations,”lEEE Workshop on the
Applications of Signal Processing to Audio and AcoustitEEE, 2001,
pp. 55-58.

S. Tervo, J. Patynen, A. Kuusinen, and T. Lokki, “Spadiecomposition
method for room impulse responsedgurnal of the Audio Engineering
Society vol. 61, no. 1/2, pp. 17-28, 2013.

] B. Radlovic, R. Williamson, and R. Kennedy, “On the poobustness of
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Conference on Acoustics, Speech, and Signal ProcessingS@e)
vol. 2. IEEE, 1999, pp. 881-884.

] A. Farina, P. Martignon, A. Capra, and S. Fontana, “Meiag impulse

responses containing complete spatial information,2#nd AES-UK
Conference 2007, pp. 11-12.

] M. Pollow, J. Klein, P. Dietrich, and M. Vorlander, “lhaling directivity
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