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Multichannel Non-Negative Matrix Factorization
Using Banded Spatial Covariance Matrices
in Wavenumber Domain
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Abstract—Blind source separation exploiting multichannel in-
formation has long been a popular topic, and recently proposed
methods based on the local Gaussian model have shown promising
results despite its high computational cost for the case of many
microphone signals. The low updating speed for such a model is
mainly due to the inversion of a spatial covariance matrix, for which
the complexity increases with the number of microphones, M, and
is generally of order O (M 2). Several projection-based approaches
that attempt to concentrate energy on the diagonal part of the
spatial covariance matrix have been introduced to circuamvent the
matrix inversion, which can reduce the complexity to O(M). In
this article, we focus on the fast Fourier transform as a projection
method because the energy concentration on the diagonal can be ef-
ficiently achieved compared with other projection-based methods.
For the case where the diagonalization is imperfect, for example,
owing to discontinuities at the edge of a linear array, we also
developed a more robust algorithm approximating the tri-diagonal
part of the spatial covariance matrix, which requires a complexity
of O (M ?) for the inversion by applying the Thomas algorithm. To
remove the ad-hoc integration of post clustering after the decompo-
sition, we also examine a self-clustering algorithm. Our evaluation
shows better results than other previously proposed methods in
terms of the separation quality under reverberant conditions as
well as higher efficiency than multichannel non-negative matrix
factorization.

Index Terms—Multichannel source separation, non-negative
factorization, spatial covariance model, wavenumber domain, local
Gaussian model.
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1. INTRODUCTION

ULTICHANNEL music source separation is one of the

most actively studied topics in the audio signal process-
ing field and various approaches have been proposed to tackle
this difficult problem. Inrecent years, owing to the advent of deep
learning, supervised methods based on training spectro-temporal
information of audio signals have been proven to yield notable
results [1]-[6]. In contrast, unsupervised source separation,
where training data are not available, still remains a challenging
and open problem.

In the last decade, the local Gaussian model has gained
much attention as one of the most promising unsupervised
approaches exploiting multichannel coherence. In 2005 the local
Gaussian model was first applied to multichannel source sepa-
ration [7], [8], in which the spectrum of each time-frequency bin
is modeled as an instantaneous mixture of complex multivariate
Gaussians. To cope with more complex mixing conditions such
as convolutive environments, the model was further extended to
incorporate a full-rank model, and a generalized expectation-
maximization (GEM) algorithm was employed to derive the
update rules to obtain the model parameters [9], [10]. Ozerov
and Févotte applied a low-rank factorization in this framework
for modeling source amplitudes of time-frequency bins [11].
Their approach can be regarded as the multichannel extension of
the well-known non-negative matrix factorization (NMF) [12].
This original approach was limited to a rank-1 matrix, which
was later generalized to the full-rank case so that the algorithm
can also be used under reverberant conditions [13]-[15]. The
separation quality of multichannel NMF was highlighted in the
literature as outperforming other existing methods, such as /;-
norm minimization [16], [,-norm minimization [17], and binary
clustering [18]. Its huge computational cost and slow conver-
gence, were addressed as two major problems to be tackled in the
future. In detail, the computational cost explodes with increasing
the number of microphones, M, as O(M?) owing to the multiple
matrix inversions during the parameter updates [19]. For the con-
vergence of multichannel NMF, GEM-based parameter updates
were shown to be much slower than multiplicative updates by
comparison with non-negative tensor factorization (NTF) [20].

The convergence speed of multichannel NMF was increased
by incorporating multiplicative updates into the M-step of the
source parameter updates [21]. A different update method was
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proposed in [22] consisting solely of multiplicative updates
with the majorization—minimization algorithm [23]. While the
convergence problem was mitigated by such means, the authors
reported that the separation performance was prone to local
minima resulting from the initialization of the model parameters.

Nikunen and Virtanen developed a direction-of-arrival
(DOA)-based method to overcome the initialization prob-
lem [24]. The algorithm provides a series of DOA kernels en-
abling the spatial properties observed in the multichannel signals
to be encoded. A DOA kernel is composed of outer products
of steering vectors. In [24], it was reported that the method
yielded robust results even in the case of initializing parameters
with random values. To reduce the number of parameters to
be updated, the DOA-based method was further enhanced by
splitting a DOA kernel into two parts: a fixed kernel consisting
of phase covariances and an updatable kernel consisting of
amplitude covariances [25].

In parallel with the advancement of multichannel NMF, other
authors devoted their time to improving NTF [26]-[29]. Their
methods treat multichannel spectrograms as three-way tensors
and apply non-negative factorization inspired by NMF. NTF
can also be regarded as a simplified approach to multichannel
NMF because the model extracts the diagonal part of a spatial
covariance matrix (SCM) while discarding the off-diagonal part
that contains information of interchannel phase differences.
Since NTF assumes that the original sources are mixed in-
stantaneously, exploiting only the diagonal part is often not
sufficient to model more realistic mixing conditions. In addition
to NTF modeling of the diagonal part, an NMF-based treatment
of off-diagonal elements has recently been proposed [30].

To overcome the weakness of the high computational cost
in multichannel NMF, several authors have attempted to apply
different types of orthogonal transforms to an SCM, enabling
the energy of the SCM to be concentrated in the diagonal part.
As a result, a matrix inversion in the update can be replaced
with element-wise diagonal divisions, thus reducing the high
computational cost. The authors in [31] leveraged a steering
matrix to convert the SCM into the so-called beamspace domain.
The method was further generalized in the framework called
PROJET [32]. There have been several works on the itera-
tive estimation of the projection matrix by independent vector
analysis (IVA) [33], either jointly with NMF updates [34] or
independently followed by the NMF approach [35].

In this paper, we first propose the use of a fast Fourier
transform (FFT) to project signals into the wavenumber domain
and to model only the band elements of an SCM. The conversion
can be achieved more efficiently than by other projection-based
methods while making use of the property that plane waves
can be sparsely represented in the wavenumber domain. The
diagonal approximation of an SCM in the wavenumber domain
was first introduced in an international conference paper [36]
by the authors, in which only the scenario of using a uniform
linear array with a large number of microphones was evaluated.
However, it can be assumed that the performance gradually
degrades as the number of microphones is reduced because the
SCM of projected signals cannot contain sufficient information
in the diagonal part when the number of microphones is small.

Evaluating the robustness to such a scenario is one of the focuses
of this paper.

To further increase the robustness, secondly, we also devised
a tri-diagonal approximation approach, where the algorithm
not only takes into account the diagonal part but also exploits
the adjacent lower and upper bands of the matrix. It relies
on the assumption that the tri-diagonal part contains more
spatial information than the diagonal part. A difficulty exists
in the extraction step of the tri-diagonal elements because a
simple truncation of off-diagonal elements cannot maintain the
positive semi-definitiveness of the matrix, which is required to
ensure the convergence of the iterative update rules.

The inversions of tri-diagonal matrices, which appear a few
times in the multiplicative updates, can be efficiently computed
by means of the Thomas algorithm [37], which can achieve a
matrix inversion of order O(M?).

Finally, we examine the incorporation of self-clustering to
remove the dependency of clustering methods after the de-
composition, which was reported in [38] to yield a quality
improvement.

The novelties and the contributions of this work are as follows:

* an in-depth evaluation of the FFT-based projection

method [36] in the case of a small number of microphones,
* an extension to tri-diagonal SCM approximation, where
we ensure the positive semi-definitiveness of the matrix,
followed by an efficient inverse calculation based on the
Thomas algorithm, and,

* the incorporation of self-clustering to iteratively group
NMF components into several source types.

The paper is organized as follows. First, we introduce the
spatial covariance model in Section II. We then describe in detail
our proposed method in Section III, which is then evaluated in
Section IV. Finally, Section V gives the conclusions.

The following notations are used throughout this paper: x
denotes a column vector and X a matrix, where I is the identity
matrix. The trace operator, determinant, matrix transpose, con-
jugate matrix transpose, Euclidean vector norm, and Frobenius
matrix norm are denoted by tr{.}, det{.}, (.)%, (.)*, ||.||, and
II.]| 7, respectively. X > 0, X > 0 means that X is symmetric
and positive definite / semi-definite. Furthermore, tridiag{X}
returns a matrix of the same size as X that contains the tri-
diagonal part of X.

II. MODELS AND RELATED METHODS
A. Local Gaussian Model

This section provides an introduction to the model underlying
multichannel NMF and its variant, DOA-based multichannel
NMF [24]. It assumes that an M -channel vector of a short-time
Fourier transform (STFT) bin can be modeled as a multivariate
complex Gaussian, i.e.,

st, ~Nc (0,R7,), (D
where M denotes the number of microphones, s}n € CM de-
notes the spatial image of the ith source in the STFT domain,

by = E[s?ns;an] € CM*M denotes the SCM of the complex
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Gaussian distribution Ac, f is the frequency bin index, and n
is the time frame index.

The spatial image of a mixture of multiple sources x,, € C M
is represented as a sum of complex Gaussians, i.e.,
Xpn = _ 8, ~Nc (0,Ry), )
i

where Ry, € CM>M denotes the SCM. Assuming that the
sources are mutually independent, the SCM of the mixture R ,,
is given by the sum of the SCMs of all sources, i.e.,

Z R}, 3)

The log-likelihood of the spatial image x,, for the model pa-
rameters 6 under the assumption of the local Gaussian model (2)
is given by

log p(x|0) = Zlogj\/(c (an|0 an(B)) , 4)
fn
where the model parameter 6 will be defined later in
Sections II-B and II-C. This likelihood can be interpreted as the
log- determlnant divergence [39] between the empirical SCM,
Ry, = xfnxfn, and the estimated SCM, an(ﬁ) € CMxM,

= Z Dip (an|an(0))
fn

Ry, = E anan

= Ztr (f{fnf{fn(O)_l) + log det (f{fn(B)) . (5
fn

where C(0) can be seen as a cost function which we want to
minimize with respect to the model parameters 8. We denote the
log-determinant divergence by Dr,p.

B. Multichannel NMF

In the framework of multichannel NMF proposed in [22]
where 0 = {At;, wek, hgn}, the SCM f{fn is assumed to
be a superposition of time-invariant normalized SCMs A, €
CM»M coupled with a scale value that represents the power
spectral density. The scale value is decomposed into a non-
negative frequency weight wyj, and a non-negative activation
hk‘ny

Rpn(0) =Y Appwpihin, ©6)
k

where the NMF component index is denoted by k. Even though
the performance of multichannel NMF exceeds that of other
multichannel based approaches, such as IVA [33], it is known to
be sensitive to the initialization of the parameters. The drawback
can be mitigated by employing other multichannel methods
as an initializer of multichannel NMF [34]. Another major
problem of multichannel NMF is its computational cost because
the complexity increases with the number of microphones, M.
In particular, in the case of multichannel NMF based on the
log-determinant divergence (5), numerous matrix inversions in
the update rules of wyj, and hy, and eigendecompositions in the
update of A g, result in a very high computational cost of order
O(M?3) [19].

C. Multichannel NMF With Fixed DOA Kernels
In the extended approach of multichannel NMF proposed

in [24] where 6 = {zk,, Wk, hir }, the time-invariant normal-
ized SCM is further decomposed into a set of fixed DOA ker-

nels J ¢, € CM>*M and the corresponding directional weights
KxO
Zko € R +
Ry (0) = Z Z J fozkow s hicn, @)
k o

where A ;;, = > J 50210 results in the same equation as (6) and
o denotes the index of steering directions for the DOA kernels.
By using a fixed basis of DOA kernels throughout the separation
process, the stability of the performance is improved even when
the parameters are initialized with random values. Furthermore,
there is also a major advantage in terms of computational
cost owing to the elimination of the update of the normalized
SCM A .

Opposed to multichannel NMF, which blindly estimates the
normalized SCM, the DOA-based approach requires that the
geometry of the array is known in order to compute the DOA
kernels. In the case of a uniform linear array, the DOA kernel
is composed of an outer product of steering vectors q s, € CM,
where each steering vector is represented as a function of the time
delay determined by the steering direction and the microphone
distance, i.e.,

Jfo = Asoqfs, 8)
with

q?o =1 eiws ejwf(Mfl)%} , 9)
where wy denotes the frequency and -y, denotes the time delay
between each microphone and the array center. Although the
overall computational cost is greatly reduced by fixing the DOA
kernels, the presence of the matrix inversions in the updates of
Zko» Wk, and hy, prevents us from applying the algorithm to
the scenario where a large number of microphones are required,

i.e., where M is large.

III. PROPOSED METHOD
A. Motivation

To further reduce the computational complexity owing to
the inverse operations in the update rules, several authors have
attempted to diagonalize the SCM in different ways such that
inverse operations can be replaced with element-wise divi-
sions [31], [32], [36]. In this paper, we employ a wavenumber
domain transform because it can be achieved by applying an
FFT operation, which only requires O(M log M) operations.
The wavenumber domain, also referred to as spatial Fourier
domain, can be applied to the multichannel observations. If the
microphones are uniformly distributed in space, the SCM can be
diagonalized by the wavenumber transform [40]. This approach
makes use of the property that plane waves can be sparsely
represented in the wavenumber domain, as can be seen in Fig. 1.
The spectrograms in the wavenumber domain are characterized
by several sparsely located peaks that represent plane waves.
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Fig. 1. Virtual plane waves represented in the wavenumber domain, originat-

ing from 7 /20, 87 /20, and 147 /20.
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Fig. 2. SCM of mixed plane waves (2 kHz) originating from 7 /20, 87 /20,
and 147 /20. The number of microphones, M, is 32. |.| denotes the element-wise
absolute value of the matrix.

B. Spatial Transform of SCMs

The STFT multichannel signals are converted into the
wavenumber domain, where the underlying probability model
is based on the zero-mean complex Gaussian distribution,

Fix;, =FH Zsfnw\/c( (10)

fn) )

with
(11)

where R?i € CMxM depotes the SCM in the wavenumber

domain and F € C*M denotes the discrete Fourier transform
(DFT) matrix. Fig. 2 shows an example of a comparison be-
tween an SCM for M = 32 in the time-frequency domain and
the converted matrix in the wavenumber domain. It is clear
from the figure that the SCM in the wavenumber domain has
strong peaks in the band elements, whereas the one in the
time-frequency domain has quasi-uniformly distributed values.
A comparison for M = 4 is shown in Fig. 3. Again, the SCM in
wavenumber domain exhibits a small number of strong peaks.
To numerically assess the sparseness of the SCMs, we computed
the percentage of elements that are smaller in magnitude than
20% of the maximum element. For the case of M = 32 (Fig. 2),
we obtain 6.1% in (a) and 99.5% in (b). Also, for the case of
M = 4 (Fig. 3), we obtain 0% in (a) and 81.3% in (b). Thus, even
for M = 4, more than 80% of all SCM elements in wavenumber
domain are smaller than the threshold whereas it was none in the

R} =F R;,F
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Fig. 3. SCM of mixed plane waves (2 kHz) originating from 7 /20, 87 /20,
and 147 /20. The number of microphones, M, is 4. |.| denotes the element-wise

absolute value of the matrix.
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Fig. 4. SCM of three point sources (2 kHz) originating from /20, 87 /20,
and 147 /20, simulated in the reverberant scenario with the image method (7.0 m
X 12.0 m x 3.0 m, T60 = 400 ms). The number of microphones, M, is 32 for
(a), and 4 for (b). |.| denotes the element-wise absolute value of the matrix.

time-frequency domain. Finally, to observe the effect of room
reverberation on the sparseness of the SCM, we conducted a
simulation based on the image method [41]. The simulated room
size is 7.0 m x 12.0 m x 3.0 m and the reverberation time is
400 ms. The setup is the same as for Figs. 2 and 3, i.e., the
three sources are placed at the corresponding directions. Fig. 4
shows the resultant wavenumber-domain SCMs obtained in this
simulation. In the reverberant scenario, the sparseness of the
SCMs are 91.8% for M = 32 and 68.8% for M = 4. Although
the values decrease gradually compared with the anechoic case,
the sparse nature in the wavenumber domain still remains.
Furthermore, the concentration on the diagonal elements can
still be seen in Fig. 4, as in Figs. 2 and 3.

Given lfljsci =FIR nF, the cost function for the local Gaus-
sian model in (5) can then be modified by replacing the SCM in
the time-frequency domain with the matrix in the wavenumber
domain,

12)

6) = Z Dip (R§5|ﬂ§5) :
n

Note that C, () is equivalent to C'(€) in (5) as can be seen from

Cop(8) = > Dip (FHRf,LF|FHRf”F)

fn

= >t (FR;, FF 'R P
fn

+ log det (FHanF)
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= > (FFFF TRpR;))
fn

+ log det (an) — log det (F) + log det (F)

= C(0).

Since w ¢y and hy,y, are not dependent on the channel dimension,
the spatial transform of the estimated SCMs, supposed to be
performed in every iteration, can be replaced with a single spatial
transform of the fixed DOA kernels J ¢, at the initialization stage,

(13)

. .
R}, =F'R;,F

=3 I zhow prhien,
ko

(14)

with
I3 =F"I,F. (15)

C. Wiener Filtering in Wavenumber Domain

Given the estimated model parameters, the STFT coefficients
of each source can be recovered by a multichannel Wiener filter,
i.e., a minimum mean squared error (MMSE) estimator [42].
Since Ry, = FRSYFH and J;, = FISPF also hold owing
to FFH =1 where I denotes an identity matrix, the MMSE
estimator can be given in the wavenumber domain by

é;‘n = (Z Z Jfozkowfkhkn> (an)_l Xfn

keK,; o

~ -1
- (Z ZFJ?EFszwakhkn) (FR?EFH) X fn

keK; o

~ -1

-F (Z ZJ?E%Wkn) (55) P
keK; o

(16)

where K; denotes the set of components that belong to the ith
source. The set of NMF components K; can be determined by
a clustering method, such as LPC-based [43] or Mel-spectrum-
based clustering [44].

D. Diagonal Approximation

If we assume that PR ;,,F and F7J ;,F are diagonal ma-
trices (see Fig. 2), then FHanF and FHanF can be well
approximated by considering only their diagonal elements,

difa O ... O
. - 0 g ...
F'R; F~Ry™=| f _ . an
0 0 ... awum
bifo 0 ... 0
| 0 bapo... O
FAY B abes = | T (18)

0 0 ...bwso

Thus, the cost function (13) can also be approximated by
focusing on the diagonal elements,

SP |3 Di
Cp(0) ~ 3 Dup (RETIRY)
fn
= Z DLD (R]S”m Z ZJ?;agzkowfkhkn> . (19)
fn k o
The update rules reflecting the approximation can be written
such that they only contain the inversions of diagonal matrices,
allowing the algorithm to run at a computational cost of order

O(M) in each iteration,

Zko < Zko

St ((f{?;ag)

PO -1 .
e (W) e

-1 RSP (RDiae -1 JDiag L
fn fn fo Wrkltkn

9

(20a)

Wk < Wik

e\ —1 e N =1
otr ((RP) R (RDP) 90 e

~ P -1 oo
Yon tr ((R?ﬁg) J ?édg> Zhohkn

)

(20b)

hk:n <~ hkn

t RDiag -1 RSP RDiag -1 JDiag
ZfO r fn fn fn fo ZkoW fk

t RDiag -1 JDiag
Zfo r fn fo | PkoWfk

(20c)

Since a matrix inversion can be written in a more compact way
by using element-wise divisions, the above update rules can be
simplified, i.e.,

an Zm Z;nibmfowfkhkn

mfn
Zho 4= 2 . (Qla)
’ ’ D 2m ﬁfﬂbmfowfkhkn
Zon Zm %ﬁnbmfozkohkn (Z]b)
WrE < Wek AL ,
! ! Zon Zm ﬁfnbm,fozkohkn
Zfo Zm Z;nﬁbmfozkowfk
R <= Ppen, min (2lc)

Zfo Zm #fnbmfozkowfk .

where a,, r,, denotes the diagonal elements of R?E. The detailed
derivation can be found in Appendix. The proposed diagonal
algorithm is given in Algorithm 1.
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Algorithm 1: Diagonal Approximation Approach.

Input: Mixture x ¢,
Compute Ry, = xnx
Apply spatial transform to R rn With (11)
Apply spatial transform to J y, with (15)
Extract diagonal part of F# J ¢, F with (18)
Initialize 2., Wk, hipn With randomized values
Compute R5Y with (14)
for : = 0 to MM iteration do
Zko + (21a)
Compute R]Scz with (14)
Wk (21b)
Compute R?E with (14)
hkn < (216)
Compute R]Sci with (14)
Normalize 2., Wy
end for
Cluster NMF components based on [43], [44]
Apply Wiener filtering with (16)
Output: Estimates 8%,

E. Extension to Tri-Diagonal Approximation

Owing to the finite length of the DFT matrix, the SCM cannot
be perfectly diagonalized and off-diagonal elements cannot be
avoided. This “smear” becomes more dominant in the case of a
uniform linear array because the matrix cannot be regarded as
a circulant matrix for which diagonalization can be perfectly
achieved. Different from the previous subsection, where we
exploited only the diagonal part, we also make use of the upper
and lower adjacent bands, i.e., the tri-diagonal part. The matrix
entries outside the tri-diagonal part are not taken into account in
the optimization process.

It should be emphasized that simply discarding the off-tri-
diagonal part does not ensure the convergence of the multi-
plicative update rules because setting these entries to zero does
not guarantee the positive semi-definitiveness of the resulting
tri-diagonal SCM, which is an essential assumption through-
out the update of model parameters in multichannel NMF. To
maintain the positive semi-definitiveness of the matrix during
the tri-diagonalization process, we must solve the optimization
problem

N 2
‘R?S - tridiag{V}HF

S Tri .
Ry, = arg min

subject to tridiag{V'} = 0. (22)

The operation tridiag{ 'V} returns a tri-diagonal matrix in which
elements that are not on the main diagonal and on the diagonal
above/below are set to zero. The optimization problem (22)
is a nearest-matrix problem where we solve for the positive
semi-definite, tri-diagonal matrix f{%‘ € CMxM that is nearest
to R%E using the Frobenius norm. We solve the semi-definite
programming problem (22) by using YALMIP [45] with Se-
DuMi [46].

Although the optimization (22) in order to obtain f{}g is
costly, it can be replaced with solving the same problem for the
DOA kernel Jy,, which only must be carried out once in the
initialization process as the DOA kernels are fixed throughout
the update iterations.

J}e = argmin [[357 - tridiag{V'}%
subject to tridiag{V} = 0. (23)
R =33 30 aowpihin. 24)

k o

Using the approximated tri-diagonal SCM, the cost function
in (13) can be modified to

Cp(0) ~ Y Dup (RSTIRT)
fn

= Z Dip (R]Sc5| Z Z J}[‘Zizkowfkhkn> -
fn koo
(25)

To minimize the log-determinant divergence between two
SCMs, we employ the majorization—minimization algorithm to
reduce the cost monotonically. The detailed derivation can be
found in Appendix.

The multiplicative update rules for the model parameters z,,
Wy, and Ay, are given by

Zko < Zko

A P N P
antr<(R};;) R§; (RJ) J}g;) wpkhin

PN
>t <(R§;;) J%‘) wrkhin

, (26a)

Wk < Wk

N A 1 N N1 .
S ()R (RE) IR vt
PN
Zon tr ((R}‘f’;) J}?) Zkohkn

hkn <~ hkn

, (26b)

1 1.
Zfotr<<R?ff) RY) (R}};) J}Z’) ZkoW fk

\ Zfo tr ((R}[‘S)l j}\éi> ZloW

(26¢)

Even in the case of a huge number of microphones, M, the
inversion of the estimated SCM is not costly when employing the
Thomas algorithm [37], which has a computational complexity
of O(M?). The proposed tri-diagonal algorithm is given in
Algorithm 2.
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Algorithm 2: Extension to Tri-Diagonal Approximation.

Input: Mixture x ¢,
Compute R,cn = xfnxfn
Apply spatial transform to R.f,, with (11)
Apply spatial transform to J 7, with (15)
Obtain tri-diagonal approximation J T with (23)
Initialize 20, Wk, Ry With randomlzed values
Compute RTrl with (24)
fori =0to MM iteration do
Zko < (26a)
Compute RTT with (24)
WrE < (26b)
Compute R?ﬁ with (24)
Rpn, (260)
Compute RT! with (24)
Normalize 2., Wy
end for
Cluster NMF components based on [43], [44]
Apply Wiener filtering with (16)
Output: Estimates §’,,

F. Extension to Self-Clustering

Inspired by the prior works [22], [26] in which the models have
clustering capability, we extended (19) as follows to possess a
grouping factor g;:

- Z Z Z bm foZioGikW fk Pk -
% k o

The update rules are derived in a similar way to in Section III-D
and are given by

27)

A fn

> kfn Zm gl bmfogzkwfkhkn
Zio £ Zio S o amfn bmfog1kwfk-hkn (28a)
D ofn Do i az "o foZioW i Nin
ik < Gik Zofn > mbmfoziowfkhkn (28b)
Dion 2om B bmfoziogikhkn
AR D ion 2m mbmfoziogikhkn (259
Difo 2om Zénfz mfoZioJikW fk
Rir, < hin S Som mbmfozwgzkwfk' (28d)
In [22], it was shown that incorporating self-clustering

into the iterations improved their performance. We compare
self-clustering with various other post-clustering approaches
in Section IV-D and observe similar behavior for the average
performance over all instruments. Note that the self-clustering
extension can also be applied to the tri-diagonal case. The
proposed self-clustering extension can be found in Algorithm 3.

TABLE I
EXPERIMENTAL SETUP

Sampling rate 16 kHz
STFT frame size 1024
STFT hop size 512

Algorithm 3: Extension to Self-Clustering.

Input: Mixture x sy,
Compute ﬁfn = xfnxffn
Apply spatial transform to R #n with (11)
Apply spatial transform to J ¢, with (15)
Extract diagonal part of FZJ ;,F with (18)
Initialize z;o, bik, Wk, hin With randomized values
Compute R with (14)
for i = 0 to MM iteration do
Zio < (28a)
Compute R?E with (14)
ik < (28b)
Compute RSP with (14)
Wy (280)
Compute R3 with (14)
Compute R?E with (14)
Normalize 20, gir, Wik
end for
Apply Wiener filtering with (16)
Output: Estimates 8%,

IV. EVALUATION
A. Experimental Conditions

To evaluate the proposed algorithms, Algorithms 1, 2, and
3, we conducted various experiments in a music separation
scenario. The experimental conditions are listed in Table I. As an
evaluation metric, we employed the SDR improvement, which
can be computed by subtracting the outputs of BSS Eval Tool-
box [47] for the original mixture from the BSS Eval values of
the separations. Furthermore, the SIR improvement and the SAR
are also given for the experiment in Section I'V-B. Please note
that we did not compute SAR improvements as the input SAR
is infinity and, therefore, an improvement is not computable.
Moreover, we omit the SIR improvement and the SAR for the
other experiments because the tendencies of these metrics are
the same as that of the corresponding SDR improvement, as can
be seen in Section IV-B.

B. Comparison With Other Methods Under
Reverberant Conditions

Reverberant room conditions were simulated to compare the
proposed method with various other methods under realistic
conditions. To answer the issue addressed in Section I regarding
the case of imperfect diagonalization of SCM for small M,
the number of microphones was set to M = 4 to observe our
proposed method in the case of a small number of microphones.
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Fig.5. Relationship between source positions with respect to the center of the
microphone array.

Note that the case of many microphones was investigated in [36],
where we studied an example with M = 32 microphones and
showed the effectiveness of our diagonal approximation in this
scenario. Three instrument signals of 10 seconds each were
taken from the SiSEC (Signal Separation Evaluation Campaign)
database 2008' for the task of under-determined speech and
music mixtures. The angle between adjacent sources and the
array center is denoted as 6, as shown in Fig. 5. To create
reverberant signals, the RWCP impulse response [48] was used
and convolved with the source signals. The reverberation time
of the selected room response was 470 ms, which corresponds
to the reverberation of a standard conference room. The angle
was varied from 10 to 30° to verify the robustness to angle dif-
ferences. To exclude the dependence of random initializations,
the average over 10 trials per angle was computed and the result
is labeled as “mean” in Fig. 7. The maximum value over 10 trials
is also shown to observe the potential of each algorithm and the
corresponding bar is labeled as “max” in Fig. 7. The locations
of the three sources were rotated three times to avoid the bias of
spatial locations. In addition to the proposed Algorithm 1 (Diag)
and Algorithm 2 (Tridiag) with O = 5 kernels, five different al-
gorithms were evaluated as baselines: minimum variance distor-
tionless response (MVDR) beamformer, IVA [33], independent
low-rank matrix analysis ILRMA) [34], full-rank multichannel
NMF (MNMF) [22], and multichannel NMF with fixed DOA
kernels (O = 5, 8), described in Section II-C (DOANMF). For
MVDR beamformer, the DOAs of all three sources as well as
the oracle SCM of interferences were fed to the algorithm as
prior knowledge. The cost function for ILRMA, MNMEF, and
DOANMEF was based on the log-determinant divergence. The
number of iterations for all the iterative methods was set to 100,
empirically determined based on the convergence plot shown
in Fig. 6. The NMF clustering method in [44] was carried
out for MNMF, DOANMEF, and the proposed algorithms. The
SDR improvements, SIR improvements, and raw SARs for
the three different angles between the sources are shown in
Fig. 7. For all three angles, both the diagonal approach and
the tri-diagonal approach consistently outperformed the other

![Online]. Available: http://sisec2008.wiki.irisa.fr/tiki-index.html
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Fig. 6. Convergence curves for DOANMEF, the proposed Algorithm 1 (Diag),

and Algorithm 2 (Tridiag). The costs for DOANMEF, Algorithm 1 (Diag), and
Algorithm 2 (Tridiag) are computed by (5), (19), and (25), respectively.

methods. A more rigorous comparison between the proposed
algorithms is described in Section I'V-C. For the conventional
methods, DOANMEF exhibits inferior performance to MNMF,
in contrast to our expectation that a DOA-based method should
be robust against random initializations as reported in [24].
The performance of DOANMF was improved as the number
of DOA kernels was increased from O =5 to O =8 (the
best-performance case), but it cannot reach the performance
of the proposed methods. Although ILRMA exhibits superior
performance to IVA owing to the NMF-based source model on
top of the IVA spatial model, it did not achieve as good results as
our approaches. This is due to the fact that one of the algorithmic
assumptions of ILRMA, i.e., the spatially rank-1 property for
each source, does not hold under our simulated reverberant
conditions. In this simulation, the STFT frame size was set
to 1024 points, corresponding to a length of 64 ms, which is
much shorter than the reverberation time of 470 ms and thus, no
valid time-invariant demixing matrices existin ILRMA and IVA.
For MVDR beamformer, although the above mentioned prior
knowledge was given to the system, it does not perform as good
as [ILRMA. It is natural to observe such results because MVDR
beamformer’s prior information on the target source is only
the direct-wave direction (steering vector) without taking the
reverberant components into account. Thus, in the reverberant
condition, the target source component has much leakage. On the
other hand, ILRMA can estimate the optimal separation matrix,
which consists of multiple beamformers’ weights to cancel each
of interferences with their reverberant components, resulting in
less leakage (the detailed mechanism has been reported in [49]).

C. Robustness to Different Angles

To evaluate the effectiveness of adding upper and lower bands
to the diagonal elements in the tri-diagonal approach, we further
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Fig. 7. SDR improvements, SIR improvements, and SARs under the reverberant conditions shown in Fig. 5, where the reverberation time is 470 ms.

TABLE II
MAXIMUM SDR IMPROVEMENTS AMONG 10 TRIALS FOR DIFFERENT SOURCE ANGLES UNDER ANECHOIC CONDITION

Approach 10 [deg] 20 [deg] 30 [deg] 40 [deg] 50 [deg] 60 [deg] 70 [deg] 80 [deg] average over angles
Tridiag 16.50 17.49 17.35 17.65 17.79 18.09 18.67 17.51 17.63
Diag 16.15 16.78 16.29 16.32 17.43 17.45 17.43 16.80 16.83
TABLE III

AVERAGED SDR IMPROVEMENTS OVER 10 TRIALS FOR DIFFERENT SOURCE ANGLES UNDER ANECHOIC CONDITION

Approach 10 [deg] 20 [deg] 30 [deg] 40 [deg] 50 [deg] 60 [deg] 70 [deg] 80 [deg] average over angles
Tridiag 14.23 13.45 13.58 13.52 10.52 12.87 12.13 8.91 12.40
Diag 13.88 14.16 12.64 7.58 10.41 12.95 11.55 11.71 11.86

conducted an experiment comparing Algorithm 1 (Diag) and Al-
gorithm 2 (Tridiag) by changing the angle between the sources.
We assume that the tri-diagonal approach is more robust against
changes to the angle because it contains additional information
in the lower and upper bands. The source angle was varied from
10 to 80°. To minimize the overlap with the previous experiment,
this experiment was performed under anechoic conditions and
the number of DOA kernels was set to O = 8. Other than the
angle variation and the room conditions, the experimental set-
tings listed in Table I were retained in this experiment. The SDR
improvements are shown in Tables II and III. The better result
for each angle is highlighted in bold. In Table II, the maximum
SDR improvement among 10 trials with different initializations
is given for each source angle 6. Regardless of the source angle,
the results show consistent improvements upon adding band
elements to the diagonal matrix. In contrast, Table III did not
show the clear superiority of the tri-diagonal approach over
the diagonal approach. We assume that the reasons for this are

twofold. First, the Thomas algorithm used in the tri-diagonal
approach is probably not as stable as diagonal division [37].
Second, since the tri-diagonal approach involves the approxi-
mation of the SCM, the error resulting from the optimization of
(22) is not negligible.

D. Different Clustering Algorithms

To evaluate the self-clustering algorithm for the diagonal ap-
proach, we incorporated the state-of-the-art LPC-based cluster-
ing algorithm [43] into Algorithm 1 (Diag). Two other clustering
methods [44] were also compared as baselines. The three cluster-
ing algorithms are denoted as, LPC k-medoid, MFCC k-means,
and Mel-NMF. The SDR improvements for the different sources
are shown in Fig. 8. On average, we can see that self-clustering
has the best performance among the four clustering algorithms.
Note that the SDR improvements for each instrument do not
show a clear trend in the performance for different algorithms.
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Fig. 8. Comparison of SDR improvement for various clustering methods.

Three instrument signals (Hi-hat, Snare drum, Bass) obtained from SiSEC
database were used to evaluate clustering methods.

TABLE IV
RELATIONSHIP BETWEEN MUSICAL INSTRUMENTS
AND LOUDSPEAKER POSITIONS

Musical instrument Oboe  Flute Piano  Trombone
Loudspeaker position S1 S2 S3 S4
Angle 0 [deg] 26.6 63.4 116.6 153.4

E. Under-Determined Case With Real Recordings

To take into account data obtained from more realistic acous-
tic conditions, we recorded music sources consisting of four
musical instruments emitted by four loudspeakers with box
enclosures. Three omni-directional microphones are placed with
a distance of 0.45 m. The four-second long sources of musical
instruments were obtained from the songKitamura dataset.?
Garritan Personal Orchestra 4 was chosen as MIDI source as
it is considered more realistic than the other provided MIDI
sources. More details about the dataset can be found in [50]. Four
loudspeakers are placed in a circle with an angle 6 clockwise
with respect to the microphone array. The relationship between
the musical instruments and the positions of the loudspeak-
ers are listed in Table IV. The rough size of the room was
3.5m x 6.0 m x 3.0 m and the reverberation time was 400 ms.
The shape of the room can be found in Fig. 9. We chose four
best performing methods in terms of SDR improvements shown
in Section IV-B, i.e., ILRMA, MNMF, Algorithm 1 (Diag), and
Algorithm 2 (Tridiag). The number of iterations was set to 500
to ensure convergence of the methods. Table V shows mean and
maximum values of the SDR improvements if all four methods
are run ten times. Algorithm 2 (Tridiag) outperformed the other
three methods in both mean and maximum values. ILRMA does
not perform as good as in Section I'V-B as it is not designed for
such an under-determined case.

FE. Computation Time

The computation times for all the methods compared in
Section IV-B were measured to investigate the efficiencies of
the proposed algorithms. The measurement was carried out by

2[Online]. Available: http://d-kitamura.net/dataset.htm

6.0 m

Room height: 3.0 m

3.5
m Reverberation time: 400 ms

1

Fig. 9. The bird-view geometry of the common room used for the real data
recordings in Section IV-E. Three microphones were linearly placed with a
distance of 0.45 m while four loudspeakers were placed in a circle configuration
with a radius of 1.12 m.

TABLE V
SDR IMPROVEMENTS UNDER THE CONDITIONS SHOWN IN FIG. 9

Approach mean  max
ILRMA [34] -1.44 047
MNMF [22] 265 4.83

Proposed method (Diag) 3.63 5.17
Proposed method (Tridiag)  3.90  5.21
TABLE VI
COMPUTATIONAL COSTS
Approach time [s]
MVDR beamformer 29
IVA [33] 8.7
MNMF [22] 785.2
ILRMA [34] 229
DOANMF 22233
Proposed method (Diag) 68.0
Proposed method (Tridiag) 1447.7

inserting MATLAB time commands in the space before in-
putting the STFT signals and after outputting the separated
time-domain signals. We ran the programs on a Xeon E5-2620 v4
CPU where each core has 2.1 GHz CPU capability. The number
of DOA kernels was setto O = 5 as in Section IV-B. The results
are listed in Table VI. MVDR beamformer, the non-iterative
method, has the shortest computation time. By comparing Al-
gorithm 1 (Diag) of order O(M), Algorithm 2 (Tridiag) of
order O(M?), and DOANMEF of order O(M?3), the efficiency of
the proposed algorithms can be clearly observed. The speed of
Algorithm 2 (Tridiag) can be further improved if a specialized
matrix product that assumes that one of the two matrices is sparse
is used instead of a standard matrix product. We can expect
that the difference in efficiency between the algorithms will be
even more significant when the number of microphones, M, is
large. The diagonal approach and ILRMA have similar results
because both algorithms are based on diagonal approximations
of SCMs computed in the projected space. ILRMA is faster
than the diagonal approach because the signals are projected to
a more compact space, i.e., source space. In this experiment,
the dimension of the projected space for ILRMA is equal to the
number of sources, 3, whereas that for the diagonal approach is
equal to the size of spatial DFT, 4.
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V. CONCLUSION

To reduce the computational cost of multichannel NMEF,
mainly owing to the inverse calculation of an SCM, in this paper
we proposed the conversion of STFT signals to the wavenumber
domain, where the power of the SCM can be concentrated on
diagonal elements, thus enabling us to apply element-wise divi-
sions to obtain the inverse matrix. The approximation can reduce
the computational complexity from order O(M?) to O(M ). The
diagonal algorithm can be further extended by incorporating
the self-clustering framework. To increase the accuracy of the
matrix approximation, we also devised another extension that
makes use of the upper and lower bands in addition to the
diagonal elements. The inverse of the tri-diagonal matrix can
be computed with a computational complexity of O(M?) by
applying the Thomas algorithm. To ensure that the tri-diagonal
matrix is positive semi-definite while truncating the off-diagonal
elements, a semi-definite problem was solved. The experimental
results show that our two approximations consistently gave bet-
ter results in terms of SDR improvement than various unsuper-
vised methods. The computation time measured by MATLAB
time commands showed the greater efficiency of the tri-diagonal
approach than multichannel NMF in the case of four channels,
and we expect that this tendency will become more significant
when the number of microphones is large.

APPENDIX

The upper bounds of the cost functions (19) and (25) are
constructed by applying two inequalities to the convex part and
the concave part, respectively [51]. This yields
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where T f,1, and U y,, are hidden variable matrices that satisfy
> ko Tnko =L Tipio = 0, and Ufn > 0. The banded SCM
and DOA kernel are denoted as R, and J%,, respectively.

The partial derivatives with respect t0  2Zko, Wy, and
hin are derived by minimizing the upper bound function
ng (0, T fnko, Upyy). The derivatives of ng (0, T fnko, Upn)
with respect to the model parameters are
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The equality of the auxiliary function and the cost function holds
only when the hidden variables satisfy

N -1
T ko = (Tjozmowsehin) (R7) . Gla)

U, =R (31b)

n*

The multiplicative update rules for the model parameters z,,
wyy, and hy, are obtained by equating the partial derivatives to
zero. Equations. (21a)-(21c¢) for the dlagonal case are the result
of substituting R* and J, by R lag and J Dlag , respectively,
while (26a) (260) for the tr1 dlagonal case are obtalned by sub-
stituting R’ » and J% by R ;. and J }121, respectively.
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