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Abstract

Multi-source translation is an approach to
exploit multiple inputs (e.g. in two dif-
ferent languages) to increase translation
accuracy. In this paper, we examine ap-
proaches for multi-source neural machine
translation (NMT) using an incomplete
multilingual corpus in which some transla-
tions are missing. In practice, many mul-
tilingual corpora are not complete due to
the difficulty to provide translations in all
of the relevant languages (for example, in
TED talks, most English talks only have
subtitles for a small portion of the lan-
guages that TED supports). Existing stud-
ies on multi-source translation did not ex-
plicitly handle such situations. This study
focuses on the use of incomplete multilin-
gual corpora in multi-encoder NMT and
mixture of NMT experts and examines a
very simple implementation where miss-
ing source translations are replaced by a
special symbol <NULL>. These methods
allow us to use incomplete corpora both
at training time and test time. In exper-
iments with real incomplete multilingual
corpora of TED Talks, the multi-source
NMT with the <NULL> tokens achieved
higher translation accuracies measured by
BLEU than those by any one-to-one NMT
systems.

1 Introduction

In general, machine translation systems translate
from one source language to a target language. For
example, we may translate a document or speech
that was written in English to a new language such
as French. However, in many real translation sce-
narios, there are cases where there are multiple
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(c) An incomplete multi-source corpus with missing data

Figure 1: Example of type of corpora.

languages involved in the translation process. For
example, we may have an original document in
English, that we want to translate into several lan-
guages such as French, Spanish, and Portuguese.
Some examples of these scenarios are the cre-
ation of video captions for talks (Cettolo et al.,
2012) or Movies (Tiedemann, 2009), or transla-
tion of official documents into all the languages
of a governing body, such as the European parlia-
ment (Koehn, 2005) or UN (Ziemski et al., 2016).
In these cases, we are very often faced with a sit-
uation where we already have good, manually cu-
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rated translations in a number of languages, and
we’d like to generate translations in the remaining
languages for which we do not yet have transla-
tions.

In this work, we focus on this sort of mul-
tilingual scenario using multi-source translation
(Och and Ney, 2001; Zoph and Knight, 2016; Gar-
mash and Monz, 2016). Multi-source translation
takes in multiple inputs, and references all of them
when deciding which sentence to output. Specifi-
cally, in the context of neural machine translation
(NMT), there are several methods proposed to do
so. For example, Zoph and Knight (2016) propose
a method where multiple sentences are each en-
coded separately, then all referenced during the
decoding process (the “multi-encoder” method).
In addition, Garmash and Monz (2016) propose a
method where NMT systems over multiple inputs
are ensembled together to make a final prediction
(the “mixture-of-NMT-experts” method).

However, this paradigm assumes that we have
data in all of the languages that go into our multi-
source system. For example, if we decide that En-
glish and Spanish are our input languages and that
we would like to translate into French, we are lim-
ited to training and testing only on data that con-
tains all of the source languages. However, it is
unusual that translations in all of these languages
are provided– there will be many sentences where
we have only one of the sources. In this work,
we consider methods for multi-source NMT with
missing data, such situations using an incomplete
multilingual corpus in which some translations are
missing, as shown in Figure 1. This incomplete
multilingual scenario is useful in practice, such as
when creating translations for incomplete multi-
lingual corpora such as subtitles for TED Talks.

In this paper, we examine a simple implemen-
tation of multi-source NMT using such an incom-
plete multilingual corpus that uses a special sym-
bol <NULL> to represent the missing sentences.
This can be used with any existing multi-source
NMT implementations without no special modi-
fications. Experimental results with real incom-
plete multilingual corpora of TED Talks show that
it is effective in allowing for multi-source NMT in
situations where full multilingual corpora are not
available, resulting in BLEU score gains of up to
2 points compared to standard bi-lingual NMT.
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Encoder
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Figure 2: Multi-encoder NMT

2 Multi-Source NMT

At the present, there are two major approaches
to multi-source NMT: multi-encoder NMT (Zoph
and Knight, 2016) and mixture of NMT experts
(Garmash and Monz, 2016). We first review them
in this section.

2.1 Multi-Encoder NMT

Multi-encoder NMT (Zoph and Knight, 2016) is
similar to the standard attentional NMT frame-
work (Bahdanau et al., 2015) but uses multiple en-
coders corresponding to the source languages and
a single decoder, as shown in Figure 2. Suppose
we have two LSTM-based encoders and their hid-
den states and cell states at the end of the inputs are
h1, h2 and c1, c2, respectively. The multi-encoder
NMT method initializes its decoder hidden states
h and cell state c as follows:

h = tanh(Wc[h1;h2]) (1)

c = c1 + c2 (2)

Attention is then defined over each encoder at
each time step t and resulting context vectors c1t
and c2t , which are concatenated together with the
corresponding decoder hidden state ht to calculate
the final context vector h̃t.

h̃t = tanh(Wc[ht; c
1
t ; c

2
t ]) (3)

The method we base our work upon is largely
similar to Zoph and Knight (2016), with the ex-
ception of a few details. Most notably, they used
local-p attention, which focuses only on a small
subset of the source positions for each target word
(Luong et al., 2015). In this work, we used global
attention, which attends to all words on the source
side for each target word, as this is the standard
method used in the great majority of recent NMT
work.
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Figure 3: Mixture of NMT Experts

2.2 Mixture of NMT Experts

Garmash and Monz (2016) proposed another ap-
proach to multi-source NMT called mixture of
NMT experts. This method ensembles together
independently-trained encoder-decoder networks.
Each NMT model is trained using a bilingual cor-
pus with one source language and the target lan-
guage, and the outputs from the one-to-one models
are summed together, weighted according to a gat-
ing network to control contributions of the proba-
bilities from each model, as shown in Figure 3.

The mixture of NMT experts determines an out-
put symbol at each time step t from the final output
vector pεt , which is the weighted sum of the prob-
ability vectors from one-to-one models denoted as
follows:

pεt =
m∑
j=1

gjt p
j
t (4)

where pjt and gjt are the probability vector from
j-th model and the corresponding weight at time
step t, respectively. m is the number of one-to-
one models. gt is calculated by the gating network
as follows:

gt = softmax(Wgate tanh(Whid [f
1
t (x ); ...f mt (x )])) (5)

where f jt (x) is the input vector to the decoder of
the j-th model, typically the embedding vector for
the output symbol at the previous time step t-1.

3 Multi-Source NMT with Missing Data

In this work, we examine methods to use incom-
plete multilingual corpora to improve NMT in a
specific language pair. This allows multi-source
techniques to be applied, reaping the benefits of
other additional languages even if some transla-
tions in these additional languages are missing.

Eso es verdad

C'est vrai That is true

<NULL>

Es

Ar

Fr En

Figure 4: Multi-encoder NMT with a missing in-
put sentence

Specifically, we attempt to extend the methods in
the previous section to use an incomplete multilin-
gual corpus in this work.

3.1 Multi-encoder NMT

In multi-encoder NMT, each encoder must be pro-
vide with an input sentence, so incomplete multi-
lingual corpora cannot be used as-is.

In this work, we employ a very simple mod-
ification that helps resolve this issue: replacing
each missing input sentence with a special symbol
<NULL>. The special symbol <NULL> can be
expected to be basically ignored in multi-encoder
NMT, with the decoder choosing word hypotheses
using other input sentences. Note that this method
can be applied easily to any existing implementa-
tion of the multi-encoder NMT with no modifica-
tion of the codes.

Figure 4 illustrates the modified multi-encoder
NMT method. Here the source languages are
Spanish, French, and Arabic and the target lan-
guage is English, and the Arabic input sentence is
missing. Here, the Spanish and French input sen-
tences are passed into the corresponding encoders
and <NULL> is input to the Arabic encoder.

3.2 Mixture of NMT Experts

In the mixture of NMT experts method, each one-
to-one NMT model can be trained independently
using incomplete multilingual corpora. However,
we still need a complete multilingual corpus to
train the gating network.

We also employ a special symbol <NULL> in
the mixture of NMT experts to deal with miss-
ing input sentences in the same way as the multi-
encoder NMT described above. The gating net-
work can also be expected to learn to ignore the
outputs from the missing inputs.



4 Experiments

We conducted two experiments with different in-
complete multilingual corpora. One is an experi-
ment with a pseudo-incomplete multilingual cor-
pus, the other is an experiment with an actual in-
complete multilingual corpus.

4.1 NMT settings

We describe the settings of common parts for
all NMT models: multi-encoder NMT, mixture
of NMT experts, and one-to-one NMT. We used
global attention and attention feeding (Luong
et al., 2015) for the NMT models and used a bidi-
rectional encoder (Bahdanau et al., 2015) in their
encoders. The number of units was 512 for the
hidden and embedding layers. Vocabulary size
was the most frequent 30,000 words in the train-
ing data for each source and target languages.
The parameter optimization algorithm was Adam
(Kingma and Ba, 2015) and gradient clipping was
set to 5. The number of hidden state units in the
gating network for the mixture of NMT experts
experiments was 256. We used BLEU (Papineni
et al., 2002) as the evaluation metric. We per-
formed early stopping, saving parameter values
that had the smallest log perplexities on the valida-
tion data and used them when decoding test data.

4.2 Pseudo-incomplete multilingual corpus
(UN6WAY)

First, we conducted experiments using a complete
multilingual corpus and a pseudo-incomplete cor-
pus derived by excluding some sentences from the
complete corpus, to compare the performance in
complete and incomplete situations.

4.2.1 Data
We used UN6WAY (Ziemski et al., 2016) as the
complete multilingual corpus. We chose Spanish
(Es), French (Fr), and Arabic (Ar) as source lan-
guages and English (En) as a target language The
training data in the experiments were the one mil-
lion sentences from the UN6WAY corpus whose
sentence lengths were less than or equal to 40
words. We excluded 200,000 sentences for each
language for the pseudo-incomplete multilingual
corpus as shown in Table 1. “Sentence number” in
Table 1 represents the line number in the corpus,
and the x means the part removed for the incom-
plete multilingual corpus. We also chose 1,000
and 4,000 sentences for validation and test from

Sentence No. Es Fr Ar En
1-200,000 x
200,001-400,000 x
400,001-600,000 x
600,001-800,000

Table 1: Settings of the pseudo-incomplete UN
multilingual corpus (x means that this part was
deleted)

the UN6WAY corpus, apart from the training data.
Note that the validation and test data here had no
missing translations.

4.2.2 Setup
We compared multi-encoder NMT and the mixture
of NMT experts in the complete and incomplete
situations. The three one-to-one NMT systems,
Es-En, Fr-En, and Ar-En, which were used as sub-
models in the mixture of NMT experts, were also
compared for reference.

First, we conducted experiments using all of the
one million sentences in the complete multilingual
corpus, Complete (0.8M). In case of the mixture
of NMT experts, the gating network was trained
using the one million sentences.

Then, we tested in the incomplete data situ-
ation. Here there were just 200,000 complete
multilingual sentences (sentence No. 600,001-
800,000), Complete (0.2M). Here, a standard
multi-encoder NMT and mixture of NMT experts
could be trained using this complete data. On the
other hand, the multi-source NMT with <NULL>
could be trained using 800,000 sentences (sen-
tence No. 1-800,000), Pseudo-incomplete (0.8M).
Each one-to-one NMT could be trained using
these 800,000 sentences, but the missing sentences
replaced with the <NULL> tokens were excluded
so resulting 600,000 sentences were actually used.

4.2.3 Results
Table 2 shows the results in BLEU. The multi-
source approaches achieved consistent improve-
ments over the one-to-one NMTs in the all con-
ditions, as demonstrated in previous multi-source
NMT studies. Our main focus here is Pseudo-
incomplete (0.8M), in which the multi-source re-
sults were slightly worse than those in Complete
(0.8M) but better than those in Complete (0.2M).
This suggests the additional use of incomplete cor-
pora is beneficial in multi-source NMT compared
to the use of only the complete parts of the cor-



Condition
One-to-one

Multi-encoder Mix. NMT Experts
Es-En Fr-En Ar-En

Complete (0.8M) 31.87 25.78 23.08 37.55 (+5.68)∗ 33.28 (+1.41)
Complete (0.2M) 27.62 22.01 17.88 31.24 (+3.62) 32.16 (+4.54)
Pseudo-incomplete (0.8M) 30.98 25.62 22.02 36.43 (+5.45)∗ 32.44 (+1.47)

Table 2: Results in BLEU for one-to-one and multi-source ({Es, Fr, Ar}-to-En) translation on UN6WAY
data (parentheses are BLEU gains against the best one-to-one results). ∗ indicates the difference from
mixture of NMT experts is statistically significant (p < 0.01).

Source Training Valid. Test
{En, Fr, Pt (br)}-to-Es
English 189,062 4,076 5,451
French 170,607 3,719 4,686
Portuguese (br) 166,205 3,623 4,647
{En, Es, Pt (br)}-to-Fr
English 185,405 4,164 4,753
Spanish 170,607 3,719 4,686
Portuguese (br) 164,630 3,668 4,289
{En, Es, Fr}-to-Pt (br)
English 177,895 3,880 4,742
Spanish 166,205 3,623 4,647
French 164,630 3,668 4,289

Table 3: Data statistics in the tasks on TED data
(in the number of sentences). Note that the number
of target sentences is equal to that of English for
each task.

Target Training Valid. Test
Spanish 83.4 85.0 78.2
French 85.0 83.2 89.7
Portuguese (br) 88.6 89.3 90.0

Table 4: The percentage of data without missing
sentences on TED data.

pus, even if just through the simple modification
of replacing missing sentences with <NULL>.

With respect to the difference between the
multi-encoder NMT and mixture of NMT experts,
the multi-encoder achieved much higher BLEU
in Pseudo-incomplete (0.8M) and Complete (1M),
but this was not the case in Complete (0.2M).
One possible reason here is the model complex-
ity; the multi-encoder NMT uses a large single
model while one-to-one sub-models in the mixture
of NMT experts can be trained independently.

4.3 An actual incomplete multilingual corpus
(TED Talks)

4.3.1 Data
We used a collection of transcriptions of TED
Talks and their multilingual translations. Because
these translations are created by volunteers, and
the number of translations for each language is
dependent on the number of volunteers who cre-
ated them, this collection is an actual incomplete
multilingual corpus. The great majority of the
talks are basically in English, so we chose English
as a source language. We used three translations
in other languages for our multi-source scenario:
Spanish, French, Brazilian Portuguese. We pre-
pared three tasks choosing one of each of these
three languages as the target language and the oth-
ers as the additional source languages. Table 3
shows the number of available sentences in these
tasks, chosen so that their lengths are less than or
equal to 40 words.

4.3.2 Setup
We compared multi-encoder NMT, mixture of
NMT experts and one-to-one NMT with English
as the source language. The validation and test
data for these experiments were also incomplete.
This is in contrast to the experiments on UN6WAY
where the test and validation data were complete,
and thus this setting is arguable of more practical
use.

4.3.3 Results
Table 5 shows the results in BLEU and BLEU
gains with respect to the one-to-one results. All
the differences are statistically significant (p <
0.01) by significance tests with bootstrap resam-
pling (Koehn, 2004). The multi-source NMTs
achieved consistent improvements over the one-
to-one baseline as expected, but the BLEU gains
were smaller than those in the previous experi-
ments using the UN6WAY data. This is possibly



because the baseline performance was relatively
low compared with the previous experiments and
the size of available resources was also smaller.

In comparison between the multi-source NMT
and the mixture of NMT experts, results were
mixed; the mixture of NMT experts was better in
the task to French.

4.3.4 Discussion
We analyzed the results using the TED data in de-
tail to investigate the mixed results above. Figure 5
(in the last page) shows the breakdown of BLEU
in the test data, separating the results for com-
plete and incomplete multilingual inputs. When
all source sentences are present in the test data,
multi-encoder NMT has better performance than
mixture of NMT experts except for {En, Es, Pt
(br)}-to-Fr. However, when the input is incom-
plete, mixture of NMT experts achieves perfor-
mance better than or equal to multi-encoder NMT.
From this result, we can assume that mixture of
NMT experts, with its explicit gating network, is
better at ignoring the irrelevant missing sentences.
It’s possible that if we designed a better attention
strategy for multi-encoder NMT we may be able to
resolve this problem. These analyses would sup-
port the results using the pseudo incomplete data
shown in Table 2, where the validation and test
data were complete.

4.3.5 Translation examples
Table 6 shows a couple of translation examples
in the {English, French, Brazilian Portuguese}-to-
Spanish experiment. In Example(1), BLEU+1 of
mixture of NMT Experts is larger than one-to-one
(English-to-Spanish) because of the French sen-
tence, although the source sentence of Brazilian
Portuguese is missing. BLEU+1 of multi-encoder
is same as one-to-one, but the generation word is
different. The word of ”minar” is generated from
multi-encoder, and ”estudiar” is generated from
one-to-one. ”minar” means ”look” in English, and
”estudiar” means ”study”, so the meaning of sen-
tence which was generated from multi-encoder is
close to the reference one than that from one-to-
one. Besides the word of ”ver” which is gener-
ated from mixture of NMT experts meas ”see” in
English, so the sentence of multi-encoder is more
appropriate than the reference sentence.

In Example(2), there is only the English sen-
tence in the source sentences. We can see that
sentences which are generated from all models are

27.51

21.03

26.33

22.70

18
19
20
21
22
23
24
25
26
27
28

Complete (4267) Incomplete (1184)

BL
EU

the type of test translations

(a) TED: {En,Fr,Pt (br)}-to-Es

26.28

19.31

26.77

20.71

18
19
20
21
22
23
24
25
26
27
28

Complete (4267) Incomplete (486)

BL
EU

the type of test translations

(b) TED: {En,Es,Pt (br)}-to-Fr

27.62

24.65

26.48

24.65

18
19
20
21
22
23
24
25
26
27
28

Complete (4267) Incomplete (475)

BL
EU

the type of test translations

Multi-encoder NMT Mixture of NMT experts

(c) TED: {En,Es,Fr}-to-Pt (br)

Figure 5: Detailed comparison of BLEU in TED
test data. Complete means the part of test data, in
which there is no missing translation, and incom-
plete means that, in which there are some miss-
ing translation. The number in a parenthesis is the
number of translations.

same as the reference sentences, although French
and Brazilian Portuguese sentences are missing.
Therefore multi-source NMT models work prop-
erly even if there are missing sentences.



Task
One-to-one

Multi-encoder Mix. NMT Experts
(En-to-target)

{En, Fr, Pt (br)}-to-Es 24.32 26.01 (+1.69) 25.51 (+1.19)
{En, Es, Pt (br)}-to-Fr 24.54 25.62 (+1.08) 26.23 (+1.69)
{En, Es, Fr}-to-Pt (br) 25.14 27.36 (+2.22) 26.39 (+1.25)

Table 5: Results in BLEU (and BLEU gains) by one-to-one and multi-source NMT on TED data. Note
that the target language in each row differs so the results in different rows cannot be compared directly.
All the differences are statistically significant (p < 0.01).

Type Sentence BLEU+1
Example (1)
Source (En) Then I started looking at the business model.
Source (Fr) Puis j’ai regard le modle conomique.
Source (Pt (br)) <NULL>
Reference Despus empec a ver el modelo de negocio.
En-to-Es Luego empec a estudiar el modelo empresarial. 0.266
Multi-encoder Luego empec a mirar el modelo empresarial. 0.266
Mix. NMT experts Luego empec a ver el modelo de negocios. 0.726
Example (2)
Source (En) Sometimes they agree.
Source (Fr) <NULL>
Source (Pt (br)) <NULL>
Reference A veces estn de acuerdo.
En-to-Es A veces estn de acuerdo. 1.000
Multi-encoder A veces estn de acuerdo. 1.000
Mix. NMT experts A veces estn de acuerdo. 1.000

Table 6: Translation examples in {English, French, Brazilian Portuguese}-to-Spanish translation.

5 Related Work

In this paper, we examined strategies for multi-
source NMT. On the other hand, there are other
strategies for multilingual NMT that do not use
multiple source sentences as their input. Dong
et al. (2015) proposed a method for multi-target
NMT. Their method is using one sharing encoder
and decoders corresponding to the number of tar-
get languages. Firat et al. (2016) proposed a
method for multi-source multi-target NMT using
multiple encoders and decoders with a shared at-
tention mechanism. Johonson et al. (2017) and
Ha et al. (2016) proposed multi-source and multi-
target NMT using one encoder and one decoder,
and sharing all parameters with all languages. No-
tably, these methods use multilingual data to better
train one-to-one NMT systems. However, our mo-
tivation of this study is to improve NMT further
by the help of other translations that are available
on the source side at test time, and thus their ap-
proaches are different from ours.

6 Conclusion

In this paper, we examined approaches for multi-
source NMT using incomplete multilingual corpus
in which each missing input sentences is replaced
by a special symbol <NULL>. The experimen-
tal results with simulated and actual incomplete
multilingual corpora show that this simple mod-
ification allows us to effectively use all available
translations at both training and test time.

The performance of multi-source NMT depends
on source and target languages, and the size of
missing data. As future work, we will investigate
the relation of the languages included in the mul-
tiple sources and the number of missing inputs to
the translation accuracy in multi-source scenarios.
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