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Abstract—Audio-visual speech enhancement (AV-SE) aims to
enhance degraded speech along with extra visual information
such as lip videos, and has been shown to be more effec-
tive than audio-only speech enhancement. This paper proposes
the incorporation of ultrasound tongue images to improve the
performance of lip-based AV-SE systems further. To address
the challenge of acquiring ultrasound tongue images during
inference, we first propose to employ knowledge distillation
during training to investigate the feasibility of leveraging tongue-
related information without directly inputting ultrasound tongue
images. Specifically, we guide an audio-lip speech enhancement
student model to learn from a pre-trained audio-lip-tongue
speech enhancement teacher model, thus transferring tongue-
related knowledge. To better model the alignment between the
lip and tongue modalities, we further propose the introduction of
a lip-tongue key-value memory network into the AV-SE model.
This network enables the retrieval of tongue features based on
readily available lip features, thereby assisting the subsequent
speech enhancement task. Experimental results demonstrate that
both methods significantly improve the quality and intelligibility
of the enhanced speech compared to traditional lip-based AV-
SE baselines. Moreover, both proposed methods exhibit strong
generalization performance on unseen speakers and in the
presence of unseen noises. Furthermore, phone error rate (PER)
analysis of automatic speech recognition (ASR) reveals that while
all phonemes benefit from introducing ultrasound tongue images,
palatal and velar consonants benefit most.

Index Terms—audio-visual speech enhancement, ultrasound
tongue image, knowledge distillation, memory network.

I. INTRODUCTION

SPEECH enhancement (SE) is a critical research problem
in speech signal processing, aiming to improve the quality

and intelligibility of speech signals corrupted by various
types of distortions [2]. SE has wide-ranging applications
in various fields, such as ensuring clear telecommunications
in noisy environments, enhancing speech quality for hearing
aids, improving the robustness of speech recognition systems,
and so on [3]. With the increasing demand for high-quality
speech in various applications, SE has become an active area
of research, with many advanced algorithms and techniques
being proposed.

Classical audio-only speech enhancement (AO-SE) ap-
proaches have been successful in estimating underlying target
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speech signals. Early AO-SE methods [4]–[7] rely on assump-
tions about the statistical characteristics of the involved signals
and aim to estimate the target speech signals using mathe-
matically tractable criteria [8]. More recent AO-SE methods
[9]–[12] based on deep learning have shifted away from this
knowledge-based approach towards a data-driven paradigm.
These methods typically treat SE as a supervised learning
problem, leveraging large amounts of labeled data to train deep
neural networks (DNNs) capable of directly mapping noisy
speech signals to their corresponding clean counterparts.

Though AO-SE methods have been widely used for SE,
their performance can be limited in some scenarios, especially
at extremely low signal-to-noise ratios (SNRs) and when the
noise is highly correlated with the speech signal. Since speech
perception is inherently multi-modal, particularly audio-visual,
recent studies have investigated using visual information in
addition to acoustic signals for SE [8]. This approach, known
as audio-visual speech enhancement (AV-SE) [13]–[17], has
shown to be more effective than simple AO-SE methods. The
basic idea is that as visual information is essentially unaffected
by the acoustic environment, it can provide complementary
cues to the acoustic information to assist with SE. Besides, it
can also help disambiguate phonetically similar sounds since
it usually records the movement of articulators involved in
speech production.

Lip videos, which can be readily acquired using a camera,
are the most commonly used visual cues for AV-SE due to
their easy availability. Several recent studies have proposed
deep learning-based AV-SE models using lip information.
For example, a deep AV-SE model based on convolutional
neural networks (CNNs) [18] was proposed to separate a
speaker’s voice by predicting both the magnitude and the
phase of the target signal given lip regions. A novel framework
[19] incorporated lip information for speech enhancement by
integrating a generative adversarial network (GAN) to generate
high-quality clean speech. Another study [20] proposed an
AV-SE system that achieved impressive performance using
a multi-layer fusion model with a multi-head cross-attention
mechanism to fuse audio and lip features. These audio-lip
SE models demonstrate stronger abilities to improve speech
quality and intelligibility than AO-SE methods through the
integration of lip information.

Speech production is a complex process relying on multiple
articulators, including the jaw, lips, teeth, and tongue. Only
using lip videos for speech processing tasks like SE often
has limitations due to the lack of descriptions on internal
articulators, e.g., tongue and velar. Some studies have sug-
gested employing internal articulation features captured using
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medical imaging techniques such as magnetic resonance imag-
ing (MRI) [21] and ultrasound tongue imaging (UTI) [22],
to provide complementary data. Compared to MRI, UTI is
relatively cheap, non-invasive, and can provide high-resolution
images. UTI uses a real-time B-mode ultrasound transducer
placed under the speaker’s chin to visualize a midsaggital
or coronal view of the tongue during speech production.
Ultrasound tongue images have been used in various speech
processing tasks, such as speech recognition [23]–[29] and
speech reconstruction [30]–[35]. However, their potential for
SE tasks has yet to be fully explored, creating a research
gap that could be addressed by leveraging the advantages of
ultrasound tongue images.

Therefore, this paper proposes incorporating ultrasound
tongue images for traditional lip-based AV-SE systems to
provide additional internal articulatory information, especially
tongue information, to complement the external articulatory
information provided by lip videos. To achieve this, we first
propose developing an audio-lip-tongue SE model with a
U-Net-based [36] structure, which utilizes both ultrasound
tongue images and lip videos to assist SE. However, obtaining
ultrasound tongue images during inference is more challenging
than collecting lip videos due to the requirement of extra
equipment. To enable AV-SE model to leverage the tongue
knowledge even when ultrasound tongue images are unavail-
able during inference, this paper further proposes the following
methods:

1) The first proposed method, namely knowledge
distillation-based (KD-based) audio-lip SE method,
incorporates tongue information into a lip-based AV-SE
model through knowledge distillation (KD). Specifically,
an audio-lip SE student model is trained to learn tongue
information from the pre-trained audio-lip-tongue SE
model serving as the teacher via multiple loss functions.
This facilitates the transfer of tongue knowledge from
teacher to student model.

2) The second method, namely memory-based audio-lip SE
method, introduces a lip-tongue key-value memory net-
work to the encoder of the audio-lip-tongue SE model.
During training, all three modalities (noisy speech, lip
videos, and ultrasound tongue images) are input, and the
tongue features derived from ultrasound tongue images
are stored in the memory spontaneously while the whole
model are trained to perform SE. At inference time, the
stored tongue features can be retrieved according to the
input lip modality and then used to aid the subsequent
SE task.

The two proposed audio-lip SE methods only require the
input of noisy audio and lip videos during inference, elimi-
nating the need for inputting ultrasound tongue images while
effectively utilizing tongue information. The first method em-
ploys the KD framework directly on the three-modality audio-
lip-tongue SE model to verify the feasibility of two-modality
input during inference. It offers the advantage of achieving
improved performance without requiring additional parameters
for the traditional audio-lip SE mode. The second method is a
further improvement over the KD-based method by explicitly

modeling the alignment between lip and tongue modalities,
specifically addressing its limitation of implicitly fusing lip
and tongue features while transferring tongue knowledge.
This enhancement significantly narrows the performance gap
between the audio-lip SE model and audio-lip-tongue SE
model, and even outperforms the latter in certain metrics.
Experimental results demonstrate that both proposed methods
can generate speech with improved quality and intelligibility
compared to conventional lip-based AV-SE baselines trained
only with clean speech supervision. In addition, both proposed
methods exhibit strong generalization performance on unseen
speakers and in the presence of unseen noises. Moreover, a
notable reduction in phoneme error rate (PER), especially for
palatal and velar consonants, can be witnessed while applying
automatic speech recognition (ASR) for transcription.

The remainder of this paper is organized as follows. Section
II reviews related work on traditional lip-based AV-SE systems
and other speech processing tasks with ultrasound tongue
images as input. Section III describes the three-modality audio-
lip-tongue SE model along with the KD-based and memory-
based audio-lip SE methods in details. Section IV presents the
implementation details of our proposed methods and Section V
presents our experimental results. Finally, Section VI provides
the concluding remarks.

II. RELATED WORK

A. Lip-Based AV-SE Methods

Lip-based AV-SE methods have recently garnered substan-
tial interest due to their potential in overcoming the limitations
of AO-SE methods by combining the complementary articu-
lation information provided by easily acquired lip videos with
acoustic signals. This section presents a preliminary review of
several lip-based AV-SE methods based on deep learning.

A common approach to perform AV-SE is by direct map-
ping, which leverages the audio and visual modalities to
generate a denoised spectrogram directly. Hou et al. [37]
demonstrated superior performance by integrating audio and
visual streams through convolutional neural networks (CNNs),
jointly generating enhanced speech and reconstructed images.
Adeel et al. [38] proposed a lip-reading-driven deep learning
framework for SE that combines deep learning and analyt-
ical acoustic modeling. Their approach utilized a stacked
long short-term memory (LSTM)-based lip-reading regression
model and an enhanced visually-derived Wiener filter to esti-
mate clean audio features. Tan et al. [39] presented a multi-
modal network for AV-SE, employing a two-stage strategy
with separate modules for noise attenuation and dereverber-
ation, trained using a novel multi-objective loss function.

Other AV-SE methods fall into the camp of spectrogram
masking approaches, producing a spectrogram mask to mask
the noisy audio spectrogram and transforming it back into
the time domain to generate a clean waveform. Gogate et
al. [40] proposed a DNN-based audio-visual mask estimation
model that integrates the temporal dynamics of audio and
noise-immune visual features through stacked LSTM and
convolution LSTM networks. Wang et al. [41] introduced a
safe AV-SE approach using power binary masks (PBMs) to
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roughly represent speech signals, integrating visual-derived
PBMs with audio-derived masks through a gating network.
Gao et al. [42], [43] integrated visual information in the
bottleneck layer of a U-Net model and output a mask for a
complex spectrogram.

Researchers have also explored alternative techniques [44]–
[46] for AV-SE tasks. Previous research [47] has demonstrated
the superior performance of spectrogram masking regarding
speech quality and intelligibility. Hence, in this paper, we
construct a U-Net-based [36] model that generates a mask for a
complex spectrogram as the foundational model, incorporating
modality fusion at each encoder layer.

B. UTI Incorporated Speech Processing Tasks

Many researchers in the field of audio-visual speech pro-
cessing have utilized UTI to capture internal articulatory
features, recognizing the crucial role of internal articulators in
both speech production and perception. This section reviews
studies that have employed ultrasound tongue images as a
visual modality for audio-visual speech recognition and speech
synthesis. Within these studies, some are specifically centered
around ultrasound tongue images, while others employ these
images as additional articulatory inputs alongside lip videos.

1) Speech Recognition: Previous studies [23]–[29], [48]
have explored the use of ultrasound tongue images for speech
recognition. Some of these studies utilized ultrasound tongue
images as an additional input to audio input in automatic
speech recognition (ASR) systems. For example, Hu et al.
[48] introduced UTI-based articulatory movement features
generated from parallel audio with an acoustic-to-articulatory
inversion (AAI) model into the elderly and dysarthric speech
recognition system, achieving better performance compared
to the baseline ASR system that solely relies on acoustic
features. Other studies utilized ultrasound tongue images as
an additional articulatory input to lip videos in silent speech
recognition (SSR) systems. Tatulli et al. [26] focused on
continuous speech recognition using raw ultrasound tongue
and lip videos, employing CNNs to extract visual features
from each modality, which were then combined with an HMM-
GMM decoder. Ribeiro et al. analyzed phonetic segment clas-
sification from ultrasound tongue images in different training
scenarios [25], and further investigated multi-speaker speech
recognition using ultrasound tongue and lip video images
for both silent and modal speech [28]. Wang et al. [29]
proposed a 3D CNN architecture that predicted future frames
in ultrasound tongue and lip images, generating features for
continuous HMM-based speech recognition.

2) Speech Reconstruction: Ultrasound tongue images have
also been proposed for speech reconstruction in previous stud-
ies [30]–[35], which aims to regenerate speech corresponding
to the provided articulatory input. Despite sharing the common
goal of generating clean speech with speech enhancement, it
distinguishes itself by excluding noisy audio as part of its
input. Some studies explore the performance of reconstructing
speech solely from ultrasound tongue images. For example,
Csapó et al. [30] employed ultrasound tongue images and
speech signals as input with DNNs to estimate MGC-LSP

coefficients for speech synthesis. Toth et al. [31] improved
speech synthesis by using multi-task training for simultaneous
speech recognition and synthesis as a weight initialization step.
Kimura et al. [32] extracted acoustic features from a sequence
of ultrasound images, leveraging internal information observed
by an ultrasound imaging sensor to reconstruct speech. There
are also studies using ultrasound tongue images as additional
articulatory input to lip videos. Zhang et al. [34] introduced
an encoder-decoder model for speech reconstruction with
ultrasound tongue and lip videos as inputs, consisting of
separate encoders for processing tongue and lip data streams.

The use of ultrasound tongue images in speech recog-
nition and reconstruction highlights their valuable intra-oral
articulator information for speech processing. However, their
potential in SE tasks remains unexplored. This paper proposes
integrating ultrasound tongue images to complement external
articulatory information from lip videos in lip-based AV-
SE systems, thereby providing internal articulatory details,
particularly pertaining to the tongue.

Furthermore, obtaining ultrasound tongue images during in-
ference presents greater challenges compared to collecting lip
videos due to the requirement for additional equipment. While
Hu et al. [48] utilized an AAI model to generate ultrasound
tongue features corresponding to clean speech, its applicability
to the AV-SE scenario is challenging as only noisy speech
is provided during inference. Remarkably, the majority of
current studies on speech recognition or reconstruction that
integrate ultrasound tongue images alongside lip videos [26],
[28], [34] do not address the challenge of limited availability
of ultrasound tongue images during practical inference. In
response to this challenge, this paper proposes two methods
designed to avoid the acquisition of tongue features with the
assistance of lip videos during inference.

III. PROPOSED METHODS

This section presents our proposed methods for integrating
ultrasound tongue images into AV-SE. We begin by introduc-
ing our proposed audio-lip-tongue SE model. It is based on
spectrogram masking with a U-Net [36] style architecture,
taking three modalities as input: noisy audio, lip videos,
and ultrasound tongue images. However, acquiring ultrasound
tongue images during inference is often challenging and costly.
To address this issue, we propose two methods: KD-based and
memory-based audio-lip SE methods. These approaches allow
the use of valuable tongue information for AV-SE even in the
absence of ultrasound tongue images during inference. While
the KD-based method demonstrates the initial feasibility of
employing only two modalities for inference, the memory-
based method further overcomes the limitations of the KD-
based method and offers improvements. We next provide
detailed descriptions of our proposed methods.

A. Audio-Lip-Tongue SE Model

Inspired by previous studies [19], [43], we propose a U-
Net [36] style audio-lip-tongue SE model with noisy speech,
lip videos, and ultrasound tongue images as input as shown
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(a). Audio-Lip-Tongue SE Network (b). Knowledge Distillation-Based Audio-Lip SE Network
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Fig. 1. Details of the proposed audio-lip-tongue SE model and KD-based audio-lip SE method. The dashed arrows indicate the loss functions. (a) shows the
structure of the proposed audio-lip-tongue SE model; (b) shows the structure of the audio-lip SE student model introducing tongue knowledge through the
proposed KD method.

in Fig.1(a). The model can be roughly divided into a multi-
modal encoder and a decoder connected by an LSTM-based
embedding block.

The encoder contains an articulation stream and an audio
stream. For the articulation stream, we process both lip and
tongue image sequences to obtain fused representations for
describing articulation. Specifically, pixel-wise mean and stan-
dard deviation are computed for each utterance, repeated, and
then appended as extra channels to the ultrasound and lip
sequences [34]. The resulting input is of dimension 3 × S ×
H ×W , where S denotes the time dimension, and H and W
are the height and width of the lip and tongue images. The
input is first processed by an articulation convolutional block
consisting of three strided 3D-CNN layers, each followed
by batch normalization [49] and Leaky-ReLU. The resulting
features are subsequently transformed by concatenating the
last two dimensions into a shape of C × S′ × D, and then
processed by seven feature convolutional blocks. Each block
involves a series of 2D-CNN layers with pooling layers to
reduce the D dimension while preserving the time dimension.
The lip and tongue features are concatenated at each layer
and then passed through a linear layer to obtain the fused
articulation representations with reduced size.

For the audio stream, the encoder takes as input the real
and imaginary parts of the noisy complex spectrogram with
dimension 2 × F × S, where F is the frequency dimension
of the spectrogram. Each time-frequency bin contains the real
and imaginary parts of the corresponding complex spectro-
gram value [43]. The input is first processed by an audio
convolutional block comprising two strided 2D-CNN layers
and then by seven feature convolutional blocks as are used

in the articulation stream. Finally, the audio representation is
concatenated with the fused articulation representations layer
by layer to obtain the ultimate multi-modal representations for
SE.

Two LSTM layers are inserted between the encoder and
decoder to better model temporal dependencies. The decoder
with skip connection exhibits a symmetric structure concern-
ing the encoder, whereby the convolutional layer is substituted
with an upconvolutional layer, and the pooling layer is re-
placed by a upsampling layer. The input of each decoder layer
is the concatenation of the output of the previous layer and
the multi-modal representations given by the corresponding
encoder layer. The final output feature map is fed through
an activation layer to predict a complex mask with the same
dimensions as the input noisy spectrogram. The resulting mask
is applied to the noisy input through complex multiplication,
yielding an enhanced complex spectrogram which is trans-
formed back into the time domain via an inverse short-time
Fourier transform (iSTFT).

The training criterion of the audio-lip-tongue SE model is
to minimize the following loss

LSE = LMask + αLSTFT , (1)

where LMask and LSTFT denote the mean square error (MSE)
losses of the mask and the complex spectrogram, respectively.
The hyperparameter α is utilized to ensure both LMask and
LSTFT are scaled to the similar magnitude.

B. KD-based Audio-Lip SE Method

Under most circumstances, only a noisy speech and its
corresponding lip video can be obtained as reference data since
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acquiring ultrasound tongue images is not as straightforward as
capturing lip video. Hence, we propose enabling an audio-lip
SE student model to assimilate ultrasound tongue information
from a pre-trained audio-lip-tongue SE teacher model through
KD.

An audio-lip SE student model is proposed with the archi-
tecture depicted in Fig.1(b), where the input of tongue images
is removed compared with the teacher. We employ KD to train
the student to utilize tongue information even in the absence
of ultrasound tongue images during reference. Specifically, in
addition to the supervised training with the backbone losses
LSE described in Eq.(1), the student model also receives
supervision signals from the teacher. During forward inference
of the student and teacher networks, the output of each layer is
saved to compute the KD loss for each layer of the encoder,
decoder, and LSTM embedding blocks. For each layer, the
MSE loss between the output features of the teacher and the
student is calculated following

LMSE
KD =

K∑
k=1

||F k
tea − F k

stu||22, (2)

where K represents the number of layers, and F k
tea and F k

stu

denote the output features of the kth layer of the teacher
and student model, respectively. We guarantee that the feature
dimensions of the corresponding layers in the teacher and
student models are identical.

The similarity-preserving knowledge distillation (SPKD)
loss [50], [51] is utilized to supervise the student model further.
The SPKD loss aims to achieve dimensional compression and
simultaneously transmit similarity information by computing
pairwise similarity matrices. Given a mini-batch input, the
feature map of the kth layer is represented as F k ∈ Rb×c×s×f ,
where b is the batch size, c is the number of output channels, s
is the number of frames, and f is the dimension of the feature
space. To account for potential interference of information
from different frames, the features are first segmented on
frame-level and then flattened into two dimensions. The trans-
formed feature of the jth frame is denoted as F (k,j) ∈ Rb×f ′

,
where f ′ = c × f . The similarity matrice of each frame
for the teacher G

(k,j)
T and the student G

(k,j)
S is calculated

independently following [51]

F̃
(k,j)
tea = F

(k,j)
tea · F (k,j)T

tea ;G
(k,j)
tea[i,:]

= F̃
(k,j)
tea[i,:]

/||F̃ (k,j)
tea[i,:]

||2

F̃
(k,j)
stu = F

(k,j)
stu · F (k,j)T

stu ;G
(k,j)
stu[i,:]

= F̃
(k,j)
stu[i,:]

/||F̃ (k,j)
stu[i,:]

||2
(3)

where [i, :] denotes the i-th row in a matrix and the dimension
of the similarity matrix G

(k,j)
[i,:] for each frame is b × b. The

SPKD loss for the kth layer is then calculated as the sum of
the similarity distances across all frames. The overall SPKD
loss is determined by summing the SPKD loss of each layer
as follows

LSPKD
KD =

K∑
k=1

Lk
SPKD =

1

b2

K∑
k=1

S′∑
j=1

||G(k,j)
tea −G

(k,j)
stu ||2F ,

(4)
where || · ||F is the Frobenius norm.

Therefore, to train the proposed KD-based audio-lip SE
model, the overall loss function can be written as

LKD = LSE + δ1LMSE
KD + δ2LSPKD

KD , (5)

where, δ1 and δ2 are all hyperparameters used to ensure that
the loss functions are scaled to the similar magnitude.

The KD-based audio-lip SE method demonstrates the pre-
liminary feasibility of utilizing tongue information even when
only two modalities are employed during inference. It pro-
vides the advantage of eliminating the need for additional
parameters compared to the audio-lip SE model, as it solely
relies on supervision signals from the audio-lip-tongue teacher
model during training to acquire certain aspects of the tongue
knowledge embedded within the teacher model. Nevertheless,
owing to the inherent nature of KD, where the teacher model
often serves as the performance upper bound for the student
model, a performance gap persists between the audio-lip SE
model trained using KD and the audio-lip-tongue SE model.
Additionally, since the KD-based method implicitly transfers
the tongue information contained in the audio-lip-tongue SE
model to the student model, it ignores the alignment between
the tongue feature and the lip feature, which may also cause
the suboptimal performance of the KD-based audio-lip SE
model.

C. Memory-Based Audio-Lip SE Method

In KD methods, the performance of the teacher model
sets an upper limit which is often challenging for the stu-
dent model to reach. Additionally, the KD-based audio-lip
SE method implicitly fuses lip and tongue features while
transferring tongue knowledge, making it challenging to learn
the alignment relationship between these two modalities. To
address these limitations, we propose a novel approach to
better model the alignment between lip and tongue modalities
and reach the upper limit set by the audio-lip-tongue SE
model. Drawing inspiration from [52], [53], we introduce a
lip-tongue key-value memory network into the encoder of the
audio-lip-tongue SE model, creating a memory-based audio-
lip SE model. The architecture of this memory-based audio-lip
SE method is illustrated in Figure 2.

The lip features Fl ∈ RC×S′×D and tongue features
Ft ∈ RC×S′×D are obtained from the corresponding ar-
ticulation convolutional block in the audio-lip-tongue SE
encoder and then transformed through a simple reshaping
operation into Fl = [f1

l ,f
2
l , . . . ,f

S′

l ]T ∈ RS′×D′
and Ft

= [f1
t ,f

2
t , . . . ,f

S′

t ]T ∈ RS′×D′
, where D′ = C ×D denotes

each feature’s dimension. The primary objective of this method
is to store the tongue features Ft in the tongue value memory
and recall them using lip features Fl, which can be easily
obtained from lip videos. To this end, two trainable modality-
specific memories are introduced: the lip key memory Ml =
[m1

l ,m
2
l , . . . ,m

N
l ]T ∈ RN×D′

and the tongue value memory
Mt = [m1

t ,m
2
t , . . . ,m

N
t ]T ∈ RN×D′

, where N denotes the
number of memory slots, and mi

l,m
i
t ∈ RD′

correspond to the
distinct lip and tongue features in the i-th slot, respectively.
These memories are inserted right after the first articulation
convolutional block of the encoder in the audio-lip-tongue SE
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Fig. 2. Details of the proposed memory-based audio-lip SE approach. The dashed arrows indicate the loss function. The lip-tongue memory is inserted right
after the articulation convolutional block of the audio-lip-tongue SE encoder. The architecture of the model’s rest part is identical with the audio-lip-tongue
SE model depicted in Fig.1(a).

model shown in Figure 1(a). The remaining architecture of the
model illustrated in Figure 2 remains identical to that of the
audio-lip-tongue SE model depicted in Figure 1(a).

Each memory in the proposed method is a randomly ini-
tialized matrix at the beginning and is then trained to store
representative lip and tongue features in a paired manner.
During training, an associative alignment between the lip key
memory Ml and the tongue value memory Mt is established,
enabling the framework to access the tongue value memory
Mt by querying the lip key memory Ml with the lip features
Fl. During inference, when lip features are provided as input,
the stored tongue features Ft can be retrieved from the tongue
value memory Mt through this associative alignment. This
allows the model to complement the information of uni-modal
lip videos with the recalled tongue features, thereby enhancing
the capability of the model in solving the downstream AV-SE
task. As a result, the memory-integrated audio-lip-tongue SE
model can convert to an audio-lip SE model during inference,
eliminating the need for ultrasound tongue inputs to obtain
tongue features. Further details of the proposed memory-based
method are discussed next.

1) Generating Addressing Vectors: We start by introducing
how the source lip and target tongue addressing vectors are
formulated. These addressing vectors are critical in determin-
ing the weights assigned to the memory slots for a given query.
Expressly, when the lip key features Fl are provided as a query,
the cosine similarity distance between each lip feature frames
f j
l and each lip key memory slots mi

l is computed as follows:

di,jl =
mi

l · f
j
l

||mi
l||2 · ||f

j
l ||2

, (6)

where di,jl represents the cosine similarity distance between
i-th memory slot of lip key memory and lip features in j-th
temporal step. The relevance probability is then obtained using

the Softmax function as follows,

αi,j
l =

exp(γ · di,jl )∑N
i=1 exp(γ · di,jl )

, (7)

where γ is a scaling factor for similarity. It regulates the
uniformity of the Softmax output distribution. A higher γ value
results in a more concentrated distribution, whereas a lower
γ value leads to a smoother distribution. By calculating the
probability over the entire memory slot, the lip addressing
vector for the j-th temporal step aj

l = [α1,j
l , α2,j

l , . . . , αN,j
l ]T

can be obtained.
The same procedure is applied to target tongue features

Ft and tongue value memory Mt to generate the tongue
addressing vector aj

t = [α1,j
t , α2,j

t , . . . , αN,j
t ]T for the j-th

temporal step. The addressing vector plays a crucial role in
recalling the stored tongue features from the tongue value
memory and establishing the alignment between the two
modality-specific memories.

2) Saving Tongue Features in Tongue Value Memory: The
obtained tongue addressing vector aj

t aims to accurately match
the tongue value memory Mt in order to reconstruct the
tongue features Ft. The tongue value memory Mt is trained
to save the appropriate tongue features Ft for retrieval. The
j-th recalled tongue feature frame are obtained as follows:

f̃ j
t = Mt

Taj
t . (8)

Next, a saving loss function is designed to guide the tongue
value memory Mt to save the appropriate tongue features.
This loss function aims to minimize the Euclidean distance
between the reconstructed tongue features f̃ j

t and the real
tongue features f j

t . It can be expressed as follows,

LSave = Ej [||f j
t − f̃ j

t ||22]. (9)

By using the saving loss, the tongue value memory Mt is
trained to save the representative tongue features. As a result,
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the recalled tongue features f̃ j
t retrieved from tongue value

memory Mt are capable of representing the original tongue
features f j

t effectively.
3) Aligning Lip Address with Tongue Address: To recall

the tongue features Ft from the tongue value memory Mt

using lip features Fl as inputs, an associative alignment
between the lip key memory Ml and the tongue value memory
Mt is constructed. Specifically, the lip key memory Ml is
utilized to generate the lip addressing vector aj

l , while the
tongue addressing vector aj

t is produced from the tongue
value memory Mt. The alignment between the two vectors is
achieved by minimizing the Kullback-Leibler divergence with
the alignment loss:

LAlign = Ej [DKL(a
j
t ||a

j
l )], (10)

where DKL(·) represents Kullback–Leibler divergence. By
incorporating the alignment loss, the lip key memory Ml

saves the lip features Fl in the same location, where the
tongue value memory Mt stores the corresponding tongue
features Ft. Therefore, when a lip feature Fl is given, the
lip key memory Ml provides the location information of the
corresponding saved tongue features Ft in the tongue value
memory Mt, using the lip addressing vector aj

l .
4) Applying Memory Network for AV-SE: Through the

utilization of modality-specific memories and the associative
alignment, the recalled tongue features F̂t can be acquired
by multiplying the lip addressing vectors aj

l with the tongue
value memory Mt:

f̂ j
t = Mt

Taj
l . (11)

In this process, the target tongue features F̂t =
[f̂1

t , f̂
2
t , . . . , f̂

S′

t ]T are recalled by querying the lip key mem-
ory Ml with the source lip features Fl. Thus, there is no
requirement for ultrasound tongue images as input to gener-
ate the tongue features anymore, and the memory-integrated
audio-lip-tongue SE model can convert to an audio-lip SE
model during inference. The recalled tongue features F̂t can
then be utilized alongside the lip features Fl for the down-
stream AV-SE task, effectively enhancing task performance by
leveraging the complementary information. During the training
of the proposed memory-based method, the following loss
function is employed:

LMem = LSE + β1LSave + β2LAlign. (12)

The calculation method for LSE is the same as the definition
in Eq.(1), with the difference that Eq.(1) uses tongue features
obtained from the real ultrasound tongue images, while here
tongue features retrieved by lip features are employed for the
subsequent SE task.

The memory-based audio-lip SE model explicitly models
the alignment relationship between lip and tongue features. It
demonstrates remarkable performance that is nearly compa-
rable to the audio-lip-tongue SE model, and even surpasses
it in certain metrics. These results highlight the effectiveness
of leveraging the modality-specific memories and associative
alignment for enhancing the model’s performance in the
absence of ultrasound tongue images during inference.

IV. IMPLEMENTATION DETAILS

A. Datasets

For our main experiments, we utilized the TaL corpus [54],
a multi-speaker dataset containing ultrasound tongue imaging,
optical lip videos, and audio for each utterance. We focused on
the TaL80 subset, which includes recordings from 81 native
English speakers without any voice talent. Each utterance in
TaL80 contains ultrasound tongue frames recorded at a frame
rate of 81.5fps, a corresponding lip video recorded at 60fps,
and audio recorded at a sampling frequency of 48kHz with
16-bit depth. In our experiments, the training set comprised
10,271 utterances from 73 speakers, while the validation set
comprised 810 utterances from 81 speakers (including eight
speakers not present in the training set). The test set consisted
of 1,749 utterances from 73 speakers seen during training and
1,407 utterances from eight unseen speakers. The content of
the three sets was mutually exclusive from each other.

To further demonstrate the effectiveness of incorporating
ultrasound tongue images in our proposed methods and assess
their generalization potential for the AV-SE task, additional
experiments were conducted using a subset of the GRID
dataset [55], a commonly used database in the area of deep-
learning-based AV-SE [8]. For these experiments, 12 speakers
were picked up from the GRID dataset [55]. In the training
dataset, 8,980 utterances from 10 speakers were randomly
selected , while 600 utterances from all 12 speakers were used
for the validation and test sets respectively. The content of the
three sets was mutually exclusive from each other.

The noisy speech was generated by mixing noise with the
clean speech. During training, we introduced ten different
noise types as in [56]: eight noise recordings from the DE-
MAND database [57] and two artificially generated noises,
namely speech-shaped noise and babble noise. These noise
types were added to the speech signal at three signal-to-noise
(SNR) values (0dB, -5dB, and -10dB). For validation and
testing, we added five additional noises: living room, office,
bus, street cafe, and a public square. We used slightly higher
SNR values (2.5dB, -2.5dB, and -7.5dB) than the ones used
during training following the previous work [56].

B. Experimental Setups

The lip videos and ultrasound tongue images in the TaL80
dataset [54] were preprocessed following the pipeline de-
scribed in [34]. The resulting lip videos and ultrasound tongue
images were resized to 64 × 128 and had a frame rate of
81.5 fps. During the preprocessing of the GRID [55] subset,
the lip videos were initially upsampled from 25fps to 81.5
fps. Subsequently, the mouth Regions of Interest (ROIs) were
cropped to a size of 64×128, consistent with the settings used
in preprocessing the TaL80 dataset. For audio preprocessing,
the audio was downsampled to 16 kHz, and the STFT was
computed using a Hann window with a length of 512, a
hop size of 196, and an FFT point number of 512 to match
the frame rate of the ultrasound. The real and imaginary
parts of the spectrogram were concatenated along the channel
axis, resulting in a complex spectrogram with dimensions of
2× 257× T , where T represents the number of frames.
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All SE models in this study were implemented using the
PyTorch library [58]. The Adam optimizer [59] with an initial
learning rate of 1e-3 was used for all experiments. The
learning rate was decreased by a factor of 0.1 once learning
stagnated, i.e., the validation error did not improve for ten
epochs. The models were trained at the utterance level by
randomly cropping all the samples in the mini-batch to have
the same number of frames as the shortest one. The training
was conducted with a batch size of 8 on a single NVIDIA
GeForce GTX 3090 for 150 epochs. Cross-validation was
employed to select the best-performing model for testing.

During the training of the audio-lip-tongue SE model and
the KD-based audio-lip SE model, the hyperparameters α
in Eq. (1) and δ1, δ2 in Eq. (5) were empirically set to
ensure comparable scaling of the multiple loss functions.
Before training the memory-based audio-lip SE model, the
weights of the corresponding part from a pre-trained audio-
lip-tongue SE model were loaded into the proposed memory-
based audio-lip SE model. For training the memory-based
audio-lip SE model, the hyperparameters β1, β2 in Eq.(12)
and γ in Eq.(7) were empirically set to 0.01, 0.001 and 1,
respectively. The number of slots N in the memory was set
to 512 through hyperparameter selection experiment presented
in Section V-D2.

While evaluating the generalization potential of our pro-
posed methods on the GRID subset, each of the proposed
audio-lip, KD-based, and memory-based models, originally
trained on the TaL80 dataset, were fine-tuned on the modified
GRID subset with a learning rate of 5e-5. It’s crucial to
note that GRID datasets lack ultrasound tongue images, and
consequently, each model was trained exclusively using audio
and lip videos. In other words, during the fine-tuning process,
each system was trained solely with the loss function LSE

defined in Eq.(1). Furthermore, the memory network in the
memory-based SE model was kept frozen, functioning to
retrieve tongue features.

C. Evaluation Metrics

Several evaluation metrics were employed to assess the
performance of our proposed methods, providing quantitative
measures of the quality and intelligibility of the enhanced
speech from different dimensions. These include Segmen-
tal Signal-to-Noise Ratio (SegSNR) for energy-based speech
quality assessment, Perceptual Evaluation of Speech Quality
(PESQ) for speech quality assessment based on perceptual
models, and Short-Time Objective Intelligibility (STOI) for
measuring speech intelligibility. These metrics offer compre-
hensive insights into the effectiveness of our AV-SE methods.

D. Baselines

A commonly used open-source AO-SE baseline model
named DEMUCS [12] was adopted as our AO-SE baseline
model. It is built upon a causal architecture that utilizes
convolutions and LSTMs. It operates on waveform domain
through a hierarchical generation process, employing U-Net-
like skip connections for enhanced performance.

Four recent lip-based AV-SE methods [15]–[17], [43] whose
source codes were available online were used as baselines for
comparison with our proposed audio-lip SE models.

1) VSE: The VSE model [15] takes video frames of the
speaker’s mouth and a spectrogram of the noisy audio as
inputs. It employs an encoder-decoder structure, where the
encoder module, comprising a dual tower CNN, encodes the
audio-visual features into a shared embedding. The decoder
module, consisting of transposed convolutional layers, decodes
the shared embedding into a spectrogram of the enhanced
speech.

2) PVSE: The PVSE model [16] utilizes both pseudo visual
and noisy auditory inputs. It includes a visual encoder and a
speech encoder that process lip movements and noisy spectro-
grams. The speech decoder produces a residual mask that is
applied to the input spectrograms to filter out noise from the
clean speech. It is worth noting that when evaluating PVSE,
as a generated pseudo lip stream was adopted in its original
paper, we used the natural lip stream for a fair comparison.

3) IOAVSE: The IOAVSE model [17] focuses on addressing
the challenges of AV-SE by introducing intelligibility-oriented
(I-O) loss functions. This is achieved by involving a deep
learning-based fully convolutional AV-SE model and utilizing
a modified short-time objective intelligibility (STOI) metric as
the training cost function.

4) VisualVoice: The VisualVoice model [43] presents a
multi-task learning framework designed to simultaneously
solve AV-SE task using facial appearance, lip motion, and
vocal audio, while also learning cross-modal speaker embed-
dings. During the training phase, this model incorporates not
only the traditional mix-and-separate loss but also introduces
a cross-modal matching loss and a speaker consistency loss.
However, it’s important to note that when using VisualVoice
as our baseline model, limitations were encountered due to the
absence of face images in the TaL80 dataset and consequently
certain adjustments were made. Specifically, face attribute
analysis network from the VisualVoice model were omitted
and only lip motion was used as the visual feature. In this
modified setup, our objective function consisted of the mix-
and-separate loss and the speaker consistency loss.

Each baseline was trained with the codes available online
on our constructed dataset, following the training strategy in
its original paper.

V. EXPERIMENTAL RESULTS

A. Overall Performance

The SE performance of the two proposed audio-lip SE
methods at different SNRs is provided in Table I. Additionally,
for reference, we included results from the well-trained audio-
lip-tongue SE model together with the audio-tongue and audio-
only SE models, which were built by replacing lip inputs
with tongue inputs or removing the lip inputs of the proposed
audio-lip SE model depicted in Fig.1(b). The results of the
proposed audio-lip SE model trained solely with clean speech
supervision were also included. 1

1Speech samples are available at https://zhengrachel.github.io/
IUTIforAVSE-demo/

https://zhengrachel.github.io/IUTIforAVSE-demo/
https://zhengrachel.github.io/IUTIforAVSE-demo/
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TABLE I
EVALUATION RESULTS OF THE PROPOSED METHODS COMPARED WITH BASELINE MODELS. THE FIRST COLUMN DENOTES THE MODALITIES ENTERED
INTO THE SYSTEM DURING INFERENCE. BEST RESULTS USING NOISY SPEECH AND LIP VIDEOS AS INPUT DURING INFERENCE ARE HIGHLIGHTED IN

BOLD AND UNDERLINE CHARACTERS INDICATE THE SUB-OPTIMAL RESULTS.

Inference
Modality Method SNR=2.5dB SNR=-2.5dB SNR=-7.5dB

SegSNR PESQ STOI SegSNR PESQ STOI SegSNR PESQ STOI
/ Noisy 0.2414 1.4285 0.8503 -3.1703 1.2283 0.7527 -5.9847 1.1298 0.6229

Audio+Lip

VSE [15] 4.8731 1.8260 0.8871 3.8721 1.6502 0.8566 2.6978 1.4590 0.8005
PVSE [16] 3.6086 1.8756 0.8882 2.9790 1.6890 0.8603 2.0987 1.4863 0.8052

IOAVSE [17] 6.1654 2.0388 0.9245 4.5055 1.7750 0.8867 2.8217 1.5424 0.8177
VisualVoice [43] 7.5556 2.0377 0.9006 6.0683 1.7899 0.8735 4.3432 1.5643 0.8278

Audio-Lip 8.9741 2.0841 0.9304 6.8073 1.8030 0.8854 4.6314 1.5604 0.8142
KD-Based 9.0061 2.1073 0.9355 6.8343 1.8241 0.8911 4.6944 1.5858 0.8221

Memory-Based 9.2291 2.1442 0.9356 7.0638 1.8548 0.8956 4.8593 1.6020 0.8264
Audio DEMUCS [12] 8.1642 1.7190 0.9215 5.9709 1.4794 0.8809 3.9411 1.2960 0.8090

Audio-Only 8.6748 1.9872 0.9215 6.4224 1.7088 0.8661 4.0888 1.4773 0.7739
Audio+Tongue Audio-Tongue 8.8509 2.0990 0.9321 6.7223 1.8133 0.8901 4.6153 1.5631 0.8220

Audio+Lip+Tongue Audio-Lip-Tongue 9.0315 2.1122 0.9370 6.9267 1.8322 0.8987 4.8707 1.5973 0.8394

By comparing the results of the AO-SE baseline with the
lip-based AV-SE baselines, it is evident that the lip-based AV-
SE baselines exhibited superior performance on the PESQ
metric, particularly at low Signal-to-Noise Ratios (SNRs).
The advantage of incorporating lip information into SE task
becomes more obvious when comparing the DEMUCS [12]
and VisualVoice [43] models. The lip-based AV-SE baselines
[15]–[17] showed poorer performance in terms of SegSNR,
possibly due to these models mainly operating in the magni-
tude domain without accounting for phase information. More-
over, the results clearly demonstrate that both of our proposed
methods outperformed all the baselines and the audio-lip SE
student model across most evaluation metrics when audio and
lip videos were used as input modalities during inference.
The only exception was a slightly inferior STOI performance
when SNR was -7.5 dB compared to VisualVoice [43].
These findings suggest a significant improvement in speech
quality and intelligibility and highlight the effectiveness of
incorporating tongue information through the two proposed
methods. Furthermore, the performance of the two proposed
methods outperformed that of all the other modalities input
models except the audio-lip-tongue SE model, emphasizing the
effectiveness of combining multi-modal sources of articulation
knowledge.

It is also worth noting that the memory-based audio-lip SE
model surpasses the KD-based audio-lip model on all metrics,
and meets or even exceeds the performance of the audio-
lip-tongue SE model on most metrics, indicating its superior
capability to incorporate tongue information into the lip-based
AV-SE system.

B. Generalization to Unseen Speakers and Noises

The generalization capability of the models is a significant
concern in AV-SE, as it is closely related to real-world appli-
cations where the SE system encounters diverse and unpre-
dictable acoustic conditions. To assess the performance of the
proposed methods in diverse scenarios, we further partitioned
the test set into four distinct categories: seen speakers with
seen noises types, seen speakers with unseen noises types,
unseen speakers with seen noises types, and unseen speakers

with unseen noises types. The evaluation results for these
scenarios are presented in Table II. The results clearly indicate
that though VisualVoice [43] achieved the best performance
in the context of seen speakers, it falls short in terms of
generalizing effectively to unseen speakers. In contrast, both
of our proposed methods outperform all the baselines even in
the challenging scenario of unseen speakers with unseen noise
types. This underscores the robust generalization capability
of our methods and suggests their potential for practical
deployment in AV-SE applications. One point to clarify is that
the performance discrepancy between the seen and unseen
noise types arises due to the specific challenges posed by
the babble noise contained in the seen noise types, which is
generated by mixing the utterances of multiple speakers and
harder to perform noise reduction than other noise types.

C. Generalization to Other Datasets

To assess the generalization potential of our proposed meth-
ods to other datasets, we conducted additional experiments on
the GRID [55] subset. The experimental results are presented
in Table III. For comparison, we additionally present the
results from an audio-lip SE model without fine-tuning.

The comparison between the first and second rows of Table
III indicates that any system needs fine-tuning to better adapt
to new datasets. Moreover, it is evident that both of our pro-
posed methods outperformed the audio-lip AV-SE method after
fine-tuning, suggesting their potential for generalization to
other datasets. The KD-based method exhibited slightly better
speech enhancement performance compared to the memory-
based method. This variance could possibly be attributed to
the holistic updating of all parameters in the KD-based model
during fine-tuning. In contrast, the parameters of the memory
network in the memory-based model remained frozen due to
the absence of ultrasound tongue images in the GRID subset.
As a result, the tongue features restored using the memory-
based method might lack generalization, possibly preserving
certain dataset-dependent attributes. Nonetheless, the memory-
based method still remains more promising for generalization
to other datasets when compared to purely lip-based AV-
SE systems. The results of this analytical experiment serve
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TABLE II
GENERALIZATION PERFORMANCE OF THE PROPOSED METHODS. “SEEN NOISE” AND “UNSEEN NOISE” HERE DISTINGUISH THE NOISE TYPES. THE

NUMBERS IN (PARENTHESES) INDICATE THE NUMBER OF TEST UTTERANCES OF THIS SETTING. BEST RESULTS ARE HIGHLIGHTED IN BOLD. UNDERLINE
CHARACTERS INDICATE THE SUB-OPTIMAL RESULTS.

Method
Seen Speakers

& Seen Noise (1160)
Seen Speakers

& Unseen Noise (589)
Unseen Speakers

& Seen Noise (900)
Unseen Speakers

& Unseen Noise (507)
SegSNR PESQ STOI SegSNR PESQ STOI SegSNR PESQ STOI SegSNR PESQ STOI

Noisy -2.9905 1.1826 0.6767 -2.6012 1.3687 0.8130 -3.0473 1.2144 0.7275 -2.8073 1.4286 0.8470
VSE [15] 4.2344 1.6151 0.8288 4.9624 1.7890 0.8661 2.8825 1.5693 0.8478 3.3009 1.7030 0.8760

PVSE [16] 3.2984 1.6592 0.8378 3.3542 1.7723 0.8554 2.4558 1.6465 0.8577 2.3031 1.7259 0.8696
IOVSE [17] 4.7901 1.6943 0.8529 5.9487 1.8609 0.8943 3.4277 1.7705 0.8848 4.2480 1.9650 0.9198

VisualVoice [43] 6.7832 1.8836 0.8742 8.5968 2.1071 0.9215 3.9189 1.5641 0.8288 5.0057 1.6842 0.8605
KD-Based 6.7830 1.7684 0.8534 8.5416 1.9434 0.9058 5.7546 1.8147 0.8835 7.2204 1.9573 0.9239

Memory-Based 6.9916 1.7947 0.8578 8.6977 1.9815 0.9082 5.9689 1.8385 0.8874 7.4629 1.9857 0.9269

TABLE III
EVALUATION RESULTS OF THE AUDIO-LIP AND THE TWO PROPOSED METHODS ON THE CONSTRUCTED GRID DATASETS. BEST RESULTS ARE

HIGHLIGHTED IN BOLD AND UNDERLINE CHARACTERS INDICATE THE SUB-OPTIMAL RESULTS. AUDIO-LIP* REPRESENTS THE EVALUATION RESULTS OF
THE AUDIO-LIP MODEL TRAINED ON THE TAL80 DATASET WITHOUT ADDITIONAL FINE-TUNING ON THE GRID DATASET.

Method 2.5dB -2.5dB -7.5dB
SegSNR PESQ STOI SegSNR PESQ STOI SegSNR PESQ STOI

Noisy -2.3596 1.4587 0.7948 -4.8332 1.2288 0.7393 -7.1352 1.1363 0.6493
Audio-Lip* 3.4044 1.7877 0.7684 2.0261 1.6049 0.7130 0.4396 1.4126 0.6326
Audio-Lip 6.0618 1.8950 0.8545 4.5573 1.7063 0.8163 2.7979 1.4943 0.7363
KD-Based 6.1513 1.9268 0.8569 4.6734 1.7414 0.8210 2.8569 1.5228 0.7433

Memory-Based 6.2120 1.9211 0.8558 4.7031 1.7372 0.8205 2.8383 1.5159 0.7408

TABLE IV
EVALUATION RESULTS OF THE PROPOSED KD-BASED AUDIO-LIP SE MODEL IN ABLATION STUDIES. BEST RESULTS ARE HIGHLIGHTED IN BOLD.

Method SNR=2.5dB SNR=-2.5dB SNR=-7.5dB
SegSNR PESQ STOI SegSNR PESQ STOI SegSNR PESQ STOI

KD-Based 9.0061 2.1073 0.9335 6.8343 1.8241 0.8911 4.6944 1.5858 0.8221
w/o SPKD 8.9927 2.1133 0.9328 6.8251 1.8218 0.8892 4.6442 1.5802 0.8194

w/o KD (Audio-Lip) 8.9741 2.0841 0.9304 6.8073 1.803 0.8854 4.6314 1.5604 0.8142

TABLE V
EVALUATION RESULTS OF THE PROPOSED MEMORY-BASED AUDIO-LIP SE MODEL WITH DIFFERENT NUMBER OF MEMORY SLOTS. BEST RESULTS ARE

HIGHLIGHTED IN BOLD. UNDERLINE CHARACTERS INDICATE THE SUB-OPTIMAL RESULTS.

SNR=2.5dB SNR=-2.5dB SNR=-7.5dBNumber of Slots SegSNR PESQ STOI SegSNR PESQ STOI SegSNR PESQ STOI
128 8.9949 2.0907 0.9277 6.9534 1.7693 0.8887 4.9481 1.5722 0.8141
256 9.0217 2.0957 0.9295 6.9692 1.7676 0.8895 4.9311 1.5706 0.8130
512 9.0755 2.1156 0.9284 7.0311 1.7889 0.8905 5.0076 1.5830 0.8157
1024 9.0516 2.1034 0.9294 7.0228 1.7859 0.8912 5.0290 1.5882 0.8175
2048 8.9762 2.0786 0.9271 6.9365 1.7610 0.8873 4.9085 1.5588 0.8110
4096 9.0724 2.0783 0.9259 6.9028 1.7625 0.8863 4.8828 1.5616 0.8099

as additional evidence of the effectiveness of incorporating
ultrasound tongue images into the AV-SE task. Furthermore,
these results illustrate that the generalization of our proposed
methods to other datasets does not necessitate the collection of
additional ultrasound tongue images, thereby reinforcing their
potential applicability in real-world scenarios.

D. Ablation and Hyperparameter Selection Experiments

1) Ablation Studies for KD-based audio-lip SE Method:
Ablation study was conducted to provide further evidence of
the efficacy of incorporating different KD loss in the KD-
based audio-lip SE model. The outcomes are presented in

Table IV. Specifically, the effectiveness of the SPKD loss
described in Eq.(4) was demonstrated by removing the loss
function LSPKD

KD in Eq.(5) (“w/o SPKD”). To demonstrate
the effectiveness of MSE Loss described in Eq.(2), an audio-
lip SE model was trained solely with LSE in Eq.(1) (“w/o KD
(Audio-Lip)”), which is exactly the same as that in Table I.

From the results, it can be concluded that the MSE loss
effectively incorporates a portion of the articulation knowledge
derived from the ultrasound tongue, since the outcomes of the
“w/o SPKD” surpassed those of the “w/o KD (Audio-Lip)”.
Moreover, “w/o SPKD” achieved results inferior to the pro-
posed KD-based audio-lip SE method except for SNR=2.5dB,
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indicating the effectiveness of further introducing the SPKD
loss particularly in low SNR scenarios.

2) Hyperparameter Selection for Memory-based Method:
In the memory network, the number of slots in the memory
serves as a crucial hyperparameter. To determine the optimal
value for it, we conducted experiments using different numbers
of slots: 128, 256, 512, 1024, 2048, and 4096. The results on
the validation set for these different parameter settings are
presented in Table V.

It can be observed that setting the number of slots to either
512 or 1024 yields the comparable best results. However,
considering that the model’s parameter size increases by
approximately 10M when using 1024 slots compared to 512
slots, we chose 512 slots for all the experiments. Furthermore,
Table V demonstrates a gradual improvement in the model’s
performance as the number of slots increases from 128 to
512/1024. This observation aligns with our intuition, as more
slots can typically store more detailed information. However,
unexpectedly, when the number of slots increases from 1024
to 4096, the model’s performance starts to decline. This
phenomenon could be attributed to the increased difficulty in
aligning the lip key memory and tongue value memory during
training as the number of slots increases. Therefore, as the
number of slots further increases from 1024 to 4096, the loss
function LAlign represented by Eq.(10) becomes increasingly
challenging to minimize.

E. Phoneme Error Rate Analysis

To further study the gains of incorporating ultrasound
tongue images, we employed an ASR engine to analyze the
enhanced speech’s PERs of different phoneme categories. An
ASR API provided in ESPNet2 [60] was utilized to transcribe
the enhanced speech. Each enhanced utterance was forcibly
aligned with its transcription by the Montreal Forced Aligner
(MFA)3 [61] tool, consequently obtaining a time-aligned
phoneme sequence. Ground truth phoneme sequences were
obtained by aligning clean utterances with their corresponding
texts using the MFA tool. The recognized and ground truth
phoneme sequences were further aligned by minimizing the
edit distance, and the PERs for different phoneme categories
could be calculated. Phonemes were categorized according to
the English (UK) MFA dictionary v2 0 04.

The results are shown in Table VI. Comparing audio-lip
and audio-only methods, we can see that after introducing
lip information for SE, PERs reduced significantly for some
lip-related phonemes, such as silence, labials and dentals.
However, for palatal and velar consonants, the relative PER
reductions were quite small which indicates the limitations of
using only lip videos as articulation information. After further
incorporating ultrasound tongue images, the audio-lip-tongue
method achieved much more uniform PER reductions among
phoneme categories than the audio-lip method. For palatals,
velars and vowels whose articulations were mainly determined
by internal tongue movement, their relative PER reductions

2https://github.com/espnet/espnet model zoo
3https://github.com/MontrealCorpusTools/Montreal-Forced-Aligner
4https://mfa-models.readthedocs.io/en/latest/dictionary/English/

improved significantly from 1.46% to 23.49%, from 3.25% to
36.61% and from 13.45% to 36.75%, respectively. Although
not using tongue images at inference time, our proposed KD-
based audio-lip SE method also achieved lower PERs than
the audio-lip method for most phoneme categories, especially
for palatals, velars and vowels, indicating the effectiveness
of incorporating tongue information through KD. Moreover,
our proposed memory-based method achieved even better PER
results than the audio-lip-tongue SE model for the majority of
phonemes. This observation demonstrates that the integration
of memory network not only effectively recovers tongue
features but also obtains higher quality tongue features through
this process.

F. Further Discussion on Memory-Based Audio-Lip SE Model

The results shown in Section V-A, V-B, and V-E have
clearly shown that the proposed memory-based audio-lip SE
method can achieve results that are comparable to, or even
better than the audio-lip-tongue SE model. This suggests that
integrating the memory network not only enables effective
recovery of tongue features but also potentially yields higher
quality features compared to directly encoding ultrasound
tongue images. In order to delve deeper into the underlying
reasons for this improvement, we conducted analytical experi-
ments that specifically focused on the memory-based audio-lip
SE model.

We constructed and trained a simple phoneme classification
network and a speaker classification network, both with a 3-
layer MLP architecture, using raw ultrasound tongue images,
real tongue encoded features (output from the articulation con-
volutional block of audio-lip-tongue SE model), and memory-
recalled tongue features (output recalled by the tongue-value
memory of memory-based audio-lip SE model) as input,
respectively. The resulting phoneme and speaker classification
accuracy are illustrated in Fig.3.

It can be witnessed from the results that both tongue features
outperform raw ultrasound tongue images on both classifica-
tion task by a large margin, indicating that the articulation
convolutional block extract useful information from the input
raw images. While real tongue encoded features and memory-
recalled tongue features exhibited similar accuracy on the
phoneme classification task, memory-recalled tongue features
achieve stronger performance on the speaker classification
task. This suggests that the superior performance of the
memory-based audio-lip SE model may be attributed to the
memory’s ability to extract and utilize enhanced tongue fea-
tures including cleaner and more precise speaker information.
Previous studies [62], [63] have already demonstrated the
substantial advantages of incorporating speaker information
to enhance the performance of speech enhancement task by
either integrating speaker identity embedding or employing
speaker-aware features in DNN-based SE systems. These
studies further confirm our hypothesis that the recalled tongue
features obtained in the memory manner contain more valuable
speaker information, thereby contributing to the improved
performance of the model. This finding also aligns with our
intuitive analysis, as the process of storing representative

https://github.com/espnet/espnet_model_zoo
https://github.com/MontrealCorpusTools/Montreal-Forced-Aligner
https://mfa-models.readthedocs.io/en/latest/dictionary/English/


12

TABLE VI
PERS (%) OF DIFFERENT PHONEME CATEGORIES FOR CLEAN SPEECH, NOISY SPEECH, AND THE SPEECH ENHANCED BY DIFFERENT METHODS.

CONSONANT PHONEMES ARE DIVIDED ACCORDING TO THE PLACE OF ARTICULATION. BEST RESULTS ARE HIGHLIGHTED IN BOLD. UNDERLINE
CHARACTERS INDICATE THE SUB-OPTIMAL RESULTS. THE NUMBERS IN PARENTHESES SHOW RELATIVE PER REDUCTION (%) COMPARED WITH THE

AUDIO-ONLY METHOD.

Methods Silence Vowels Consonants

Labial Labio-
dental Dental Alveolar Alveo-

palatal Palatal Velar Glottal

Clean 0.58 3.09 2.54 1.24 2.18 2.96 1.94 1.88 2.69 2.46
Noisy 25.10 46.10 41.58 37.44 43.43 41.74 33.03 37.53 37.10 46.35

Audio-Only 10.54 31.97 33.54 34.03 31.02 33.46 14.8 30.78 27.37 33.76
Audio-Lip 7.71 27.67 27.97 31.82 24.78 30.29 12.48 30.33 26.48 30.42

(26.85) (13.45) (16.61) (6.49) (20.12) (9.47) (15.68) (1.46) (3.25) (9.89)
Audio-Lip-Tongue 6.34 20.22 24.95 32.15 22.40 25.61 11.13 23.55 17.35 25.09

(39.84) (36.75) (25.61) (5.52) (27.79) (23.46) (24.80) (23.49) (36.61) (25.68)
KD-Based 7.34 25.31 26.42 30.56 25.44 29.35 11.17 26.59 22.85 29.87

(30.36) (20.83) (21.23) (10.20) (17.99) (12.28) (24.53) (13.61) (16.51) (11.52)
Memory-Based 6.18 22.84 21.93 29.67 22.19 25.95 10.55 16.95 16.87 24.79

(41.37) (28.56) (34.62) (12.81) (28.47) (22.44) (28.72) (44.93) (38.36) (26.57)
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(b) Speaker classification accuracy.

Fig. 3. Phoneme and speaker classification accuracy using raw ultrasound tongue images, real tongue encoded features, and memory-recalled tongue features
as training input. The x-axis represents the total training epochs for the classification model while the y-axis represent the classification accuracy (%).

tongue features in a tongue value memory with a limited
number of slots can be viewed as a form of quantization. As
a result, useful information is retained in the memory while
noisy parts of the features are discarded. Thus, the recalled
tongue features obtained through memory retrieval exhibit less
noise and higher quality than those directly encoded from
authentic ultrasound tongue images.

VI. CONCLUSION

In conclusion, this paper introduces the incorporation of
ultrasound tongue images to enhance the performance of lip-
based AV-SE systems. In addition to proposing an audio-
lip-tongue SE model, two methods are presented to address
the challenges of acquiring ultrasound tongue images during
inference. The first KD-based audio-lip SE method employs
KD to transfer tongue knowledge from a pre-trained audio-lip-
tongue SE teacher model to an audio-lip speech enhancement
student model in a teacher-student learning manner, inves-
tigating the feasibility of leveraging tongue-related informa-

tion without directly inputting ultrasound tongue images. The
second memory-based method further integrates a memory
network into the encoder of the proposed audio-lip-tongue
SE model to better model the alignment between lip and
tongue modality, enabling the recovery of tongue features
from readily available lip features during inference, facilitating
the subsequent speech enhancement task. Experimental results
demonstrate the effectiveness and robust generalization perfor-
mance of both proposed audio-lip SE methods in improving
speech quality and intelligibility, surpassing traditional lip-
based AV-SE baselines. Additionally, the analysis of PER
in ASR reveals that the incorporation of ultrasound tongue
images benefits all phonemes, with tongue-related phonemes,
such as palatal and velar consonants, experiencing the most
significant improvement. Our future work will be investigating
the feasibility of improving the efficiency of the existing AV-
SE systems and incorporating ultrasound tongue images into
other audio-visual speech processing tasks.
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