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METTS: Multilingual Emotional Text-to-Speech by
Cross-speaker and Cross-lingual Emotion Transfer
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Abstract—Previous multilingual text-to-speech (TTS) ap-
proaches have considered leveraging monolingual speaker data
to enable cross-lingual speech synthesis. However, such data-
efficient approaches have ignored synthesizing emotional aspects
of speech due to the challenges of cross-speaker cross-lingual
emotion transfer – the heavy entanglement of speaker timbre,
emotion and language factors in the speech signal will make
a system to produce cross-lingual synthetic speech with an
undesired foreign accent and weak emotion expressiveness. This
paper proposes Multilingual Emotional TTS (METTS) model
to mitigate these problems, realizing both cross-speaker and
cross-lingual emotion transfer. Specifically, METTS takes De-
lightfulTTS as the backbone model and proposes the following
designs. First, to alleviate the foreign accent problem, METTS
introduces multi-scale emotion modeling to disentangle speech
prosody into coarse-grained and fine-grained scales, producing
language-agnostic and language-specific emotion representations,
respectively. Second, as a pre-processing step, formant shift based
information perturbation is applied to the reference signal for
better disentanglement of speaker timbre in the speech. Third,
a vector quantization based emotion matcher is designed for
reference selection, leading to decent naturalness and emotion
diversity in cross-lingual synthetic speech. Experiments demon-
strate the good design of METTS.

Index Terms—Speech synthesis, cross-lingual, emotion transfer,
disentanglement, diffusion model

I. INTRODUCTION

RECENT years have witnessed significant progress in the
quality and naturalness of synthetic speech thanks to the

advances of neural text-to-speech (TTS) systems [1], [2], [3],
[4], [5], [6], [7], [8]. As near human parity performance has
been reported in some closed TTS domains [9], diversity and
controllability have become the new chasing target, including
multi-speaker [10], multi-lingual [11], multi-emotion [8] as
well as multi-style [12] scenarios. At the same time, data
efficiency is also highly desired as modern corpus-based TTS
heavily relies on high-quality annotated data. This induces a
variety of approaches better leveraging limited, low-resource
as well as low-quality data [13], [14], [15].

This paper addresses an extremely diverse and controllable
speech generation scenario – multilingual emotional text-to-
speech (METTS), particularly considering data efficiency by
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cross-speaker and cross-lingual emotion transfer. Specifically,
METTS can produce bilingual emotional speech for each
speaker after system building, while in the training data, each
speaker speaks only one language (monolingual speaker), and
some speakers have only neutral speech. Importantly, with
only the neutral native speech (L1) data for a target speaker
during training, helped with another emotional speaker in the
target language (L2), our METTS system is able to produce
the target speaker’s emotional speech in the target language
(L2) with reasonable proficiency and naturalness. METTS
has significant applications such as foreign movie dubbing
and computer-assisted language learning (CALL). However,
building METTS is not a trivial task with three challenges.

• Foreign accent problem. Different languages have quite
different prosody patterns in pronunciation. In a typi-
cal cross-lingual TTS system, the accent of the source
language may be inevitably delivered to the speech in
the target language [11], leading to non-native synthetic
speech with a strong foreign accent. This problem is
prominent for cross-speaker and cross-lingual emotion
transfer because emotional expressions are heavily re-
flected in prosody patterns through changes in pitch,
loudness, speech rate and pauses.

• Speech entanglement problem. Only partial speakers in
the training set have emotional speech data, while we
need to enable each speaker in the training set generates
emotional speech. The speaker timbre and emotion en-
tanglement in speech may lead to speaker timbre leakage
when performing cross-speaker emotion transfer [16].
In other words, the source speaker’s timbre may be
inevitably transferred to the speech of the target speaker,
making the synthetic speech of the target speaker sounds
like the source speaker. Particularly, this problem be-
comes more severe for cross-speaker cross-lingual emo-
tion transfer as the entanglement of three factors in speech
– speaker timbre, language and emotion complicates the
disentanglement process.

• Emotional diversity problem. In order to synthesize di-
verse emotions, the TTS model usually needs additional
emotional information as prior, such as an emotion ID
or a reference speech sample. Compared to emotion ID,
providing emotional representation through a reference
encoder is apparently more diverse [17] as different ref-
erences lead to different fine-grained emotion deliveries.
However, such diversity raises a problem – how to select
an appropriate reference signal to exactly match the
textual content [18]. In this paper, cross-lingual reference
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selection, i.e., selecting a reference in L1 to match the text
in L2, is a brand new problem for cross-speaker emotion
transfer in the multilingual TTS system.

To address the above challenges, we propose METTS, a
novel approach to synthesizing bilingual emotional speech
for each monolingual speaker, even though some speakers
do not have emotional speech data during model training.
METTS is based on DeligtfulTTS [19], a state-of-the-art non-
autoregressive text-to-speech approach with improved Con-
former [20] blocks to model the variation of speech prosody.
Based on the skeleton of DelightfulTTS, our METTS leverages
the following designs to achieve: 1) emotion transfer from
a reference mel-spectrogram to synthesize speech (METTS-
REF) and 2) automatically matching the most suitable refer-
ence embedding according to the input text and emotion ID
to synthesize speech (METTS-ID).

First, we introduce multi-scale emotion modeling to address
the foreign accent problem. We believe emotion expressions
in multilingual speech can be generally factorized into the
shared similar prosody pattern [21], [22] (e.g., high pitch for
angry and low pitch for sad) conveyed in both languages and
distinct fine details of prosody [23], [24] due to the different
manners of pronunciation. This inspires us to model emotion
with coarse and fine scales to respectively represent language-
agnostic and language-specific emotion aspects in speech. To
be specific, the coarse-grained emotion is modeled by a Global
Style Token (GST) [25] layer with semi-supervised constraints
to make the coarse-grained emotional representation language-
agnostic; a Conditional Variational Autoencoder (CVAE) layer
establishes a language-specific emotion representation by in-
vestigating the fine-grained prosody variation of speech, with
the condition of language-dependent text input and the above
coarse-grained emotional representation. In this way, METTS
manages to successfully transfer emotion across languages via
the coarse-grained language-agnostic emotional representation
and produces native pronunciation without a foreign accent
in emotion delivery through the fine-grained language-specific
emotion representation.

Second, we employ information perturbation [16] to further
address the issue of speech entanglement. Specifically, the
reference speech is perturbed by randomly shifting its formant
frequency, which allows the multi-scale emotion modeling
module to generate a speaker-independent emotional repre-
sentation. This speaker-independent signal can decouple the
speaker timbre from reference speech in nature.

Third, to address the emotional diversity problem and select
an appropriate reference signal, we propose a vector quanti-
zation (VQ) based emotion matching module. Instead of di-
rectly modeling the complicated regression between bilingual
textual representation and emotional representation, we first
use VQ to quantify coarse-grained language-agnostic emotion
representation to form a reference pool and subsequently
adopt an emotion matcher to match the bilingual textual
representation with the reference pool. This allows METTS
to realize reference-free inference and produce more diverse
emotional speech with reasonable expressiveness for both L1
and L2 text inputs.

The proposed METTS system is extensively evaluated on

a demanding Mandarin-English bilingual TTS task. This task
poses significant challenges due to substantial differences in
pronunciation between Chinese and English, such as variations
in syllable structure, tones, vowels, and consonant inventory,
the absence of retroflex sounds in Chinese, and the presence
of long vowels in English [26], [27]. Experimental results
show that although the performance of intra-lingual emotional
speech synthesis is better than that of more challenging
cross-lingual emotional speech synthesis, METTS can pro-
duce bilingual emotional speech for each target speaker and
effectively improve speech naturalness, speaker similarity, and
emotion similarity compared to other competitive methods.
Furthermore, the component analysis validates the good design
of our proposed model. Audio samples can be found on our
demo page 1.

The remainder of this paper is organized as follows. Sec-
tion II provides a comprehensive review of related work in the
field. Section III presents a detailed description of the proposed
approach. The experimental setups and results are described
in Section IV and Section V, respectively, where we analyze
the performance of METTS and present the evaluation out-
comes. In Section VI, we delve into the component analysis,
examining the contributions of each individual module in our
system. Finally, Section VII concludes the paper, summarizing
the findings and highlighting future research directions.

II. RELATED WORK

Multi-lingual speech synthesis and emotional speech syn-
thesis are two popular topics in the literature where trans-
fer learning approaches – transferring speaker voices across
languages or transferring style/emotion across speakers – are
mainstream approaches better leveraging limited data. How-
ever, to the best of our knowledge, the current studies have
not yet addressed both cross-speaker and cross-lingual emotion
transfer. This is a more challenging task, as discussed in Sec-
tion 1. Moreover, to improve the diversity of synthetic speech,
cross-lingual reference selection is another new problem in
reference-based multi-lingual emotional TTS. Therefore, here
we review the prior arts in multilingual speech synthesis,
emotional speech synthesis, and reference speech selection,
respectively.

A. Multilingual speech synthesis

Developing a robust multilingual text-to-speech (TTS) sys-
tem requires a unified representation of textual input. This
can be achieved by merging phoneme sets from different
languages or utilizing the International Phonetic Alphabet
(IPA) to represent speech sounds. Based on the unified rep-
resentation of textual input, several studies have explored a
more efficient method that utilizes a single acoustic model with
shared parameters across languages as an alternative to training
separate models for each language [28], [29], [30]. Addition-
ally, incorporating explicit language identification (ID) enables
better control over language-specific prosody and improves the
naturalness of synthetic speech [31], [32].

1https://anonymous-rep0.github.io/METTS/
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However, due to distinct prosody patterns in different lan-
guages, cross-lingual synthetic audio often suffers from an
undesired foreign accent problem in multilingual TTS sys-
tems. To address this challenge, some researchers investigate
obtaining language-specific and speaker-independent prosodic
representations through implicit disentanglement [33], [34].
Typically, domain adversarial training strategies have been
employed to encourage the model to learn disentangled repre-
sentations of text and speaker identity [11], [35], [32], where
a gradient reversal layer is inserted before a speaker classifier.
Furthermore, some studies [36], [37] propose to use a style
VAE encoder to alleviate the foreign accent problem by lever-
aging existing authentic styles during inference. Moreover, the
triplet training scheme is utilized to overcome the accent prob-
lem by combining unseen speakers and language through fine-
tuning [38]. CrossSpeech [39] obtains disentangled speaker
and language representations through the speaker-independent
generator and speaker-dependent generator.

It is important to note that while these approaches have
shown promise in improving the performance of multilingual
speech synthesis, challenges still remain in achieving emotion-
ally expressive and foreign accent-free speech across different
languages.

B. Emotional speech synthesis
Significant progress has been made in the field of emotional

speech synthesis in recent years [17], [8], [40], [41]. When
categorized emotion data is available for the target speaker,
a straightforward approach is to model emotional expressions
based on discrete emotion IDs [42], [43]. However, the result-
ing synthetic speech often exhibits over-averaged emotional
expressions due to the discrete nature of emotion ID control.
On the other hand, transfer learning approaches have been pro-
posed, where a reference encoder is used to extract emotional
representations from a reference signal, providing guidance
for emotion synthesis. These emotion transfer approaches
offer more flexibility and diversify the generated emotional
speech [44], [45], [46].

Emotion transfer is effective for generating emotional
speech for speakers who only have neutral data, while it often
faces a trade-off between speaker similarity and emotional ex-
pressiveness in synthetic speech. This trade-off results in either
low speaker similarity or poor emotion similarity. To address
this issue, disentangling these speech attributes and modeling
them separately becomes necessary. Various schemes have
been proposed for disentanglement. Some work implicitly
decouples speech attributes in latent representations [47], [48].
Whitehill et al. [49] use an unpaired training strategy and
adversarial cycle consistency scheme to disentangle emotion
and speaker. Li et al. [40] propose an emotion-disentangling
module, which learns speaker-independence emotion embed-
ding via an orthogonal loss with the speaker embedding. On
the other hand, some studies [50], [51] explicitly decouple
speech attributes through bottleneck features, information per-
turbation, and other methods. Li et al. [16] learn emotion-
related mel-spectrogram and speaker-related mel-spectrogram
through information perturbation and generate emotionally
expressive speech.

Considering human emotional expression’s diverse and
complex patterns, some research proposes to model emo-
tional speech at multiple scales to capture rich emotional
variations. [8], [52], [53]. For instance, the approach in [8]
combines global emotion representation with local emotion
representation at a fine-grained level, such as phoneme- or
syllable-level, resulting in more natural and expressive speech.
However, in the context of multilingual emotional speech
synthesis, the entanglement between emotion and language
becomes more complex and requires adequate consideration.

C. Reference speech selection

The selection of appropriate reference speech plays a crucial
role in ensuring the naturalness and diversity of emotional
expression in emotion transfer-based TTS approaches. In prac-
tical non-parallel transfer applications, the textual contents of
reference audio are different from that of generated speech
during inference, while they remain the same during training.
This mismatch can result in degraded speech naturalness [54],
[55] and inappropriate emotional expressions. Since there is no
text-matched reference available during inference, the problem
of selecting suitable reference audio becomes challenging.

One straightforward approach to address the mismatch
problem is leveraging multiple references during training and
inference, such as through simple averaging embeddings of
multiple references [56]. Recently, more sophisticated ap-
proaches based on context have been proposed for reference
selection. For instance, ProsodySpeech [57] utilizes a Prosody
Distributor that employs an attention mechanism to select ref-
erences at the phone level. Inspired by Contrastive Language-
Image Pre-training (CLIP) [58], CALM [18] incorporates a
Contrastive Acoustic-Linguistic Module to select reference
speeches based on the input text.

However, as human emotions and the contextual content
of multilingual scripts are highly complicated, addressing
emotional reference selection and accounting for the diverse
contextual content in multilingual scenarios remain essential
research topics.

III. METHODOLOGY

This section first gives an overview of METTS, followed
by the motivation and design of each module. The training
pipeline will also be introduced in this section.

A. Overview

The proposed framework is built on a multilingual text
processing front-end, which supports both Chinese and En-
glish. The front end encodes Chinese text input into labels of
phonemes, tones, word boundaries, and prosodic boundaries
while encoding English text input into labels of phonemes.
Note that the Chinese phoneme set is based on Pinyin, while
English is based on CMU-Dict. Therefore, we merge the
Chinese and English phoneme sets for unified textual inputs
of the bilingual TTS system.

As shown in Figure 1, the backbone of METTS is based
on DelightfulTTS [19], which consists of a text encoder, a
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Fig. 1: The architecture of METTS.

variance adaptor, and a mel-spectrogram decoder. Notably,
the improved Conformer [20] structure better model local
and global dependency of mel-spectrogram, which has led
DelightfulTTS to win the Blizzard Challenge 2021. In gen-
eral, METTS updates DelightfulTTS with multi-scale emotion
modeling to achieve natural multilingual emotional TTS by
both emotion reference (METTS-REF) and ID (METTS-ID)
as the control signal. Specifically, the coarse-grained emotion
embedding is provided by a GST layer or an emotion matcher,
while the fine-grained emotion embedding is obtained from the
CVAE module. Moreover, a perturb module is introduced to
distort the speaker timbre of the reference signal for decou-
pling timbre from speech. The speaker embedding is obtained
through a lookup table and is added to the output of the
variance adaptor, which is then fed into the mel-spectrogram
decoder to synthesize the final mel-spectrogram.

B. Multi-scale emotion modeling

In general, the emotional expressions of multi-lingual
speech could be factorized to the shared prosody pattern and
distinct fine details of prosody due to the different manners of
pronunciation. METTS utilizes the Global Style Tokens (GST)
and Conditional Variational Autoencoder (CVAE) modules to
establish coarse-grained language-agnostic and fine-grained
language-specific emotional representations.

The GST module employs a reference encoder to encode
mel-spectrogram into a hidden representation and utilizes
multi-head attention to calculate the global emotional style
tokens. Notably, L2 normalization is applied to the global
emotional representation, eliminating magnitude-related infor-
mation that may vary across languages and speakers. This
normalization improves the generalization ability of the model,
allowing for emotion embedding control based solely on angu-
lar information geometrically [59]. By mapping the emotional
representation of different languages to the same global tokens,
the GST module forms the language-agnostic representation.

The CVAE module focuses on learning fine-grained emotion
expression from the mel-spectrogram, with text and coarse-
grained emotion conditions. It utilizes a conformer block
and a GRU layer to extract frame-level emotion embeddings,
which are then downsampled to the phoneme level based on
duration. These phoneme-level embeddings are used to derive
the mean and variance of the distribution of phoneme-level
prosody. Additionally, taking inspiration from VITS [7], a
fine-grained predictor is designed to predict the distribution of
fine-grained emotion from text. To improve the expressiveness
of the predicted distribution, a normalizing flow technique is
employed, enabling an invertible transformation from a simple
distribution to a more complex one. By learning fine-grained
emotional representations that are consistent with the text, the
CVAE module forms the language-specific representation.
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To ensure that the extracted multi-scale representations are
relevant to emotions, even for training data without emotion
annotations, a semi-supervised strategy is employed, which
includes an emotion classifier. Specifically, only the embed-
dings of annotated audio are used to supervise the emotion
classifier for both coarse- and fine-grained representations. The
audio without emotion annotations is not involved to optimize
the emotion classifiers and is utilized to train the acoustic
model by the extracted embeddings. Furthermore, the frame
and phoneme emotion embeddings are processed through a
GRU layer to extract a single vector, which is then used as
input to the emotion classifier.

C. Speaker disentanglement based on information perturba-
tion

In our multilingual emotional speech synthesis setup, where
each speaker is mono-lingual and only some speakers in the
training set have emotional speech data, the entanglement of
speaker timbre with emotion and language poses a challenge,
resulting in synthetic speech with low speaker similarity and
unusual emotional expression and pronunciation.

To address this issue more comprehensively, we adopt a
pre-processing step that utilizes a signal perturbation module
to remove the speaker timbre information. Specifically, we
apply a dynamic formant shift to the mel-spectrogram of the
reference speech. Speech formants are primarily determined by
the size, shape, and position of the vocal tract, which are highly
specific to each speaker and represent their vocal identity [60].
By performing a formant shift function, denoted as 𝑓 𝑠, on
the original waveform 𝑊𝑎𝑣𝑒, we obtain a speaker-independent
signal denoted as �𝑊𝑎𝑣𝑒 = 𝑓 𝑠(𝑊𝑎𝑣𝑒).

Subsequently, we extract the mel-spectrogram of the per-
turbed wave, denoted as 𝑀𝑒𝑙, which serves as the input for
emotion representations extraction. The perturbation module
perturbs the timbre of the recordings at a random scale by each
step during training, allowing the GST and CVAE modules
to learn a speaker-independent representation and effectively
disentangle the speaker’s timbre from speech.

D. VQ based emotion matcher

During inference, different reference usually lead to dif-
ferent emotional expression of the synthetic speech. The
selection of an appropriate reference is crucial for achieving
natural speech and accurate emotional expression. Therefore,
we propose an emotion matcher that automatically matches
the most suitable reference embedding based on the textual
content. Figure 2 illustrates the architecture of the emotion
matcher, which takes the text encoder output and the language
ID as input and generates the optimal reference embedding,
facilitating reference-free inference in METTS.

Directly modeling the complex relationship between bilin-
gual textual representation and emotional representation is
quite challenging, so we employ VQ to quantize the coarse-
grained emotion representation, forming a reference pool. Sub-
sequently, we predict the correct codebook from the reference
pool for the current utterance. This transforms the intricate

regression task into a simpler classifier task, simplifying the
modeling process.

Specifically, in our approach, we begin by extracting the
coarse-grained emotional representation and predicted emotion
ID for all training audio samples using the GST layer and
the emotion classifier. Subsequently, we apply VQ to quantize
the coarse-grained emotional representation. To achieve this,
we employ the k-means algorithm to obtain 𝑁 clusters for
each emotion category, resulting in a total of 𝑁 ×𝑀 reference
embeddings (𝑀 is the number of emotion categories), which
form the reference pool.

To select the appropriate reference from the pool, the emo-
tion matcher utilizes a multilayer perceptron (MLP) to gener-
ate a text-emotion vector. This vector captures the contextual
information related to emotion by taking the text encoder
output and emotion ID as inputs. Using the text-emotion vector
and the embedding-candidate pool, we calculate the correlation
coefficient (CC) matrix between them. The calculation of CC
is similar to the process of Scaled Dot-Product Attention [61]
and is defined as:

𝐶𝐶 (𝑉𝑡 , 𝐸𝑐) = softmax

(
𝑉𝑡𝐸

𝑇
𝑐√︁

𝑑𝐸𝐶

)
, (1)

where 𝑉𝑡 and 𝐸𝑐 represent the text-emotion vector and embed-
ding candidates, respectively, and 𝑑𝐸𝐶

denotes the dimension
of the embedding candidates. The softmax function is applied
to normalize the correlation coefficients. The embedding with
the highest correlation coefficient is selected as the coarse-
grained emotion representation for the TTS system.

To ensure that the selected embedding corresponds to the
input text, a matcher classifier is introduced to supervise the
CC matrix. It ensures that the embedding with the highest
correlation coefficient is the cluster center corresponding to
the input text.

E. Training and fine-tuning

For flexible control of the generated emotional expressions,
we use pre-training and fine-tuning procedures to conduct
multilingual emotional speech synthesis from a reference
signal and manual emotion ID, respectively.

The training objective of METTS-REF is

Lpretrain =0.05 ∗ Lkl + Lprosody+
0.1 ∗ Lemo + Lssim + Liter,

(2)

where Lprosody is the L1 loss between the
predicted pitch/energy/duration and the ground-truth
pitch/energy/duration, Lemo is the semi-supervised
crossentropy loss of emotion classifier. Lkl is the KL
divergence to predict the phoneme-level emotion distribution
from text encoder output, and Liter is the sum of mel-
spectrogram L1 loss between the predicted and ground-truth
mel-spectrogram in each Conformer block. Moreover, we
use structural similarity Lssim [62] to measure the similarity
between predicted and ground-truth mel-spectrogram in the
final Conformer block.

The purpose of fine-tuning is to support METTS-ID. During
fine-tuning, we use the ground-truth clustering center as the



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 6

Embedding-candidate Pool
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Output MLP

Correlation
Coefficient
Calculator
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Fig. 2: The architecture of emotion matcher.

coarse-grained emotion representation for the TTS model and
jointly optimize the emotion matcher. To stabilize the joint
training, we freeze the GST-layer and emotion classifier as
a discriminator to distinguish the emotion category of the
generated mel-spectrogram.

The fine-tuning objective is

Lfinetune = Lmatch + Ldisc + Lbase′ , (3)

where Lmatch is the cross entropy loss between the selected
clustering centre and the actual clustering centre in the emotion
matcher, Ldisc is the emotion classification loss of the pre-
dicted mel-spectrogram taking GST layer as an discriminator,
and Lbase′ means removing Lemo from the pre-trained model
objectives.

IV. EXPERIMENTAL SETUPS

This section introduces the database configuration, training
setups, compared methods, and evaluation methods.

A. Dataset

To assess the performance of METTS, we conduct a series
of experiments on Chinese and English datasets, as shown in
Table I. These two languages have tremendous pronunciation
differences, which poses a challenge for multilingual speech
synthesis. The Chinese dataset includes audio clips from two
female speakers, denoted as CN1 and CN2, expressing six
types of emotions (anger, fear, happiness, sadness, surprise,
and neutral). The total number of audio clips was 22,205,
approximately 21 hours of audio in sum. The English dataset
includes audio clips from two female speakers, EN1 and EN2,
for 19,676 audio clips, approximately 20 hours. There is no
apparent emotional expression in English datasets. All data are
studio-quality recorded at 48KHz.

B. Training setups

For all texts, the TTS front end encodes Chinese text
input into phonemes, tones, word boundaries, and prosodic
boundaries while decoding English text input into labels of

phonemes. We down-sample all the audios into 24k Hz and set
the frame and hop sizes to 1200 and 300, respectively, when
extracting optional auxiliary acoustic features like pitch and
mel-spectrogram. The auxiliary pitch and energy contour is ex-
tracted through WORLD [63], and the implementation of for-
mant shifting is achieved by Praat, following the NANSY [50]
model. The phoneme duration is obtained through an HMM-
based force alignment model [64].

METTS takes DelightfulTTS [19] as the backbone, which
consists of an encoder and decoder, both containing six
conformer blocks. The dimensions of the emotion embedding
and speaker embedding are set to 384. The CVAE module
uses the Flow setting from VITS [7], and the dimension of the
fine-grained emotion embedding is set to 16. The multi-layer
perceptron (MLP) consists of one conformer block layer, six
two-dimensional convolution layers, and one gated recurrent
unit (GRU) layer, which outputs a 384-dimensional vector. The
number of clusters in the k-means algorithm 𝑁 is set to 64.
All classifiers have the same structure that consists of 3 fully
connected layers with the Relu activation function.

All models are trained up to 400k steps on two 2080Ti
GPUs with a batch size of 12 and use a MelGAN [65] vocoder
to convert the generated mel-spectrogram into waveforms.

C. Comparison methods

As this work is the first attempt, to the best of our
knowledge, to synthesize foreign emotional speech through
emotion transfer from reference speech or directly based on
emotion ID, there are no existing methods directly comparable
to our proposed approach. However, we compare our proposed
METTS with the most relevant and recent methods in the
field to provide a fair evaluation. To ensure fairness in the
comparison, we implement the following comparison models
on the delightful TTS model backbone and maintain identical
training setups.

• CET [41] is a powerful Cross-speaker Emotion Transfer
speech synthesis system, which defines several emotion
tokens that are trained to be highly correlated with
corresponding emotions by a semi-supervised training
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TABLE I: Dataset for the multilingual emotional TTS.

Corpus Language Emotion (sentences) UsageNeutral Happy Surprise Sadness Angry Disgust Fear

CN1 Chinese 5k 0.5k 0.5k 0.5k 0.5k 0.5k 0.5k Training&Evaluation
CN1 Chinese 5k 2k 2k 2k 2k 2k 2k Training&Evaluation
EN1 English 10k - - - - - - Training&Evaluation
EN2 English 10k - - - - - - Training&Evaluation

strategy. Speaker condition layer normalization is imple-
mented to eliminate the down-gradation to the timbre
similarity for cross-speaker emotion transfer. During in-
ference, the model transfers emotion from a reference
mel-spectrogram to the synthetic speech.

• M3 [36] is a Multi-speaker, Multi-style, and Multi-
lingual text-to-speech system, which utilizes a speaker
conditional variational encoder and conducts adversarial
speaker training by the gradient reversal layer. Moreover,
the model uses a Mixture Density Network (MDN) for
mapping text and the extracted style vectors for each
speaker. In inference time, the model predicts emotion
representation according to emotion ID and text to syn-
thesize speech.

• METTS-REF is the proposed model that transfers emo-
tion from a reference mel-spectrogram to synthesize
speech.

• METTS-ID is the proposed model that automatically
matches the most suitable reference embedding according
to the input text and emotion ID to synthesize speech.

D. Evaluation metrics

To evaluate the performance of the benchmark systems,
we conduct a comprehensive set of evaluation methods. We
prepare two test sets consisting of forty English texts and
forty Chinese texts. For each speaker and emotion category,
we generate samples, resulting in a total of 1,920 samples (2
languages × 40 texts × 4 speakers × 6 emotions) for evalua-
tion. For models that transfer emotion from a reference mel-
spectrogram, we provide randomly selected mel-spectrograms
from CN_spk1 as the reference. For models that synthesize
speech based on emotion ID, we provide the corresponding
emotion ID as input.

For subjective evaluation, we conducted two types of human
perceptual rating experiments. A total of twenty-two volun-
teers with basic English skills participate in these experiments.
Mean Opinion Score (MOS) [66] is used to evaluate the
naturalness of the synthetic speech. Participants are asked to
rate the speech on a scale ranging from 1 to 5, reflecting the
influence of foreign accents and emotion on naturalness. The
rating criteria are as follows: bad = 1, poor = 2, fair = 3, good =
4, great = 5, with 0.5-point increments. Similarity Mean Opin-
ion Scores (SMOS) [67] is adopted to subjectively evaluate
the synthetic speech from two aspects: emotion similarity and
speaker similarity. Participants are asked to rate the speech’s
similarity to a given emotional reference and the similarity to
the reference of the target speaker. The rating scale and criteria
are the same as those used in the MOS evaluation.

For objective evaluation, we measure speaker cosine simi-
larity, character error rate (CER), and word error rate (WER)
for the synthetic audio. To measure speaker cosine similarity,
we train an ECAPA-TDNN [68] model trained on 3,300 hours
of Mandarin speech and 2,700 hours of English speech from
18,083 speakers to extract x-vectors. We extract the averaged
x-vector of all utterances for each English speaker and six
averaged x-vectors for each emotion category of the Chinese
speaker. We then extract the x-vector of the synthetic audio
and calculate the cosine distance. A higher cosine similarity
indicates a more similar speaker timbre. To evaluate CER and
WER, we use an open-source model provided by the WeNet
community [69], which uses the U2++ conformer architecture
and is trained on 10,000 hours of open-source Gigaspeech
English data [70] and 10,000 hours of open-source WeNet
Mandarin data [71], respectively. A higher CER or WER
indicates less accurate pronunciation.

V. EXPERIMENTAL RESULTS

This section evaluates the performance of each system to
produce bilingual emotional speech for Chinese and English
speakers. The comparison between METTS and other methods
is presented and discussed.

A. Subjective evaluation

We initially conducts a subjective evaluation to assess the
performance of the generated multilingual emotional speech
in terms of speech naturalness, speaker similarity, and emo-
tion similarity for both Chinese and English speakers. The
evaluation results, as presented in Table II and Table III,
demonstrate that the proposed METTS family consistently
outperforms the baseline models across all evaluation metrics
for both Chinese and English speakers. Notably, all models
exhibit a performance degradation during cross-lingual emo-
tional speech synthesis, indicating that the synthetic Chinese
speech for English speakers generally has lower quality com-
pared to that for Chinese speakers. Nevertheless, the proposed
METTS family demonstrates relatively minor degradation in
performance during cross-lingual emotional speech synthesis,
suggesting its capability to generate natural and fluent foreign
speech for a given target speaker.

Comparing the different models in the METTS family,
METTS-REF achieves the highest speaker and emotion sim-
ilarity scores, indicating its effectiveness in transferring emo-
tions from reference to synthetic speech. On the other hand,
METTS-ID achieves almost the highest naturalness score and
comparable emotion similarity to METTS-REF. This result
validates the efficacy of the emotion matcher module in accu-
rately matching a suitable reference embedding to synthesize
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TABLE II: Results of subjective evaluation with 95% confidence interval for Chinese speakers.

Chinese Text English Text

Model Naturalness Speaker Similarity Emotion Similarity Naturalness Speaker Similarity Emotion Similarity

METTS-REF 4.11±0.12 3.94±0.16 4.12±0.14 4.00±0.11 3.94±0.12 3.44±0.22
METTS-ID 4.07±0.13 3.88±0.16 3.95±0.13 4.06±0.18 3.77±0.20 3.24±0.22
CET [41] 3.65±0.14 3.69±0.12 4.00±0.11 3.01±0.19 3.35±0.14 3.39±0.16
M3 [36] 2.69±0.19 3.35±0.15 3.21±0.18 2.49±0.23 3.46±0.16 2.97±0.16

TABLE III: Results of subjective evaluation with 95% confidence interval for English speakers.

Chinese Text English Text

Model Naturalness Speaker Similarity Emotion Similarity Naturalness Speaker Similarity Emotion Similarity

METTS-REF 3.91±0.14 3.68±0.18 3.71±0.15 3.95±0.14 3.82±0.16 3.44±0.19
METTS-ID 4.02±0.15 3.57±21 3.73±0.17 4.05±0.18 3.74±0.18 3.26±0.14
CET [41] 3.08±0.16 2.88±0.17 3.41±0.16 2.89±0.12 3.33±0.15 3.21±0.20
M3 [36] 2.72±0.15 3.17±0.15 3.01±0.18 2.41±0.19 3.24±01.5 2.81±0.18

more natural speech. Furthermore, there are two exceptional
cases worth mentioning. In Table II, METTS-REF achieves the
highest naturalness score in synthesizing Chinese emotional
speech for Chinese speakers, indicating that intra-lingual emo-
tion expressions of different speakers are similar. In Table III,
METTS-ID obtains the highest emotion similarity score in
synthesizing Chinese emotional speech for English speakers,
which suggests that the coarse-grained emotion embedding
provided by the emotion matcher module is close to that of
the emotion encoder for English speakers in this particular
condition.

CET demonstrates similar emotion similarity to METTS-
REF under specific test conditions, indicating its powerful abil-
ity in emotion transfer. However, CET is primarily designed
for inter-language emotion transfer and relies on a single-scale
emotion representation, which is hard to capture the diverse
emotional expressions across different languages. As a result,
the synthetic speech may exhibit a heavy accent. Therefore,
CET receives lower scores in naturalness and speaker sim-
ilarity evaluations. In contrast, our proposed METTS model
incorporates multi-scale emotion modeling to capture both
language-specific and language-agnostic emotional expres-
sions, effectively avoiding the entanglement of accents with
emotions. Furthermore, M3 performs poorly across all evalu-
ation metrics. M3 assumes a strong correlation between style
coding and the speaker’s attributes and content [36], which
leads to an entanglement between the speaker’s timbre and
emotion. Additionally, the domain adversarial training used in
M3 for speaker timbre disentanglement is not stable [72]. In
contrast, our proposed model employs information perturba-
tion to effectively remove the speaker’s timbre, resulting in a
more stable and practical approach.

B. Objective evaluation
To comprehensively evaluate the performance of our multi-

lingual emotional TTS system, we conduct objective tests to
measure speaker cosine similarity, character error rate (CER)
for synthetic Chinese speech, and word error rate (WER) for
synthetic English speech.

The objective test results presented in Tables IV and Table V
confirm the observations from the subjective evaluation, high-

TABLE IV: Results of objective evaluation for Chinese speakers.

Chinese Text English Text

Model Cosine Similarity CER Cosine Similarity WER

METTS-REF 0.813 0.48 0.753 5.60
METTS-ID 0.805 0.48 0.711 5.46
CET [41] 0.726 0.35 0.638 12.65
M3 [36] 0.754 11.02 0.673 55.32

TABLE V: Results of objective evaluation for English speakers.

Chinese Text English Text

Model Cosine Similarity CER Cosine Similarity WER

METTS-REF 0.735 1.38 0.769 5.51
METTS-ID 0.709 1.36 0.786 2.15
CET [41] 0.659 1.24 0.663 8.05
M3 [36] 0.671 16.74 0.704 38.22

lighting the distinction between inter-lingual and cross-lingual
speech synthesis. The METTS family achieves the highest
speaker cosine similarity, demonstrating the effectiveness of
our approach in disentangling speaker timbre from both emo-
tion and language. Furthermore, the METTS family achieves
lower CER and WER, indicating its stability in generating
intelligent, natural-sounding multilingual emotional speech.

It is worth noting that CET achieves the lowest Chinese
CER, showcasing its ability in intra-lingual emotion transfer.
However, the higher English WER of CET reflects the sig-
nificant challenges of cross-lingual emotion transfer, which
aligns with the subjective evaluation results concerning natu-
ralness. Additionally, M3 fails to effectively address accent-
related challenges in multilingual emotional speech synthesis,
resulting in incorrect pronunciation and yielding the highest
CER and WER. Furthermore, the results of speaker cosine
similarity suggest that information perturbation for speaker
timbre removal employed in our approach is more effective
than the SALN method used in CET and the speaker adversar-
ial training method in M3 in terms of speaker disentanglement
in multilingual emotional speech synthesis.
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TABLE VI: Results of Ablation study with 95% confidence interval for Chinese speakers.

Chinese Text English Text

Model Naturalness Speaker Similarity Emotion Similarity Naturalness Speaker Similarity Emotion Similarity

METTS-REF 4.11±0.12 3.94±0.16 4.12±0.14 4.00±0.11 3.94±0.12 3.44±0.22
- GST 3.50±0.15 3.82±0.17 3.19±0.18 3.69±0.13 3.80±0.18 3.07±0.17
- CVAE 3.95±0.12 3.81±0.16 3.88±0.12 3.43±0.14 3.82±0.13 3.39±0.17
- Perturb 4.02±0.12 3.87±0.15 4.19±0.14 3.45±0.17 3.55±0.16 3.58±0.21

TABLE VII: Results of Ablation study with 95% confidence interval for English speakers.

Chinese Text English Text

Model Naturalness Speaker Similarity Emotion Similarity Naturalness Speaker Similarity Emotion Similarity

METTS-REF 3.91±0.14 3.68±0.18 3.71±0.15 3.95±0.14 3.82±0.16 3.44±0.19
- GST 3.75±0.19 3.52±0.21 3.24±0.21 3.73±0.19 3.64±0.21 3.17±0.18
- CVAE 3.71±0.18 3.56±0.19 3.58±0.19 3.17±0.18 3.76±0.21 3.30±0.20
- Perturb 3.85±0.21 3.19±0.27 3.82±0.19 3.50±0.22 3.26±0.29 3.52±0.20

Angry
Fear
Happy
Sad
Surprise
Neutral
English

(a) Colored by emotion.

CN2
EN1
EN2

CN1

(b) Colored by speaker.

Fig. 3: T-SNE visualization of emotion embedding. The difference
between (a) and (b) is that they are colored by different attributes.

C. Visual analysis of emotional representation

We further visualize We further visualize the coarse-grained
emotional representation via T-SNE [73]. Specifically, we
preserve 100 utterances per emotion in the Chinese training
speech data and 600 in English.

Figure 3(a) presents the T-SNE visualization of the emo-
tion embeddings for Chinese utterances, demonstrating clear
clusters. This observation validates the effectiveness of our
semi-supervised emotion classifier. However, in Figure 3(a),
we notice that certain emotion embeddings of English utter-
ances are intermixed with those of Chinese utterances. We

hypothesize that the language-agnostic nature of the coarse-
grained emotion representation enables it to capture subtle
emotional expressions in English utterances, resulting in their
clustering alongside the Chinese utterances. This intermixed
phenomenon of coarse-grained emotion representation signi-
fies the METTS family’s ability to transfer emotions across
languages.

To further explore the extent to which the emotional repre-
sentation encompasses the speaker’s timbre attribute, we color
the T-SNE visualization based on speaker ID. Figure 3(b)
illustrates that the emotion embeddings are not well clustered
according to the speaker, providing evidence of the speaker’s
independence in the coarse-grained emotion representation.
This finding reinforces the effectiveness of our approach in
disentangling speaker characteristics and isolating them from
the emotional representation.

VI. COMPONENT ANALYSIS

In Section V, we demonstrate the excellent performance of
METTS in both intra- and cross-lingual scenarios of emotional
speech synthesis. In this section, we aim to evaluate the
effectiveness of each component by examining their impact
on naturalness, speaker similarity, and emotion similarity.
Additionally, we analyze the influence of different values of
clusters on the performance of METTS-ID.

A. Ablation study of METTS-REF

We conduct ablation studies where the GST module, CVAE
module, and perturb module are removed individually. The
corresponding results are presented in Table VI and Table VII,
respectively.

The removal of the GST module significantly affects the
control of global emotional expression in bilingual speech.
Without GST, METTS fails to map emotional expressions
of different languages to the same global token and provide
global emotion conditions. As a result, there is a significant
decrease in emotion similarity and noticeable declines in
naturalness and speaker similarity. This highlights the crucial
role of the coarse-grained language-agnostic emotion repre-
sentation in our approach.
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TABLE VIII: Results of different values of 𝑁 on model’s performance with 95% confidence interval for Chinese speakers.

Chinese Text English Text

𝑁 Accuracy Naturalness Speaker Similarity Emotion Similarity Accuracy Naturalness Speaker Similarity Emotion Similarity

32 0.916 3.91±0.13 3.60±0.15 3.51±0.19 0.920 3.81±0.13 3.60±0.15 2.95±0.21
64 0.854 4.07±0.13 3.88±0.16 3.95±0.13 0.875 4.06±0.18 3.77±0.20 3.24±0.22
96 0.656 4.00±0.12 3.76±0.14 3.68±0.16 0.664 3.86±0.14 3.63±0.17 2.98±0.20

TABLE IX: Results of different values of 𝑁 on model’s performance with 95% confidence interval for English speakers.

Chinese Text English Text

𝑁 Accuracy Naturalness Speaker Similarity Emotion Similarity Accuracy Naturalness Speaker Similarity Emotion Similarity

32 0.916 3.80±0.17 3.62±0.17 3.57±0.19 0.920 3.76±0.18 3.65±0.18 3.21±0.17
64 0.854 4.02±0.15 3.57±0.21 3.73±0.17 0.875 4.05±0.18 3.74±0.18 3.26±0.14
96 0.656 3.90±0.20 3.72±0.15 3.64±0.17 0.664 3.74±0.16 3.52±0.18 3.10±0.22

Furthermore, when the CVAE module is removed, there
is a sharp decline in naturalness and a decrease in emotion
similarity. This indicates that the fine-grained emotional rep-
resentation learned by the CVAE module, which is consistent
with the input text, not only enhances the emotional expression
but also plays a vital role in addressing the foreign accent
problem and improving the overall naturalness of the synthetic
speech.

Regarding the perturbation module, its omission slightly
increased emotion similarity in most test conditions. How-
ever, it significantly compromised naturalness and speaker
similarity. This trade-off suggests a substantial entanglement
between speaker timbre, emotion, and language in multilingual
emotional speech synthesis. Speaker timbre entangled with
language may lead to abnormal pronunciation, while speaker
timbre entangled with emotion may result in slightly high emo-
tional expressiveness but low speaker similarity. Therefore,
the necessity of speaker disentanglement becomes apparent
to achieve idiomatic pronunciation and natural emotional ex-
pression for each speaker.

B. Ablation study of METTS-ID

Given the significance of the codebook size in Vector Quan-
tization (VQ), we investigate the impact of different values
of 𝑁 in the emotion matcher module on the performance of
METTS-ID. Alongside evaluating naturalness, speaker simi-
larity, and emotion similarity, we also examine the accuracy
of the emotion matcher. For analysis, we retain 100 utterances
per emotion in Chinese and 600 in English.

We first evaluate the accuracy of the emotion matcher by
extracting the ground-truth cluster labels for each utterance
and calculating the predicted accuracy. The results, presented
in Table VIII and Table IX, demonstrate that as the value of
𝑁 increases, there is an increase in the diversity of emotion
embeddings. In contrast, the predicted accuracy of the emo-
tion matcher gradually decreases. This indicates a complex
trade-off between the diversity of emotion embeddings and
the predicted accuracy of the emotion matcher. Notably, the
predicted accuracy remains consistent across target speakers
and languages, ensuring that METTS-ID can generate natural
and emotionally expressive bilingual speech for each target
speaker.

Furthermore, as shown in Table VIII and Table IX, the effect
of 𝑁 on speaker similarity is negligible, while naturalness and
emotion similarity achieve their highest scores when 𝑁 is set
to 64. Therefore, considering the overall performance, we des-
ignate 𝑁 as 64 to strike a balance between predicted accuracy,
naturalness, speaker similarity, and emotion similarity.

VII. CONCLUSION

This paper proposes METTS for multilingual emotional
speech synthesis, aiming at achieving natural and diverse
bilingual emotional speech across speakers. First, we introduce
multi-scale emotion modeling to learn emotional expressions
from a language-agnostic emotion representation (coarse-
grained) and a language-specific emotion representation (fine-
grained), effectively addressing the foreign accent problem.
Meanwhile, we leverage information perturbation to address
the problem of speaker timbre coupling and obtain speaker-
independent multi-scale emotion representation. Moreover,
we design a VQ-based emotion matcher to construct an
embedding-candidate pool and select appropriate references
according to the input text and emotion category for better
emotional diversity and the naturalness of synthetic speech.
English-Chinese bilingual experiments show that METTS can
synthesize expressive bilingual speech with natural emotion
and native pronunciation for each mono-lingual speaker.

During our investigation of the multilingual emotional TTS
system through cross-speaker cross-lingual emotion transfer,
we have identified the need for further improvements in
synthesizing English emotional speech for both Chinese and
English speakers. This is mainly because the English training
corpus is mainly neutral in our study. We believe that leverag-
ing emotional English corpus to train METTS will effectively
improve the expressiveness of English synthetic speech in
multilingual emotional text-to-speech.
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