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Huffman Code Based Error Screening and Channel
Code Optimization for Error Concealment in
Perceptual Audio Coding (PAC) Algorithms

J. Nicholas Lanemamember, IEEECarl-Erik W. Sundbergrellow, IEEE and Christof Faller

Abstract—The class of Perceptual Audio Coding (PAC) algo- Index Terms—Conformance testing, digital audio broadcasting,
rithms yields efficient and high-quality stereo digital audio bit- error detection coding, Huffman codes, source coding.
streams at bit rates from 16 kb/sec to 128 kb/sec (and even higher
bit rates). To avoid “pops and clicks” in the decoded audio signals

due to erasure or undetected errors from transmission over unre- |. INTRODUCTION

liable channels, e.g., in the context of digital audio broadcasting . . .
(DABY), channel error detection combined with source error con- ECHNICAL work is under way for establishing candidate
cealment, or source error mitigation, techniques are preferred to standard schemes for digital audio broadcasting (DAB) in

pure channel error correction. One simple and efficient way to per- the US and around the world, both for terrestrial and satellite
form channel error detection is to employ a high-rate block code; proadcasting. Digital audio broadcasting methods compatible

for example, the preferred solution for hybrid in-band on-channel ; ot ; ; ;
(HIBOC) DAB in the FM band employs a cyclic redundancy check with existing terrestrial analog FM and AM radio broadcasting

(CRC) code. Several joint source-channel coding issues arise in this &€ preferred b.y U.s. quadf:gsters [1]. These potential-appli—
framework because PAC contains a fixed-to-variable source coding cations have stimulated significant development of low bit rate
component in the form of Huffman codes, so that the output audio audio coding algorithms, such as the perceptual audio coding
packets are of varying length. We explore two such issues in this (PAC) algorithm [2], [3], in parallel with, and often in conjunc-

paper. . tion with, robust and bandwidth-efficient transmission methods.
First, we develop methods for screening for undetected channel

errors in the audio decoder by looking for inconsistencies between Multistream transmission [4], [S] is a particularly appealing ex-
the number of bits decoded by the Huffman decoder and the ample of these developments.

number of bits in the packet as specified by control information PAC can achieve stereo, CD-quality audio at bit rates of
within the bitstream. We evaluate this scheme by means of 56_128 kb/sec. Bit rates of 64-96 kb/sec are suitable for digital

simulations of Bernouli sources and real audio data encoded by : . C : .
PAC, both exposed to random bit errors as well as errors that audio broadcasting applications in the FM band. Daytime AM

pass undetected through a CRC decoder. Considerable reduction broadcas.,ting may require bit rates in the range of 32-48 kb/sec,
in undetected errors is obtained with little extra processing in the and versions of the PAC algorithm exist for bit rates as low as
receiver and with little or no increase in the transmitted bit rate. 16 kb/sec. There is remaining redundancy in the audio data

Second, we consider several configurations for the channel eror pacayse of limited delay and complexity of the practical source
detection codes, in particular CRC codes, by means of represen- coders. As is the case with diaital speech transmission in
tative simulations and informal listening tests, for several audio : ! Wi g1 p 1SS !

coder bit rates of interest in DAB. One configuration employs a Cellular systems, this redundancy can be leveraged in the audio
fixed-rate, fixed-blocklength code of optimized length outside the decoder by error concealment, or error mitigation, algorithms.
PAC algorithm. Another preferable set of formats employs vari-  These algorithms essentially fill in lost frames by interpolating

able-blocklength, variable-rate outer codes matched to the indi- . - . . .
vidual audio packets, with one or more codewords used per audio neighboring frames. Such algorithms are triggered by a signal,

packet. In this case, better performance is obtained; however, to ref‘f_’”ed to asa flag, generate_d _by, e.g., the channel qe(?Odf'_lr or
maintain a constant bit rate into the channel, PAC and CRC en- various consistency checks within the audio decoder, indicating

coding must be performed jointly, e.g., by incorporating the CRC  that a channel error has likely occurred. If the error conceal-
into the bit allocation loop in the audio coder. ment algorithm is activated infrequently, the smoothed output
from the channel error detection and source error concealment
approach is preferred to a solution with channel error correction
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Fig. 1. Overview of the Perceptual Audio Coder (PAC).

all these DAB transmission system proposals, concatenatidital audio broadcasting systems for the AM and FM bands
channel coding is used. The outer channel code (the dRe].
closest to the audio coder) can be a CRC block code forAn outline of this paper is as follows. Section Il provides
error mitigation flagging through error detection, or a mora more detailed overview of PAC and describes efficient error
powerful Reed—Solomon code for error flagging either througfoncealment algorithms for PAC. Section Il shows how error
error correction only or through limited error correction witletection and concealment can be improved by using redundant
error detection. When error correction only is employegjuffman parsing information in the PAC coder bitstream. We
most Reed—Solomon decoders produce an error flag when #ieo refer to this as a screener for undetected errors. Section IV
“failure to decode” state has occurred. describes several options for employing an outer channel code.
PAC performs lossless Huffman coding of the quantizeSlection V provides results of outer CRC code optimization for
transform coefficients of an audio frame, so that the resultingrious audio coder bit rates from 16 kb/sec up to 96 kb/sec.
bitstream consists of a sequence of variable-length packdsth code length and code rate are considered. The results of
where, throughout this paper, we measure the length of a paakébrmal, subjective listening tests are included. The simulation
in bits. This property raises many joint source-channel codisgtup is a Gaussian channel as well as Rayleigh fading channels
design issues, several of which we explore in this paper. Rsith an inner convolutional code and an outer CRC code. This
example, we exploit any inconsistency between Huffman codata gives guidance for other coding setups as well at different
data and PAC control information to detect errors that paasdio coder bitrates. Section VI closes the paper with discussion
undetected through the channel decoder(s). This processamgl conclusions.
takes place in the PAC decoder after CRC decoding. The
result is a screening mechanism through which a considerable Il. BRIEF SUMMARY OF PAC

fraction of the undetected channel errors are converted to ] ) i )
error concealment flags. As another example, we consider thd '€ PAC algorithm [2], [3] is a transform coding algorithm

influence of the outer channel code format on the performani@@t incorporates advanced signal processing and psychoa-
of the audio decoder error concealment algorithm. Since tR@ustic modeling techniques to achieve a high level of signal
most convenient way of employing the outer code is to u§@mpression. Fig. 1 provides a block diagram of the PAC
a fixed-blocklength code of a fixed rate, a matching problefficoder. In brief, PAC uses a perceptually-designed, signal
results. In this case, shorter blocklengths yield weaker COO%@aptwe filterbank that switches between a modified d|sgrete
that allow too many channel errors to pass undetected into #R$ine transform (MDCT) and a wavelet transform to obtain a
audio decoder, while longer blocklengths lead to more powerfgfMPact description of the signal [21]. The filterbank output
codes that detect more errors than necessary and, in particifarduantized using nonuniform vector quantizers, and the
are more likely to overlap and erase two consecutive audiyantized coe_fﬂments are further compressed using an f_;\daptlve
packets. We observe that the preferred outer CRC code lenfifffman coding scheme. For the purposes of quantization,
depends on the bit rate of the audio decoder. As an alternafi0g filterbank outputs are grouped into so-callestiebands

to the fixed-blocklength approach, we introduce a number 8 that quantizer parameters, e.g., stepsizes generated by a
ways to apply the outer CRC code inside the PAC bit allocatidfychoacoustic model, are independently chosen for each
scheme. This leads to an integrated PAC and CRC encodﬁf{?eba”d- A'total of fifteen different Huffman codebooks are
unit with a better match with the error concealment algorith@MpPloyed, with the best codebook chosen independently for
in terms of frequency of activation. In addition, incorporatin§2ch codeband. For stereo and multichannel audio material,
the CRC encoder inside the PAC rate loop leads to increase§iher left/right, sumidifference, or other forms of channel
the effective source coding bit rate for the same total chanf@MmPinations may be encoded.

input bit rate.

We note that the ideas on screening algorithms basgd
on Huffman code consistency checks were created duringThe format of the PAC bitstream for DAB applications
discussions between Deepen Sinha and the second authois Idepicted in Figs. 2 and 3. PAC is a blockwise algorithm
this paper we present quantitative analysis of such algorithntisat formats compressed audio information into a packetized
In parallel with this study, practical screening systems wehgtstream. For example, at audio sampling bit rates of 44.1 kHz,
developed and incorporated into real hybrid digital and adlach packet contains compressed data for 1024 input samples

PAC Bitstream Description
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Bits of an error, PAC decoder error mitigation, or error conceal-
PAC SYNC 2 ment, techniques attempt to reduce the impact of these errors
Bit Rate on the output audio. Examples of error concealment techniques
Sampling Rate {Input) 4 include:
Sampling Rate (Output . .
pB’gkL <th Py " « Inter-packet interpolation
OCK Len .. . . ..
9  Heuristic rules for interpolation based upon characteristics
Half Block Length 12 of the MDCT
Next Block Length 12 .
. f’; lf°B°| ke:g " o « Use of partial packets
ext Half Biock Leng i i . . .
Bit Buffer State 4 As we will see in Section V, these techniques preserve audio
Sequence Number 5 quality without severe artifacts for packet loss rates (packet flag
Stream 1D 5 rates) of up to 10-12%. A reliable method of flagging packets

with errors is required. Furthermore, a much lower rate of un-

detected packets in error is assumed. In the following section

N we will describe a method of screening undetected packet er-
umber of Channels 3 . . . i X

g rors using Huffman code information. This effectively converts
udio Proc. Mode 2 X

packet errors into flagged packets.

Ancillary Data (Cons) Length 111
Auxitiary Data (Var) Length 10

Enhancement Modes var
Filterbank State

OATR | PR e ey A | var [ll. SCREENERBASED ON HUFFMAN CODE AND CONTROL

INFORMATION INCONSISTENCY

AUXILIARY DATA var
ANCILLARY DATA var

Each packet in the PAC bitstream contains a sequence of
Huffman codewords describing a fixed block of audio samples,
e.g., 1024 samples from a given channel. Well-known Huffman
codes are efficient fixed-to-variable lossless data compression
from each channel, regardless of the number of channels. Addes [9], that are self-parsing, i.e., evenin the presence of trans-
ditionally, each packet contains control information includingnmission errors, Huffman decoding of received bits continues
e.g., Huffman codebook selection, quantizers, and chaniela sequential fashion. When errors occur in a Huffman en-
combination information. Although a long-term average bitoded stream of data, not only the particular codewords in a
rate can be maintained, packet lengths are variable becafraene change, but also te@mberof codewords in a frame may
the 1024 transform samples are compressed in lossless fasliosinge. More specifically, the number of bits needed to decode
with fixed-to-variable Huffman codes. a fixed block of audio, e.g., 1024 samples or transform coeffi-

The PAC coder has to quantize the frequency bands in sughnts, is likely to be different when transmission errors occur;
a way that the quantization noise remains below the maskihgnce, control information indicating the number of codewords
threshold. The complex interaction between the choice of quan-bits that should be present in the packet can be used to screen
tizer step sizes (scale factors) and Huffman coding on the fer transmission errors. Fig. 4 shows simple examples of how
sulting bit rate requires an iterative process commonly referrgtrors can be detected and also can pass through undetected.
to as a rate loop. Usually several iterations are required urfipurce sequences of length 2 bits in blocks of length 16 bits are
the bit demand for a given frame is within the range neededtiffman coded in this example using the code table in Fig. 4.
maintain the average bit rate. As we will see in Section IV, onehe coded sequence in the example is of length 11 bits. Two
way to introduce an outer error detecting code, for transmissialiernative error patterns are shown. The received sequence of
over unreliable channels, is inside this rate loop. In this case, thk bits marked “Detected” has a single error in bit position
overhead bits required for the cyclic redundancy check code & (encircled). When this sequence is Huffman decoded, 18
taken into account in the overall bit budget for the rate loop. Source bits are produced, inconsistent with 16 bits. Thus, this

Depending upon the intended application, additional infofTor is detected by the Huffman screener, since the receiver is
mation may be added to the first packet, or to each group ®fPecting 16 source bits for every transmitted block. The re-
several packets. For unreliable transmission channels, suct¢@lyed sequence marked “Undetected” has a double error, but
DAB over radio, a header containing, e.g., PAC synchronizatidiis Huffman decoded to the correct number 16 of source bits.
information, sampling rate, transmission bit rate, audio codid!us. in this case the screener is unable to detect the error.
modes, and so forth, may be added. Critical control information Conveniently, the PAC bitstream contains some of the re-
can be further protected from channel errors by repeating it@4ired control information in a robust, i.e., highly channel pro-
two consecutive packets_ This is an examp]e of a very Simﬁ%)ted, format, and additional information can easily be added as
method of unequal error protection (UEP) in the PAC framélecessary. This control information has already been used, e.g.,
work. More advanced UEP schemes are described in [8].  for reliable synchronization and buffering at the receiver, and
we may leverage it as a consistency check against the number
of bits demanded by the Huffman decoder for decoding a packet

When PAC operates over unreliable transmission channadsrresponding to a block of audio. Assuming that the control in-
errors inevitably occur in the bitstream. Given some indicatidormation is correctly received, any inconsistency between the

Fig. 2. PAC stereo bitstream (packet) description—I.

B. Error Mitigation Techniques
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SECTIONING INFO ENHANCEMENT DATA
{number of sections + section SCALE-FACTORS (e.g., predictors, model COEFFICIENTS
boundaries + Huffman codebooks) parameters, etc.)

Fig. 3. PAC stereo bitstream (packet) description—II.

S :1101111011111111
rSeq. [ Prob. ] Codeword ource 2 2t 2l it
00 | 0.01 000 Coded: 10011011111
01 0.09 001 T
10 | 009 | o1 Detected: 1011011111
11 0.81 1
Undetected: 1 (_)_@_1 1 01 111

Fig. 4. Examples of Huffman consistency checking on 8 consecutive realizations of a 4-ary source. Codeword parsings are underlined. Theuenewed seq
marked “Detected” has a single transmission error and the Huffman decoder produces an incorrect number of source symbols. The sequence reat&dt “Undet
has a double error but the Huffman decoder produces a correct number of source symbols.

packet length and bits required by the Huffman decoder cantm@re general and involved approaches may warrant further
used to flag a transmission error. study.

To examine the screening efficiency of this so-called
Huffman consistency check in a controlled setting, we consid&r Random Errors
a white binary source with probability of being a 1. We
construct a Huffman code for this source using vectors o

8 bits. Routines for Huffman table construction, encoding, amd ) . .
decoding are taken from [10]. We prescribe the frameleng‘i?\guaramee that at least one bit error occurs in each block; this

n in uncoded source bits, e.g., 128, 256, 512, and 1024 bﬁgppl_e form of ‘fimportance sampling” reduces wasteful com-
We apply the Huffman code to a sequencengf randomly putation, espec!ally for Sm"’?".’e-

generated source vectors, and record the number offits We may rewrite the conditional undetected error rate as
used to encode the source. We then introduce channel errors,

as descrlbed_ next. The receiver decodgs, 8-bit vectors Pyje = Z p(w]e)Puje. w; 1)
from the received sequence, and records the number aBpits
used to decode the source.Bf, # B., then a channel error
has occurred, and the screener can indicate a flag to the auditerew is the weight of an error event, wii{w|e) a suitably
decoder error mitigation unit; otherwise, the error has gomenditioned Binomial distribution with the BSC crossover prob-
undetected by the screener. ability P, as its parameter, an#t,|. ,, the conditional unde-

In principle, the screener based on the Huffman code and coected error rate of the Huffman consistency check for an error
trol information consistency can be used both with and withoof weightw. A similar expression may be written for the condi-
an outer code flag generated by, e.g., a CRC code. As a tienal flag rate. From (1), we immediately see that the efficiency
sult, we consider two forms of channel errors: random bit eof the Huffman consistency check depends upon the efficiency
rors generated by a binary symmetric channel (BSC), and erréos a particular error weight along with the relative frequency
that would pass undetected through a linear CRC error detectimigh which errors of that weight occur.
block code. We characterize the efficiency of the Huffman con- Fig. 5 shows the conditional undetected error r&g. .,
sistency check using conditional flag and undetected error ratesrsus the weights of random errors introduced by a BSC
i.e., given that an error occurs in the channel, we compute téh crossover probability”. = 0.1. The simulation uncer-
conditional flag rate’;. and the conditional undetected errotainty for large error weights is due to the fact that fewer of the
ratel,|. of the Huffman decoder. In this sense, the Huffman déarge error weight sequences are generated in the simulation,
coder, along with side information about the length of the framthereby increasing the variance in the estimator; however, the
can be viewed as an additional error detecting code. We note thaheral trends are apparent from these results, indicating that
in either case, without the Huffman screener, the conditionaigher-weight errors are much more likely to be detected by the
flag rate Ps. = 0 while the conditional undetected error rateHuffman consistency check. Thus, we see that the Huffman con-
Py =1 sistency check will perform poorly on a BSC with low crossover

In this paper, we are only considering one of the simpleptobability ., because the average in (1) will be dominated by
methods of using properties of Huffman codes for errdow-weight errors, for which the conditional undetected error
screening. Other methods that may yield further improveate is high. From the results in Fig. 5, we also conclude that the
ments—although potentially at the expense of additionadlative efficiency of the Huffman screener improves with in-
complexity and transmitted bits—are described in [22]-[24reasingy values. Thus, in an environment of a skewed source
and references therein. As we will see, the simple Huffmamith large gains due to the Huffman code, the Huffman screener
screener that we develop provides considerable improvemergrforms better.

fRandom bit errors can be generated from a BSC with error
obability P.. We intentionally bias the frame error generator

w
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1 TABLE |
HUFFMAN SCREENERRESULTS FORUNDETECTED CRC-ITU ERRORS
0.9
16-Bit CRC (CCITT) 31-Bit CRC

;0'8 Framelength p Py Pyje Py Pyle

K 128 0.6 | 89.637% 10.363% 90.437%  9.563%
2. 0.7

2 128 0.7 | 90.625% 9.375% 91.745%  8.255%
% 0.6 128 0.8 | 92.590% 7.410% 93.582%  6.418%
§ 128 0.9 | 95.865% 4.135% 96.191%  3.809%
§ 0.5 256 0.6 | 89.354% 10.646% 90.198%  9.802%
‘g 256 0.7 | 91.359% 8.641% 92.550%  7.450%
Jo4 256 0.8 | 93.498% 6.502% 94.678% 5.322%
g 256 0.9 | 96.471% 3.529% 96.916%  3.084%
§ 03 512 0.6 | 88.915% 11.085% 89.761% 10.239%
02 512 0.7 | 91.469% 8.531% 92.854%  7.146%
512 0.8 | 93.968% 6.032% 95.203% 4.797%
01 512 0.9 | 96.766% 3.234% 97.241%  2.759%
1024 0.6 | 88.180% 11.820% 89.147% 10.853%
s : s pre Azlb = = - - 1024 0.7 | 91.575% 8.425% 92.790%  7.210%
Random Error Weight w 1024 0.8 94.158% 5‘842% 95484% 4.516%
1024 0.9 | 96.981% 3.019% 97.474%  2.526%

Fig. 5. Conditional undetected error ralt|., ., efficiency of the Huffman
consistency check versus the weighf random errors introduced by a BSC
with crossover probability>. = 0.1. The uncoded blocklength of the datahow reliably a Huffman screener within the PAC audio coder

sequences were 128, and several values of the source skewness were simu%ﬂid detect bit-errors within the bits of the Huffman code-
words. PAC data represents a more complex source than the one
B. Undetected CRC Errors we examined in the preliminary experiments, since it uses var-
. . ious multidimensional Huffman codebooks for each frame.

Th_e results of the previous section sugg_est that the Huffma_ or the experimental setup we partitioned the bits of each
consistency check can be much more ef_f|C|ent on the averagglc frame into four regions. Two Huffman data regions (left
propgrtlonally more of the Errors haye h_|gher weight th"’?”_ona%d right stereo channels) and two side information data regions
BSC,; therefore, channel coding, which increases the minim Bt and right). The Huffman data regions contain only pure
Hamming error weight, should help make the Huffman consi [uffman codeword data

tency check more efficient. Fig. 6 illustrates our Huffman screener implementation. The

2, an appropriately shifted version of the generator poWnom'@écoder (this number is not necessary for the Huffman decoding
of the CRC code to the transmitted codeword. To eliminate t focess). In the decoder, bits are decoded by the Huffman de-
unnecessary computqt'lo'n of CRC encodmg and decoding, fder until 1024 spectral coefficients are decoded or the number
check bits can be artificially added to the bitstream, the err F Huffman bits transmitted to the decoder are used. There are
sequence adde_d, and then the check bits are removed b ff&e scenarios for the decoding process. If 1024 coefficients are
Huffman degodmg. . . decoded and all bits are used, then the Huffman data is valid.
Table | gives the results for simulations of the Huffmafy 1424 coefficients are decoded but not all bits are used, the
screener with undetected errors from the 16-bit redundancy 'T—ijfman data is invalid. The last case is when the bits are used
H ial6 12 5 .
CRC code W'th generator polynomial _+“7 + 2+ 1[10], before 1024 coefficients are decoded. In this case the Huffman
and a 31-bit redundancy CRC code with generator polynom@%ta is also invalid
31 27 20 16 11 9 4 Hrari '
. h+x +th T +hx +xb + xf +hl akrbtl)'Franlygho_sen The experimental Huffman screening process works as fol-
to have roug . ?M'fcit ﬁ'SuénRgr odc eck bits and twice tngws for each of the left and right audio channels in a frame.
gelr:1eratotrhwe|g to Itt e't Clo e.th t the Huff We assume that the data in the side information data regions ar-
. trom ﬁsekresu S Ih seems (f:’reag a h € hu m?n Ccl’i'es at the decoder without errors. In addition to the standard
sistency check 1S much more elfective when proportionaigiy ~ qiqe information we transmit the number of bits contained

more of the errors have larger weight and more structure th . )
observed on a BSC. Of the three issues examined in Tabltﬁ]the Huffman data regions. The decoder then uses the appro

namelv. uncoded framelenath. source skewness. and CRC C§H”ate Huffman codebooks to decode the bits in the Huffman
Y gin, = s St region. Huffman codewords are decoded until the number
redundancy, the order of their impact on the efficiency of th

. of required spectral coefficients are decoded. The PAC bit-buffer
Huffman consistency check appears to be source skewness, .. : : o

1S modified such that it supplies zero bits if the end of the frame
uncoded framelength, and CRC code redundancy. . . .

is reached to prevent wrongly decoded frame from using bits of
the next frame. If the number of bits used for decoding 1024

C. PAC With Undetected CRC Errors spectral coefficients is not the same as the number of bits con-
We applied the Huffman screener to real audio data encodaéhed in the Huffman data region, it is assumed that there were
with PAC at 64 kb/sec. In this experiment we wanted to find olit errors and the frame is flagged as lost (in error).
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number of bits used for
encoding 1024 spectral
coefficients
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Fig. 6. Experimental setup for the PAC Huffman error screener.
TABLE I 10° g

HUFFMAN SCREENER RESULTS FORPAC HLES
WITH UNDETECTED CRC ERRORS

uje,w

Audio | Number | 16-Bit CRC (CCITT) | 31-Bit CRC
File of Frames Pyl Pye
sqam55 835 30.76% 23.25% 107"
sqam69 877 30.96% 23.24%
sqam70 504 30.24% 22.80%

We insert lowest Hamming weight CRC errors as in Se:
tion 111-B into each PAC frame. This is done both for the 16 bi
CRC (CCITT) scheme and the 31 bit CRC with the gener.
tors given previously. The resulting,|. are given in Table II.
To obtain significance, we ran each file through the simulatic : : : ! : :
1000 times, with a different random seed for the channel sim 43 R ; i ; i i
lator each time. The simulator uniformly chooses a random loc 0 O andoms Error Wi ghtw
tion in the data frame to insert the CRC error of lowest Hamming
weight as above. These results suggest that the current versignz. conditional undetected error rafe, . ., efficiency of the PAC
of the screener allows (on average) only 2 to 3 out of 10 undguffman consistency check versus the weighof random errors introduced
tected CRC errors to pass through undetected. Note that the f) P ymmet channel wih cossover propabiy = 0.1, tree
results we obtained for our simple source model in Section Ill-&rors, and screened for consistency in the decoder.
were 2 to 3 out of 100.

We also applied random errors, generated as in Section IlI-A
to the three files above compressed with the same PAC cod;1
Due to the longer average frame length with real data co

0k

—

Conditional Undetected Error Rate P

Packet, we may add three more bits of control information to
ecify the total number of bits in the packet. At the end of the
. . . .decoding process of the whole frame, we check the number of
pared to that cons!(_jered in Section lll-A, we gmploy aBsCwi its used by the Huffman decoder. If more or less bits were used,
crossover probability. = 0.01. The re_sultg in terms of con- the Huffman data of the left or right audio channel was invalid
d|t|0na! undejce.cted €rrors, are given in Fig. 7', As before, t%‘?\d the whole frame is flagged as invalid. This scheme is not as
screening efficiency is very low for low Hamming weight €ryq ipie pecause it can not be detected whether an error was in

rors. For increasing error weight, the screener achieves at legdl|eft or in the right channel, but it is a practical implementa-
an order of magnitude improvement in undetected errors. Thegg, requiring very little overhead.

results are consistent with the results for the worst case CRC

error events in Table Il. The trends are also consistent with the

theoretical results in Section I11-B. Again, we note that the large

w results in Fig. 7 are somewhat noisy due to our limited numberIn most audio transmission applications an “outer” forward

of trials. error correction (FEC) unit is required to flag transmission er-
The results in this section assume that the PAC decoder Ii@&s So that an error mitigation algorithm can be invoked to fill

access to control information indicating the exact number f lost packets by interpolating between neighboring packets.

bits in both channels for the stereo system, and this informBhe Huffman code based screening algorithm described in Sec-

tion is shown as side information in Fig. 6; however, adding twiion Il may also be used for this purpose. However, as we have

16-bit words to the PAC bitstream for these purposes creates sigen, it is more effective when used in conjunction with an outer

nificant overhead. For a practical implementation the Huffmagrror detecting block code.

screener scheme is modified as follows. Since the PAC bitstreanThe outer code in its simplest form is often a CRC block code

already includes as control information the number of bytes used for error detection only. The outer code can alternatively be

IV. OUTER CODE OPTIMIZATION
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—= n =
Outer
FEC CRC 1 CRC 2 CRC3 CRC 4 CRC5 CRC 6 CRC7 CRC 8
PAC SYNC PAC 1 SYNC PAC 2 SYNC
Bitstream 1 2 3 . e .

Fig. 8. lllustration of fixed CRC encoding outside of the PAC rate loop.

a Reed-Solomon code [12], used either for error detection only,
error correction only, or combinations of error detection and cor- PAC Fixed outer |
rection. In the case of error correction only, the “failure to de- CRC code
code” signal from a bounded-distance or other Reed—Solomon
decoder can provide an error detection signal. The outer caglg 9. Fixed bit rate PAC with fixed (both block length and code rate) outer
can also be a BCH code [12], or any other binary block codéde-
which is used with a decoder that performs both error correc-
tion and error detection. However, in this paper we deal onifyespective of its length, as depicted in Fig. 10. The number of
with CRC codes. Interfacing problems between the outer cobliés allocated for CRC are taken from the bit allocation before
and the PAC encoder are universal and the proposed solutiexgcuting the rate loop. Here we use shortened CRC codewords
to follow also apply in principle to the other outer codes. that match the PAC frame length. The “check CRC" fields in
Given the variable packet lengths in the PAC bitstream, sdvig. 10 are all of the same length while the information “packet
eral different configurations may be utilized as described belobits” field vary in length. Thus, in general the actual rate of the
Out of these configurations, those described in Sections IV@RC code varies from codeword to codeword, but an effective
and IV-B have been utilized in the prior art. rate can be computed by summing the total number of source
In the rest of this section we will use the following termi-its in a long interval and dividing by the total number of source
nology. A CRC code is a systematic cyclic block code witand parity bits in that interval. Note that shorter audio frames
block lengthn bits, & information bits and» — & check bits. may be over protected by this method, and longer audio frames
The latter bits are appended at the end of a block of informaiay be under protected. In addition, there is no partial frame
tion bits and denoted “check CRC” in the figures. A fixed CRd@agging for long frames.
code is a unique code with given lengthtand ratek/». There
are fixed length codes with different rates and fixed rate codes Variable CRC, Multiple Codes
with different lengths. Any block code may be of full length or \We may readily adapt the variable CRC approach to incor-

a shortened version of the same code [12], [13]. porate the benefits of partial flagging observed for the fixed
CRC approach, by breaking each PAC frame into multiple CRC
A. Fixed CRC Code blocks. Additionally, the CRC redundancy may be adapted to

Given the importance of partial frame error flags for erro'lﬂdl\”oIual PAC packets, e.g., less redundancy for very short

concealment it may be necessary to generate several ﬂags%?k_ets and more redqndancy for more critical long packgtg.
each PAC packet, especially long packets. One way to achiéOt?t.h'S manner,'CRC bits can be better matched to the criti-
such partial flagging is to make the outer FEC asynchronoﬁ !ty of the aUd'O_ |_nforrr_1at|0_n. Ther_e are a numb_er of schemes
with the PAC packet and of a fixed, and suitably optimized, co ich may be utilized in this configuration, as illustrated in

. .12-14.
word length at a selected code rate [7]. In this case, the PAC nd> . i .
CRC are not aligned, as indicated by Fig. 8. %n any of the variable CRC configurations, the number of

Note that this scheme requires separate synchronizang.‘)ﬁC redundancy in bits areafqnction of the PAC pac_ket Ienth,
frames for the outer EEC and PAC decoder. and needs to bg accounted for in the PAC encoder bit allocation
Because the PAC and CRC blocks are asynchronous, the C.?ﬂg r_ate loop. Since the rgte loop modifies packet length at each
encoding can be performed outside the rate loop, as iIIustra|%ec5at'on’ the porre;pondmg CRC redundangy must be recalcu-
in Fig. 9, ated_ at ga_lch iteration. Consequent_ly, the varlable_CR(_: scher_nes
require joint PAC and CRC encoding as shown in Fig. 11, in
. . contrast to the separate encoding employed for the fixed CRC
B. Variable CRC, Single Code configurations as shown in Fig. 9.

The fixed CRC scheme above, although desirable in that itin the scheme of Fig. 11, the CRC choice is given by the
offers partial flagging, suffers from the problem that a partidength of the final PAC frame after rate loop iterations. This in
ular FEC block may overlap two adjacent PAC packets and maffect requires a lookup table which is also known to the PAC
trigger double packet losses. Furthermore, it requires separmd¢eoder.
synchronization for the FEC as noted above. As an alternative, &ig. 12 shows an example with three CRC codewords in se-
fixed redundancy CRC, i.e., having a fixed number of check bitgience in one PAC frame. They are all shortened from the same
in the error detecting code, may be added to each audio padkditiength CRC code, thus the check CRC fields A, B, C are of
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Check Check
SYNC [ Packetbits 1 crc | SYNC [ Packetbits ..} crc | SYNC
1 1 1 2 2 2 3 « o0

Fig. 10. lllustration of variable length, fixed redundancy CRC inside the PAC rate loop.

________________ Several simulations and listening tests were performed
' ! ' ' Fixed with actual audio signals. We use the following performance
| PAC F------ s> ORC . _l opitrate measures:

i i_( :?t:e:";":p?‘: choice E out « PAC Flag Rate: Fraction of PAC frames that are flagged
“““““ information™ =~~~ """ as being at least patrtially in error, invoking the error miti-

gation routine.

Fig. 11. Variable length outer code with CRC inside the PAC bit allocation. ¢ Pair Flag Rate: Fraction of consecutive pairs of PAC

Multiple outer codewords on each PAC frame is also possible. frames that are flagged as being at least partially in error.
* PAC Frame Erasure Rate: Fraction of PAC frames that

equal length. Other PAC frames can in principle have a higheror  are flagged as being completely in error (erased). No par-

a lower number of CRC codewords depending on frame length.  tial information from these frames is used by the error mit-

Fig. 13 shows a different approach with two nested CRC jgation routine.
codes, where code a also covers code b. The CRC fields cane Pair Erasure Rate: Fraction of consecutive pairs of PAC
be of equal or different length. frames that are erased.

Finally, Fig. 14 illustrates the case in Fig. 12 with an example « Undetected CRC Errors: Number of CRC blocks which
with 2 codewords in a frame with different lengths of the check  are declared error free, but in fact contain errors.

CRC field, i.e., different CRC codes. + CRC Block Erasure Rate: Fraction of CRC blocks which
are declared as containing errors.
V. PERFORMANCEEVALUATION AND COMPARISONS « Decoded BER:Decoded bit error rate at output of VA or
A. Fixed CRC Systems LVA.

1) Fixed CRC, Singlestream Systes: number of com- For simplicity, all simulations were run on an additive white
' ' (&taussian noise channel, characterized byEhRg'N,, energy

puter simulations and informal listening tests were carried o : . . 4 L .
with the objective of finding out the “Point of Failure” (POF)per dimension over noise power spectral density. This figure is
related to more conventional measures by

and “Threshold of Audibility” (TOA) levels for PAC audio

coders at a variety of rates such as 16, 32, 48 kb/sec, 64 kb/sec, E, 1 Ep
and 96 kb/sec. These coders use error mitigation algorithms Ny ) Ny
described in Section II.

There are two key issues. At what levels do POF and TOA E, :ND@7

occur and which block length is preferable for the CRC code or No No

alternatively the Reed—Solomon code. Error mitigation is triggherer is the rate of the code in information bits per dimension
gered by a so-called flag signal, i.e., a block is deemed to feq  convolutional code rate for BPSK or QPSK signaling) and

in error. This can happen when a CRC is not satisfied.i.e., @M, is the number of dimensions per symbol (e.g., 1 for BPSK,
error is detected) or when a Reed—Solomon decoder fails to geg,, QPSK).

code a certain codeword. As in [7], we study the relationship Tap|e 11| shows the various CRC block sizes that were used,
between the variable PAC frame length and the fixed Ienggpong with the corresponding generator polynomials. Each CRC
CRC (RS) block length and select a preferred CRC block lengi8.guaranteed to detect any error pattern Witfor less errors.
For 96 kb/sec, this preferred block length was of the order pfowever, most error patterns with more thzrerrors are also
500 bits. However, the optimum length is not very distinct. Ffetectable. In fact, the only undetectable error patterns are those
audio coders with lower bit rates, the PAC frames are short@fiat are CRC codewords. The fraction of error patterns that are
thus, to maintain similar proportions, the CRC frames shoujghdetectable is therefos—". The overhead is — k&, expressed
also be shorter. as a percentage df. The CRC codes in the top part of the

To evaluate the CRC outer codes we ran a number of softwale have roughly 6% overhead, while those in the bottom part
simulations using PAC encoding and decoding or real audio sigave roughly 3-4% overhead. One can see that as a general rule
nals When the CRC outer code detects an error, a flag is pasg#C’s with longer block sizes have better error detection capa-
on to the audio decoder for error mitigation for the VA case. Fjility for a given percent overhead.
the LVA, the flag is sent to the LVA instead up to list size Table IV shows the audio signals that were used in the simula-
If no alternative is found that satisfies the CRC, a flag is passtidns along with their lengths, expressed in terms of PAC frames
on to the error mitigation algorithm. For simplicity we assume and CRC blocks. These lengths are provided so that the reader
Gaussian channel. Other system simulation details are describey determine the statistical significance of the error, flagging,
in the tables. The details of the LVA simulations are given in [7hnd erasure rates given in the subsequent tables. Note that the
[25]. experiments are carried out for CRC codes, but they will also
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fe— ny bits e ny bits e n bits —>f
Check Check Check
SYNGC CRC CRC CRC { SYNC
A B C cee

Fig. 12. lllustration of variable CRC with multiple codewords per packet, independent coding.

= covered by code b—}

Check Check

SYNC CRC-b CRC-a| « + .

e covered by codea ——>

Fig. 13. lllustration of variable CRC with multiple codewords per packet, nested coding.

le—— nqbits ——afe—— n, bits —}
Check Check
SYNC C'?C C';C SYNC

Fig. 14. lllustration of variable CRC with variable redundancy.

PAC Outer Inner TABLE I
audio coder "1 CRC code convo|:ﬁona| CRC SzES. OVERHEAD IS EXPRESSED AS APERCENTAGE OFk
code
(n, k) Generator (octal) 2t 2k—n Overhead (%)
(1018,968) | 67 441 634 100 257 771 | 10 [ 9 x 10~16 5.2
Gaussian ( 507,480) 1 530 225 571 6 | 7x107° 5.6
channel ( 248,232) 267 543 4| 2x1078 6.9
( 127,120) 211 2 | 8x1078 5.8
(1016,976) 30 135 372 217 233 8 |9x10713 4.1
Audio cRC ( 506,488) 1112711 4| 4x1078 3.7
decoder errorle— oo e LVA ( 248,240) 435 2 | 4x1073 3.3

mitigation

|.________T TABLE IV

AUDIO SIGNALS
Fig. 15. System block diagram used for the simulations.

(248,240)-CRC | (506,488)-CRC

. X . . Audio Signal Type PAC Frames Blocks Blocks
give a strong hint at results for RS codes with error detectic ™ o6 speech 355 2774 1364
only and similar flag rates. No LVA (List Viterbi Algorithm) isold | instrumental 712 6111 3006
din th . t sqamb5b instrumental 1170 11986 5895

was used in these experiments. sqam?70 pop 1494 14910 6989
The first results are summarized in Tables V-VII. There W symph5 classical 10001 102493 50407

ive the PAC fl r P h irwi PAC 1l r slip pop 12764 132149 64992
give the PAC flag rat¢’r-), the pairwise PAC flag ratel%r) diam pop 14933 156608 77021

for 3 different CRC codes for the same channel. These resus
are given for different signal-to-noise ratios for an additive white
Gaussian channel. The decoded bit error rate (BER) and tiesults are similar to the ones obtained previously for 96 kbps
channel signal to noise ratig, /N is also given for the memory PAC [7], [25]. The listening tests also favor shorter CRC (or
6, rate2/5 convolutional code with QPSK, see [2], [12]. RS) blocks. We believe this happens primarily becabige is
Informal listening tests were conducted to determine POF asdbstantially lower for the shorter blocks. A good compromise
TOA for 16 kb/sec, 32 kb/sec, 48 kb/sec, and 64 kb/sec PAC anetween CRC-code (RS code) design and listening results is a
also to determine the suitable block length for the CRC-co@248, 240) CRC; i.e., a block length of about 240 bits with a
(RS code). Preliminary screening for suitable source matenadry low frequency of undetected errors. As the audio coder bit
was performed by listening to the Olympic theme CD tracksite is lowered, the “optimum” block length for the CRC code
(4 1/2 minute long) and two shorter audio samples (female voedso decreases. In particular for the 16 kb/sec audio coder, the
and pop). The Olympic CD track was found to be the most critlock length of the (248, 240) CRC should be considered as an
ical from the point of view of susceptibility to channel errorsupper limit.
Moreover, the long length of this CD track leads to fairly stable From our informal listening tests we also conclude that the
statistics. Therefore, the Olympic theme CD track was chosknver rate audio coders are more robust to bit errors at a given
for the purpose of listening tests. Informal listening experimentiecoded bit error rate. This is evident from the relationship be-
based on 2 listeners reveal that POF occurs at flag rates altagenPr and BER in Tables V-VII. The results in Tables V and
10% for 16 kb/sec, 32 kb/sec and 48 kb/sec PAC. Likewise, TOA are statistically significant (in terms of enough error events)
occurs at flag rates about 1% for all three audio coders. Thdee 3.0 and 3.5 dB. For Table VII this is the case for 2.5 and
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TABLE V of CRC length on the performance of a different kind of multi-

48 kb/sec PAC. GMPARISONSBETWEEN RATE OF FLAGGED PAC FRAMES ; ;
(Pr), RATE OF FLAGGED PAC FRAME PAIRS Py FOR THREE stream DAB system in the FM band [5]. This system employs a

DIFFERENT CRC BLOCK LENGTHS AT THREE DIFFERENT CHANNEL PAC audio coder with a rate of 64 kbps and uge- 1/2 con-
SIGNAL-TO-NOISE LEVELS E; /Ng volutional coding with Viterbi algorithm decoding and OFDM
with DQPSK in frequency [5]. As the full multistream audio
CRC Pr Por BER _— Ey/No (dB) decoder was not available for these simulations, we examine a
127,120 | 15.3% | 2.88% | 2.12-10 3.0 . . . . . .
948, 240 | 15.5% | 3.24% | 2.18 - 10~ 3.0 single sideband using a singlestream PAC audio coder operating
506, 488 | 17.1% | 4.46% | 2.10 - 10~ 3.0 at 64 kbps.
127,120 | 4.19% | 0.26% | 4.63-10-5 3.5 Tables VIII-X, with data from [25], show the effect of CRC
248, 240 | 3.93% | 0.44% | 4.31-107° 35 block length using 96 kb/sec. In general, longer CRC blocks
506, 488 | 5.46% | 1.09% | 5.38 - 105 3.5 lead to higher PAC frame erasure rates. Indeed, in informal
127,120 | 1.00% | 0.02% | 9.04 - 1078 4.0 listening tests more error-mitigation induced artifacts can be
248, 240 | 0.91% | 0.07% | 9.77- 10_2 4.0 heard when the (1016, 976)-CRC is used than when the (248,
506, 488 | 1.13% { 0.18% | 9.41 - 10~ 4.0 240)-CRC or (506, 488)-CRC is used.
Table Xl lists the audio signals employed in our experiments
TABLE VI and provides the number of CRC blocks in each file for several

82 kbisec PAC. OMPARISONSBETWEEN RATE OF FLAGGED PAC FRAMES | clengths. Table XII shows our results from simulations over
(Pr), RATE OF FLAGGED PAC FRAME PAIRS P> FOR THREE

DIFFERENT CRC BLOCK LENGTHS AT THREE DIFFERENT CHANNEL an AWGN channel, while Table XIII shows our results from
SIGNAL-TO-NOISE LEVELS E; /Ng simulations over the EIA Urban Fast fading channel described
CRC Pr | Pp BER, E,/N, (dB) in [5]
127,120 | 9.19% | 1.27% | 1.97 - 107% 3.0 ;
248: 240 10.02 1.91;(: 1.91-10™4 3.0 B. Variable CRC Results
506, 488 | 11.5% | 3.30% | 2.07 - 10~* 3.0 As we discussed earlier in Section 1V, a variable-blocklength
127, 120 | 2.46% | 0.18% | 4.36 - 10—° 35 CRC encoder must be incorporated into the PAC audio coder in
248, 240 | 2.73% | 0.35% | 4.42-107° 3.5 order to ensure a fixed bit rate into the channel. Thus, to fairly
506, 488 | 3.28% | 0.75% | 5.04-107° 35 compare a variable-blocklength CRC system having total output
127,120 | 0.66% | 0.05% | 1.08- 10:5 4.0 bit rate R with a (n, k) fixed-blocklength CRC system having
248, 240 | 0.69% | 0.07% | 1.00 - 107° 4.0 : - ) ,
506, 488 | 0.91% | 0.22% | 1.08 - 10~ 40 input audio bit r_ateR , we must sef?’ = (k/n_)R. _
For the multistream system under consideration, the max-
imum bit rate in one sideband B = 62.5 kbps, obtained from
TABLE VI considering a 400 kHz FM channel, 512 OFDM subcarriers with

16 kb/sec PAC. GMPARISONSBETWEEN RATE OF FLAGGED PAC FRAMES

(Pr), RATE OF FLAGGED PAC FRAME PAIRS P, FOR THREE 80. subcarriers per digital sid'eband, differential QPSK modu-
DIFFERENT CRC BLOCK LENGTHS AT THREE DIFFERENT CHANNEL lation, and rate 1/2 convolutional coding [5]. For the, k)
SIGNAL-TO-NOISE LEVELS E;p /Ny fixed-blocklength CRC codes under consideration, the rates are

aroundk /n =~ 96%, so the PAC encoder bit rate should be set to

12??20 lf 5% 2_1;25% 7.1]13].35)_4 Ev/ 1\2/?5(dB) R' = 60 kbps. _[For the (248, 249) code_ upon which we fogug,
248, 240 | 17.9% | 5.59% | 8.39 - 104 2.5 R’ can be as high as 60.5 kbps in practice, though we will fix it
506, 488 | 21.6% | 10.3% | 8.13 - 104 2.5 at 60 kbps for our experiments.]

127,120 | 4.99% | 0.51% | 1.96 - 10~* 3.0 Table XIV lists the audio files employed in our experiments,
248, 240 | 5.70% | 1.17% | 2.14 - 1074 3.0 and Table XV lists the variable-blocklength, fixed-overhead
506, 488 | 6.95% | 2.57% | 2.06 - 10~* 3.0 CRC codes [11] we examine, along with estimates of the ef-
127,120 | 1.27% | 0.16% | 4.12- 10:: 35 fective source bit rateB.z for the audio files from Table XIV
zgg: igg ;??Z‘; 83;;? g:ii ig_5 g’g coded with a PAC encoder containing variable-blocklength

CRC's inside the rate loop and operating at total fate 62.5.
We have restricted our attention to CRC codes with the number
3.0 dB. Given our previous experience, we do not expect hid parity bits being an integer number of bytes (8 bits) for ease
changes inPr and P> with longer runs for 4.0 dB. of implementation. Note the rate improvement compared to
Tables VIII and IX show the results of simulations wherd?.x = 60.48 kb/sec for the (248, 240) fixed CRC.
rate-2/5 and rate-4/5 convolutional codes are pushed to the nom¥able XVI shows the performance of fixed- and variable-
inal point of failure (PAC Flag Rate'1071), i.e., theEp /Ny is  blocklength CRC codes in a multistream DAB system in the FM
chosen so that error-mitigation induced artifacts are clearly ehand operating over a channel with AWGN interference. The
dible. For further details on the channel codes, see [6]. Thddes from Table XIV were each transmitted over the channel
convolutional codes are used in certain proposed digital audén times, and the results were averaged.
broadcasting (DAB) systems [6], [25]. From the above results, it seems clear that variable-block-
2) Fixed CRC, Multistream SystenThe results of the pre- length CRC codes matched to the PAC frames reduce the PAC
vious subsection are for a 96 kb/sec so-called singlestream DABme double flag raté»r by a factor of 2 or more. Further-
system in the FM band. Simulations were run for a Gaussiarore, the PAC flag rate®s of the matched codes appear to
channel. In this section, we examine via simulations the effedis as good or better than the fixed (248, 240) code, and this
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TABLE VIII
FuLL-BANDWIDTH CoODE (1111, 1111, 1010) BAR POINT OF FAILURE (PAC FLAG RATE ~1071).
Ep/Ng = —1.0 dB. DECODER ISCONVENTIONAL VITERBI ALGORITHM
Decoded CRC Block Undet. PAC Pair
CRC Size Signal BER Erasure CRC Flag Flag
Rate Errors Rate Rate

1.3x1071]26x102

(248,240) | symph5 | 20x 1074 | 1.2x 1072
1.4x 1071 | 35 x 1072

(506,488) | symph5 | 2.0 x 107* | 2.4 x 1072

(248,240) diam | 20x107% | 12x1072 0 1.3x 1071 | 2.6 x 1072
(506,488) diam | 21x107% | 26x10°2 0 1.4 x 107! | 4.0 x 1072
(248,240) slip 21x107% ] 1.3x1072 1 1.3x1071 [ 24 x 1072
(506,488) slip 21x107% | 26x1072 0 1.5x 1071 | 4.0 x 1072
0
0

TABLE IX
HALF-BANDWIDTH CoDE (0110, 1001, 0010) EAR PoINT OF FAILURE (PAC FALAG RATE ~10-1).
Ep/Nos = 3.4 dB. DECODER ISCONVENTIONAL VITERBI ALGORITHM

Decoded CRC Block Undet. PAC Pair

CRC Size Signal BER Erasure CRC Flag Flag

Rate Errors Rate Rate
(248,240) diam | 34x107% | 12x107? 2 1.2x107T]21x 1072
(506,488) diam | 34x107% | 23x107? 0 1.3 x 107! | 3.5 x 1072
(248,240) slip 3.3 x 1074 1.1x 1072 0 1.2x 1071 [ 2.2 x 1072
(506,488) slip 33x107% | 2.2x1072 0 1.3x 107! | 3.2 x 1072
(248,240) | symph5 | 32x107% | 1.1x10™? 3 1.1x 1071 | 1.8 x 1072
(506,488) | symph5 | 3.2x 107* | 2.2 x 1072 0 1.2x 1071 | 3.1 x 1072

TABLE X
EFFECT OFCRC BLOCK LENGTH. THE CONVOLUTIONAL CODE RATE IS 2/5. En /Ny = —1.0 dB. DECODER ISCONVENTIONAL VITERBI ALGORITHM
CRC Size Audio Decoded CRC Block PAC Frame Pair
Signal BER Erasure Rate Erasure Rate Erasure Rate
(248,240) is06 1.8 x 1074 1.0 x 1072 2.5 x 1072 0.0 x 109
(506,488) iso6 1.7 x 1074 2.6 x 102 3.4x1072 0.0 x 10°
(1016,976) iso6 2.9 x107¢ 6.6 x 102 7.9 x 1072 1.4 x 10°
(248,240) isol3 2.1x 1074 1.2 x 1072 6.6 x 1072 8.4x 1073
(506,488) isol3 | 22x 1074 2.5 x 1072 6.5 x 10~2 2.8x 1078
(1016,976) isold | 1.8x 1074 4.6 x 1072 7.6 x 1072 1.1 x 1072
(248,240) | sqam55 | 1.9 x 107% 1.2x 1072 7.2 x 1072 1.0 x 1072
(506,488) | sqam55 | 2.0 x 1074 2.3x1072 7.6 x 1072 6.0 x 1073
(1016,976) | sqam55 | 1.9 x 1074 4.5 x 1072 9.3 x 1072 1.2x 1072
(248,240) sqam70 | 1.8 x 1074 1.2 x 1072 6.2 x 1072 6.3x 1073
(506,488) | sqam70 | 2.0 x 1074 2.5 x 1072 7.2 x 1072 6.3 x 1073
(1016,976) | sqam70 | 2.1 x 107 4.9 x 1072 9.5 x 1072 1.3 x 1072
TABLE XI
AUDIO SIGNALS USED FOR THEMULTISTREAM EXPERIMENTS

Audio PAC | (127,120) | (248,240) | (506,488) | (1016,976)

Signal Type Frames | Blocks Blocks Blocks Blocks

sqamb5 | instrumental 846 14550 7254 3572 1782

sqam69 | electronic 904 15450 7722 3800 1908

sqam70 pop 655 11250 5616 2774 1386

is with better audio quality. We observed very few undetectesburce coding rate, or CRC-CCITT codes to maintain the second
errors for any of the codes of interest during our experimentsghest effective audio source coding rate and reduce the unde-
even though for the CRC-8 code we allowed the blocklength tected error rate of the CRC-8. The rate of undetected errors
range beyond® — 1. These results suggest employing the varshould be much lower with the long codes in Table XV with in-
able-blocklength CRC-8 to maintain the highest effective audaweased Hamming distance.
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TABLE XII
CRCAND PAC FALAG RATES FORALL THE AUDIO FILES OVER AN AWGN CHANNEL MODEL
CRC Bit-Error | CRC Flag | PAC Frame | Double PAC Frame
E;/Ny (dB) Code Rate Rate Erasure Rate Erasure Rate
6.25 (127,120) | 2.72-1074 | 0.60% 13.37% 5.84%
(248,240) | 2.55-107% | 1.10% 14.63% 7.21%
(506,488) |2.32-107% | 1.95% 14.11% 7.55%
(1016,976) | 2.75-107% |  4.58% 18.63% 11.56%
6.5 (127,120) | 1.21-107% ] 0.30% 8.51% 4.29%
(248,240) | 1.15-1074 | 0.57% 8.91% 4.41%
(506,488) | 1.16-107% | 1.04% 7.94% 4.18%
(1016,976) | 1.42-107% | 2.30% 10.91% 6.64%
7.0 (127,120) [2.75-107% | 0.07% 4.06% 2.63%
(248,240) | 2.20-107% | 0.13% 3.89% 2.75%
(506,488) | 1.64-107% | 0.20% 3.60% 2.69%
(1016,976) | 2.75-1075 | 0.41% 3.89% 2.80%
TABLE XIl|
CRCAND PAC FLAG RATES FORALL THE AUDIO FILES OVER THE EIA URBAN FAST FADING CHANNEL MODEL
CRC Bit-Error | CRC Flag | PAC Frame | Double PAC Frame
E;/Ny (dB) Code Rate Rate Erasure Rate Erasure Rate
12.0 (127,120) | 2.14-1073 | 2.37% 14.40% 11.16%
(248,240) | 2.01-1073 | 3.65% 14.74% 11.33%
(506,488) |2.01-107% | 5.82% 15.83% 12.13%
(1016,976) | 1.92 1073 7.64% 17.66% 14.59%
12.5 (127,120) [1.00-1073 | 1.29% 11.14% 8.35%
(248,240) | 9.68-1074| 2.14% 10.34% 7.44%
(506,488) | 8.72-1074 3.53% 10.97% 8.47%
(1016,976) | 1.01-102 | 5.09% 12.11% 9.90%
13.0 (127,120) [4.54-107% ] 0.70% 8.46% 5.84%
(248,240) |3.94-1074| 1.03% 7.20% 5.38%
(506,488) |3.94-1074 2.01% 9.31% 7.27%
(1016,976) | 4.71-107% | 3.36% 9.31% 7.61%
14.0 (127,120) | 9.97-107° 0.18% 4.97% 3.66%
(248,240) | 7.46-107° | 0.29% 4.57% 3.43%
(506,488) | 6.12-107% | 0.14% 4.57% 3.15%
(1016,976) | 1.06 - 1075 | 1.19% 5.60% 4.41%
TABLE XIV of applying outer CRC codes to PAC, an audio coder that has
AupIO FILES variable frame length. Similar experiments to these should also
Audio Signal Type PAC Frames | (248,240) Blocks be repeated for other outer codes such as Reed—Solomon codes,
sqam55 instrumental 847 6786 which are preferred for digital audio broadcasting systems in the
sqam69 electronic 905 7254 AM band with multilevel modulation [4], [26], [27]. We con-
sqam70 pop 656 4212 clude that the variable length outer CRC code integrated with
the PAC audio coder is a more effective method of applying the
outer CRC code. This method could be used, e.g., for digital
TABLE XV . : .
V ARIABLE-BLOCKLENGTH, FIXED-OVERHEAD CRC GODES audio broadcasting systems in the FM band [5].
We have also introduced a simple error screening method
Common Name | Parity Bits | g(z) (Octal) Rest based on checking Huffman code and control information
CRC -8 8 0725 | 62.23 kbps consistency. This is an efficient screener for undetected errors
CRC — CCITT 16 0210041 | 61.97 kbps : :
CRC — 24 24 | 0140050401 | 61.71 kbps after t.he_C.:RC decoder. Thls.type of ;creener does not require
CRC - 325 32 | 00460216667 | 61.44 kbps any significant extra control information. It can be used, e.g.,

VI. DIscussiION ANDCONCLUSIONS

for digital audio broadcasting systems in the FM band [5]. It can
be used both for fixed length and variable length CRC codes
as well as with list Viterbi algorithm decoders [7], [18], [25].

In this paper, we consider joint source-channel code designi$ie screening algorithm can also be used with Reed—Solomon

sues for audio transmission applications. We evaluate methadsles, both in terrestrial digital audio broadcasting systems
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TABLE XVI
FIXED- AND VARIABLE-BLOCKLENGTH CRC GODE STATISTICS ON AN AWGN CHANNEL
E,/Ny | CRC P, | CRC Flag Rate PAC Pr PAC Por
6.25 | (248,240) 2.607 x 1074 1.099 x 1072 | 8.634 x 1072 | 1.792 x 1072

CRC -8 2.467 x 1074 7.467 x 1072 | 7.467 x 1072 | 6.320 x 1073
CRC — CCITT | 2.632 x 10~¢ 7.670 x 1072 | 7.670 x 10~2 | 7.318 x 1073
CRC — 24 2.573 x 10~4 7.907 x 1072 | 7.907 x 10~2 | 8.067 x 1073
CRC - 325 2.655 x 104 8.227 x 10~2 | 8.227 x 1072 | 7.484 x 1073
6.5 | (248,240) 1212 x 1074 5.539 x 1073 | 4.481 x 10~2 | 7.110 x 103
CRC -8 1.203 x 10~4 3.796 x 1072 | 3.796 x 10~2 | 1.538 x 10~3
CRC — CCITT | 1.052 x 1074 3.484 x 1072 | 3.484 x 1072 | 1.414 x 1073
CRC — 24 1213 x 104 4.099 x 1072 | 4.099 x 10~2 | 2.370 x 1073
CRC - 325 1.206 x 104 4311 x 1072 | 4.311 x 1072 | 2.744 x 1073
7.0 | (248,240) 2123 x 107 1.118 x 1073 | 8.762 x 1073 | 5.405 x 10~
CRC -8 2.648 x 1075 8.596 x 1073 | 8.596 x 1073 | 1.663 x 10~*
CRC — CCITT | 2.111 x 107° 8.098 x 1073 | 8.098 x 1073 | 0.000 x 10~*
CRC - 24 1.800 x 1073 7.683 x 1073 | 7.683 x 10~3 | 4.158 x 10~5
CRC — 325 2.576 x 1075 0.884 x 1073 | 9.884 x 10~3 | 0.000 x 1073
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in the AM band and satellite based digital audio broadcasting2]

systems using concatenated convolutional codes and oute
Reed-Solomon codes.

r
(13]

(14]
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