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A Maximum Likelihood Fine Timing Estimation
for Wireless OFDM Systems

Hao Zhou and Yih-Fang Huang, Fellow, IEEE

Abstract—Orthogonal Frequency Division Multiplexing
(OFDM) systems are more sensitive to timing synchroniza-
tion than single carrier systems. This paper presents a fine timing
synchronization scheme which utilizes the channel impulse re-
sponse (CIR) estimated from frequency-domain samples at OFDM
receivers. A Maximum Likelihood Estimate (MLE) of timing offset
is derived based on the probability distribution of the estimated
CIR under time-varying multipath fading. The ML timing scheme
is further developed for both integer precision and real-valued
precision implementations. In the real-valued timing precision
case, a delay locked loop (DLL) structure is devised as an effective
way to implement the MLE. Both analysis and simulations of
the proposed MLE showed significant improvement over existing
schemes under time-varying multipath fading channels.

Index Terms—Maximum likelihood estimate, OFDM,
time-varying multipath fading channel, timing synchroniza-
tion.

I. INTRODUCTION

O RTHOGONAL frequency division multiplexing
(OFDM) has become a popular technique for

high-bit-rate wireless communications [1], [2]. High spec-
tral efficiency and efficient multipath immunity are two
major features of this technology. However, compared to
single-carrier systems, OFDM systems are more susceptible to
synchronization errors, specifically, symbol timing and carrier
frequency errors [3]–[6].

This paper considers the problem of symbol timing in OFDM
systems. Timing errors in wireless OFDM systems, like those in
other wireless systems, arise from the frequency difference be-
tween the transceiver oscillators as well as the Doppler effect
due to the transceiver mobility. Timing offset has two major ef-
fects in OFDM systems: it causes extra interference (namely, in-
tersymbol interference (ISI) and interchannel interference (ICI))
which degrades the performance of channel estimation [6]. If
the samples contained in one received OFDM symbol is influ-
enced by more than one transmitted OFDM symbol, the demod-
ulated signal will be corrupted by ISI and the orthogonality be-
tween subcarriers can also be violated, thereby causing ICI [6],
[7]. Both ISI and ICI cause additional disturbance and distor-
tion to the demodulated signal. Thus they may result in signif-
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icant performance degradation. In a coherent OFDM system,
timing offset has another, possibly even more severe, impact
on system performance due to its adverse effect on channel es-
timation [6], [8], [10], [12]. In practice, when some portions
of the effective channel are shifted outside the channel estima-
tion window due to timing offsets, the channel estimates will
suffer additional errors [6]. This error effect is more pronounced
for high-performance channel estimators which usually have a
narrow channel estimation window matched to the channel im-
pulse response (CIR) [6], [12]. Such estimators include the FFT-
based optimum interpolator [10], the minimum mean-square-
error (MMSE) channel estimator [12] and the enhanced channel
estimators based on a reduced signal space [13]–[15]. All these
high-performance channel estimators demand a high precision
timing recovery at the receiver.

Timing synchronization for OFDM systems usually takes
two steps. First, a coarse synchronization acquires a rough
fast Fourier Transform (FFT) window position in the received
OFDM signal stream. This is followed by fine timing synchro-
nization which refines the timing position of the FFT window
and continues tracking the symbol timing throughout the entire
data transmission [16], [17]. The task of fine timing can be
implemented using cross-correlation of the training sequence
in the time domain [18]. However, for multipath channels,
those time-domain correlation methods in general can not
guarantee sufficiently accurate timing positions[17], because
the multipath results in interpath interference in the time-do-
main correlation. In [16], [17], [19]–[22], frequency-domain
schemes are proposed to provide better timing synchronization
for multipath fading channels. These schemes first estimate the
CIR, then find the timing position by locating the estimated
CIR inside the estimation window.

A frequency-domain delay-locked-loop (DLL) tracking
structure is proposed in [17]. It is shown to be equivalent to
peak-finding in the estimated CIR and it provides a maximum
likelihood (ML) solution for channels with additive white
Gaussian noise (AWGN). In [19], a frequency-domain algo-
rithm is presented to find the first channel path in the estimated
CIR with the aid of two SNR-based thresholds. In [16], [21],
[22], maximizing the CIR energy in a rectangular window
is proposed as an alternative approach to refine the timing
position. Thanks to their ability to resolve channel multipaths,
these frequency-domain schemes are generally superior to the
time-domain correlation methods. However, when multipath
channels experience time-varying fading, those schemes may
still have degraded tracking performance due to the instan-
taneous energy variation of individual paths. The resulting
tracking error could impair the performance of those systems
using high-performance channel estimates [9]–[15].
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In this paper, we propose a frequency-domain fine timing
scheme, which utilizes channel statistical information to fur-
ther improve the timing performance for time-varying fading
channels [23]. The CIR estimated at the receiver is modeled as
a vector complex Gaussian random process, parameterized by
the timing offset. An ML estimate (MLE) of the timing offset
is derived based on this statistical model. The resulting MLE is
further developed for both integer- and real-valued timing preci-
sion implementation. For the integer precision, the MLE is sim-
plified to be implemented as a power-delay-profile (PDP)-based
correlation scheme. Here, we use the correct estimation proba-
bility as a measure to compare the performance of the proposed
MLE with that of the other schemes. For the real-valued timing
precision, the proposed scheme is developed into a PDP-based
DLL structure to track the fractional timing offset. Theoretical
analysis and numerical simulations show that, in both cases, the
tracking ability of the proposed scheme is significantly better
(measured by the mean-squared error) than those of the existing
methods [17], [19], [21], [22]. This improved tracking ability is
very useful for the advanced OFDM systems under time-varying
fading channels. In particular, it provides an accurate timing to
those systems that employ high-performance channel estimators
[13]–[15]. As an example, it is shown by simulation that the im-
proved timing actually helps retain the optimum performance
of the OFDM systems that employ MMSE channel estimation
and provides a system performance gain over the conventional
systems that use the ML channel estimation.

II. SYSTEM MODEL

We start by briefly reviewing the OFDM system with an em-
phasis on the timing issue. A wireless channel is commonly for-
mulated as

(1)

where is the th complex path gain which is usually mod-
eled as an independent complex Gaussian process with variance

, is the time delay of the th path [2] and is the number
of independent multipaths.

An OFDM signal is generated by performing an inverse
FFT (IFFT) on complex valued data (constellation points)

d, resulting in a block of
time-domain samples. Here, is usually a power of two for
efficient FFT processing. The last samples of each signal
block are added to the front of the samples as a cyclic-prefix,
and all samples constitute an entire OFDM symbol.
The modulated OFDM signal can be expressed as

(2)

where is the subcarrier modulation pulse, i.e.,

(3)

in (3), is the sampling time duration, is the effec-
tive OFDM symbol duration, is the guard interval
duration, and is the duration of
an entire OFDM symbol.

After the modulated signal passes through the wireless
channel (1), the receiver samples the waveform and recovers the
original data through FFT processing. Timing offsets usually
occur when the received OFDM symbols are sampled. If the
symbol timing position begins within the region ,
i.e., the symbol timing error is within the ISI-free region of
the cyclic-prefix , the received
signal would be

(4)

where is a complex AWGN with variance and
. Here, we assume that the channel multipath

remains constant within one OFDM symbol, thus the parameter
can be omitted for simplicity.
Therefore, the FFT output of the OFDM symbol, observed

from (4), is

(5)

where , and
(the FFT of ) is a complex AWGN with variance .

Denote the effective channel transfer function (CTF) as a vector
. The effective

CTF can be expressed as

(6)

where is an matrix whose -th element is
equal to , and , which contains the ampli-
tude information of the channel, is an vector whose -th
element is equal to (1). Here, is the modeling matrix
that comprises the inherent time delay relationship among
the uncorrelated multipaths and the channel timing offset infor-
mation . Note that is used only for the purpose of
analysis and it is not required in implementing the integer and
the real-valued precision timing synchronizers that are to be pro-
posed in the following sections.

If the timing offset exceeds the ISI-free region, the orthog-
onality among the subcarriers may be destroyed. The resulting
FFT output of the OFDM symbol would appear as [6], [22]

(7)
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where

(8)

and is a term that accounts for both ISI and ICI which is
modeled as a Gaussian random variable with variance [6]

(9)

where for

(10)

or for ,

(11)

As mentioned in [6], for OFDM systems with a large , the
attenuation can be neglected. By combining ISI and ICI
together with the additive Gaussian noise, we can formulate the
frequency domain OFDM symbol as

(12)

and (5) can be seen as a special case of (12) with being zero.
Without loss of generality, we assume that in (12) is a zero-
mean Gaussian random variable. Accordingly, the MLE of the
CTF is simply

(13)

which is equivalent to the least-squares (LS) channel estimate
given in [2], [24]. The estimated CIR is obtained by
the IFFT of the estimated CTF as

(14)

where is the FFT matrix with ,
is the diagonal data matrix with diagonal entries equal

to , and is the noise vector consisting of . From (14),
we notice that the estimated CIR, , is a time-shifted in-
terpolation of the true channel corrupted
by Gaussian noise. By assuming a complex Gaussian channel
model for , the probability density function of is shown
to be

(15)

where is the autocorrelation matrix of the estimated
CIR , i.e., . According to
the channel (I) and the noise (II) terms in (14), can be
expressed as

(16)

(17)

where is an diagonal matrix with diagonal elements
, , and

is the signal to interference and noise ratio (SINR) at the re-
ceiver. Equation (17) is obtained by approximating the noise
term (II) with and

. It is easily seen from (17) that the estimated
channel autocorrelation consists of two terms: one is
due to the multipath with timing offset , and the other is due
to channel noise and interferences. If the channel statistics are
known, the estimated channel autocorrelation can be de-
rived for any given .

III. AN MLE OF THE SYMBOL TIMING ERROR

This section derives the MLE of the timing offset based on
the system model presented in Section II. According to (15),
the negative log-likelihood function of the symbol timing error
can be expressed as

(18)

where . It can be shown that
is actually independent of (see Appendix I),

thus is a constant with respect to . The MLE of the timing
offset is simply given by

(19)

Note that to obtain this MLE of the timing offset, we need the
knowledge of the channel statistics at the receiver. Much has
been done on the estimation of the OFDM channel statistics,
see, e.g., [25], [26]. Thus it is not necessary to address this issue
here and we simply assume that the channel statistics are known
at the receiver.

One can see that the ML timing estimator as formulated in
(19) may be too complex to be practical, as it involves the in-
version of an autocorrelation matrix. However, a closer
examination of helps us simplify this estimator so that
it is more practical.

In the following sections, we will study the simplifications
for the proposed MLE for integer precision as well as for real-
valued precision. With these simplifications, we can obtain the
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ML solution much more efficiently for different implementation
requirements.

IV. MLE FOR INTEGER PRECISION

Many typical OFDM timing synchronization schemes pro-
vide an integer timing resolution, see, e.g., [27]. We shall thus
first examine the proposed MLE (19) for an integer-valued pre-
cision in this section.

A. Derivation of the MLE for Integer Precision

To begin, we note that the dominant elements of the channel
autocorrelation matrix are only located in a sub-
matrix along the diagonal, where is the length of the PDP.
Note also that is comparable to the guard interval and
is much smaller than the FFT size . Considering the pos-
sible timing offset in the region , we choose a trun-
cated -length vector of (14), where , to cover
the entire channel PDP. This truncated version of is denoted
as . A corresponding autocorrelation submatrix is
truncated from (starting with the -th element). Sim-
ilarly to (15), the probability density function of can be
expressed as

(20)

Note that is almost equal to due
to the truncation of the insignificant part of . Therefore,

can be considered constant with respect to ,
just like . Henceforth, an MLE based on (20) can
be expressed as

(21)

Compared to (19), the dimension of the inverse matrix in (21)
is much smaller.

Secondly, for an integer-valued timing offset , it is easy
to see that the channel autocorrelation matrix (or

) is simply an (integer) shift of the zero-offset
channel autocorrelation matrix (or ). Its
calculation is thus a trivial task. Moreover, if the channel auto-
correlation matrix is diagonally dominant, the matrix inversion
can be approximated by simply inverting its diagonal elements.
Specifically, denote the diagonal elements of by a vector

, which consists of the channel energy (i.e.,
the channel PDP) and the additive noise (17). The MLE can be
simplified as

(22)

(23)

Note that the channel PDP is located in the range
of the vector . The final expression (22) can be

viewed as the correlation between the power of the estimated
CIR and the reciprocal of the sum of the channel PDP
and the additive noise . Such a correlation can be effi-
ciently implemented using common digital signal processors.

B. Analysis of the Proposed MLE for Integer Precision

In this section, we analyze the proposed MLE in integer pre-
cision and compare its performance with those of other timing
schemes based on the metric of correct estimation probability.
We start with the conventional peak-finding method, [17], [19],
and generalize it here as one of finding the position of the max-
imum amplitude in the estimated CIR ( ), i.e.,

(24)

To simplify the analysis, assume that the samples are
independent Gaussian random variables with variance , and

is the one with the largest variance ( is then the peak
position in the statistical sense, i.e., the correct timing position).
The correct estimation probability is thus

(25)
This probability can be calculated as, (see Appendix III)

(26)

A simple upper bound for is given by

(27)
Next, we examine the proposed MLE given in (22). Again, we

assume that has an autocorrelation , and
are independent Gaussian random variables with variance .
The correct estimation probability for the MLE is thus

(28)

As shown in Appendix III, the probability of
is given by

(29)
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Fig. 1. Correct estimation probabilities for the peak-finding, the maximum-
energy-windowing and the integer precision MLE method.

TABLE I
COST207 12-MULTIPATH TYPICAL URBAN (TU) CHANNEL MODEL

A lower bound for can be obtained as

(30)

and an upper bound is simply

(31)

Finally, we investigate another frequency-domain-based
timing scheme which is designed to locate the position of the
maximum CIR energy window [16], [21], [22]. The timing
metric for this timing synchronizer can be expressed in general
as

(32)

where is the starting position of the energy window with zero
timing offset and is the window length. Assume similarly that

are independent Gaussian random variables with variance

. Without loss of generality, we assume that the zero timing
offset window has the largest CIR energy. The correct timing
estimation probability can thus be expressed as

(33)

Probability can be computed as

(34)

Henceforth, a lower bound for can be derived as

(35)

and a simple upper bound for is simply given by

(36)

Employing the COST207 TU model (Table I), we calculated
the approximate correct estimation probabilities for these
timing synchronizers using the above formulas and showed the
results in Fig. 1. For the peak-finding method, the ‘PF upper
bound’ curve is obtained by using (27) with and the
‘PF simplified’ curve is obtained using (26) with ; for
the integer precision MLE method, the curves are generated by
using (29) with and being evaluated in a timing
offset region of [ 3, 3]; as for the maximum-energy-windowing
method, curves are provided by (32) with fine-tuned to 7 for
the best performance, and evaluated in a timing offset
region of [ 5, 5]. The timing offset region is set by assuming
that a good early-stage coarse timing has been done and the
probability of timing error within the region is close to 1 for
tracking by this scheme. It can be observed from Fig. 1 that
the maximum-energy-windowing method and the peak-finding
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Fig. 2. The proposed PDP-based fine timing delay-locked loop.

method have comparable timing estimation capability, while
the proposed MLE performs significantly better than those two
other schemes.

V. REAL-VALUED PRECISION AND THE DLL STRUCTURE

A. Design of the DLL Structure for Real-Valued Precision
MLE

Real-valued precision fine timing has been used in many
OFDM systems [8], [17], [20]. In the case of estimating the
timing offset with a real-valued precision, it is computationally
too complex to find the MLE through (19) and even with the
simplified version (21). Searching for the MLE in a fractional
timing grid is not a practical solution. Alternatively, the delay
locked loop (DLL) in [17] offers a more practical solution. As-
suming that the initial estimate of is within the convergence
region, a recursive solution for the MLE is given by

(37)

Here, is a small positive number and the derivative in (37) can
be approximated by

(38)

with denoting the advanced/retarded interval. This results in a
recursive solution given by

(39)

This is actually a first-order digital DLL with a loop coefficient
.

Furthermore, it is much simpler to calculate than to
calculate for an arbitrary timing offset . More specif-
ically, can be obtained by introducing a phase adjustment
in the frequency-domain as

(40)

where, is a diagonal matrix with elements .
Thereafter, instead of using in (19), we can use
an alternative formula to calculate the
log-likelihood function (see Appendix II)

(41)

Similarly, we replace by
to calculate the simpli-

fied log-likelihood function in (21).
Combining all those factors, we eventually obtain a DLL

structure as

(42)

Applying the diagonal simplification to the matrix ,
similarly to the way that we obtained (22), we get

(43)

where is the diagonal element of . This results in the
PDP-based DLL structure, which is depicted in Fig. 2. In prac-
tice, the integer part of the estimated timing offset is usually ad-
justed in the time domain and the fractional part of the offset can
be efficiently compensated by phase rotation in the frequency
domain. (Some applications compensate the timing error by fine
tuning the sampling clock.)

B. S-Curve Analysis for the MLE DLL

For a DLL, the discriminator characteristic (S-curve) is the
average value of the discriminator output as a function of the
timing error [28]. It is an important design factor to determine
the loop tracking ability, i.e., the dynamic handling capability
and the tracking error variance. In this section we will study the
discriminator characteristic of the proposed DLL structure for
the real-valued precision timing MLE. Considering the metric
in the recursive solution (39), we denote

(44)
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The S-curve of the DLL is

(45)

For the term , we have

(46)

where and
. We further denote

as and approximate as , which leads
to

(47)

Therefore, the S-curve of the DLL can be obtained as

(48)

As an example, the S-curve of the proposed ML timing esti-
mator is calculated for the COST207 TU channel model with
equal 0.5 and the result is shown in Fig. 3. It is seen from the
figure that the S-curve of the ML timing estimator is a function
of channel SNR. The shape of the S-curve is also dependent on
the value of and the channel PDP. The derivative of the S-curve
around the origin is considered the discriminator gain in the de-
sign of DLL, depicted in Fig. 2.

VI. SIMULATION RESULTS

In our simulation experiments, a BPSK-OFDM system was
considered with subchannels and a bandwidth of
4.096 MHz operating in the 1.8 GHz frequency band. The ef-
fective OFDM symbol duration was 125 and the sam-
pling period was 0.244 . The guard interval consisted of
a 52-sample cyclic prefix. Sixty-four pilot subchannels were
equally spaced among the 512 subchannels to transmit the same
strength BPSK pilot signals. Again the COST207 TU channel
model was employed here for the simulation.

First, we investigate the integer-valued precision MLE
scheme. Each multipath in the TU model experiences a
time-varying fading. The proposed MLE synchronizer, the
first-peak-finding (FPF) synchronizer and the maximum-en-
ergy-windowing (MEW) synchronizer are studied and com-
pared using a time-varying fading channel. The simulation
results are shown in Fig. 4 in terms of the empirical probability
mass function (PMF), i.e., the timing offset histogram for

Fig. 3. S-curve of the MLE DLL using the COST207 TU model. �� � ����.

Fig. 4. Histograms for the first-peak-finding, maximum-energy-windowing
and the integer precision MLE method. ��� � 	� 
�, with the TU model.

each synchronizer. The FPF scheme studied here is a modified
peak-finding scheme, which applies a threshold to combat the
noise effect and to find the first peak position in the estimated
CIR. For the MEW scheme, the window length was fine-tuned
to 7 to obtain the best performance under the specific channel.
It is easily seen from the histogram that, at , the
proposed MLE synchronizer (error variance : 0.0026) performs
much better than both the FPF synchronizer (error variance :
0.7115) and the MEW synchronizer (error variance : 1.1918).

Next, to examine the proposed MLE scheme for real-valued
precision, the DLL structure proposed in Section V was simu-
lated using the TU channel model with a 85 Hz Doppler spread.
The advanced/retarded interval was set to be 0.5, such that
the two estimated CIRs would have a unit-one timing differ-
ence and can be simply obtained via one IFFT processing. The
mean-square tracking performance (measured by the tracking
error variance) of the proposed timing structure was investi-
gated and compared with those applying the FPF and MEW
timing schemes. The simulation results are presented in Fig. 5.
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Fig. 5. Mean-square tracking error performance comparison of the first-peak-
finding, the maximum-energy-windowing and the proposed scheme under the
TU model �� � ��� � � �����.

In all these DLL settings, first-order loop filters are adjusted ac-
cording to their individual discriminator gains (the derivative of
the S-curve) to have the same loop bandwidth
for a fair comparison (Systems with the same loop bandwidth
have comparable acquisition time [29]). From Fig. 5, it is easily
seen that the FPF and the MEW methods have comparable per-
formance and the MEW method exhibits better noise resistance
than FPF does at low SNRs. Compared to those two schemes,
our proposed ML timing scheme has much lower tracking error
in the entire SNR region, yielding a nearly two orders of mag-
nitude less mean-square error performance.

To further evaluate this timing performance gain for OFDM
systems, we performed a system-level bit-error-rate (BER) sim-
ulation. As an example, we chose OFDM systems with a two-di-
mensional channel estimation here, i.e., the channel estimation
is actually split into the frequency-direction and time-direction
estimation. The frequency-direction channel estimation is car-
ried out by using either the pilot-based MMSE [12] or the MLE
[24]. The time-direction channel estimation then follows by em-
ploying an MMSE-based temporal interpolation. The temporal
interpolation is done by inserting one pilot symbol in every
eight OFDM symbols. Channel statistics and SNR are assumed
known at the receiver to employ the MMSE channel estimates
as well as the proposed ML fine timing estimation. Fig. 6 shows
the results of these simulations. It is well known that the (fre-
quency-direction) MMSE channel estimate is sensitive to the
timing offset [8], [12] and our results also validate this point
here. With perfect timing, the system using MMSE channel es-
timates provides a performance improvement of about 1.5 dB
over that using ML40 channel estimate (the number of taps used
in the ML/LS channel estimate [24] is 40). Fig. 6 also shows
the system performance for different timing synchronizers. For
the system using MMSE channel estimates, with the proposed
ML fine timing scheme, it experiences a little performance loss
compared to that with perfect timing. In contrast, the FPF and

Fig. 6. BER performance comparison of different 2D channel estimates for
different timing methods under the TU model.

Fig. 7. BER performance comparison of different 2D channel estimates for
different timing methods under the TU model with shortened CP.

MEW methods result in significant system performance loss, es-
pecially at high SNR. Similar simulations are provided to eval-
uate the system performance using ML channel estimate. The
results show that ML channel estimates are not very sensitive
to the timing error. In essence, with the aid of the proposed ML
timing method, an MMSE-based system can retain its perfor-
mance and outperform an ML-based system by 1.5 dB in BER.

Additional simulation experiments were carried out to ex-
amine ISI effects. In those experiments, we introduced an ISI
effect on the OFDM system by shortening the cyclic prefix to 10
OFDM samples. Because the length of the channel delay pro-
file is now longer than that of the cyclic prefix, there is energy
leakage from adjacent OFDM symbols to the present one. Sim-
ulation results for different settings are shown in Fig. 7. Com-
pared with Fig. 6, it is easily seen that the BER performance
of both MMSE-based and ML-based systems are degraded due
to the ISI effect. The performance difference between MMSE-
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based and ML-based systems under perfect timing situation has
increased to about 2 dB at SNR around 20 dB. Again, our ML
timing scheme can be used to retain good performance of an
MMSE-based system in the presence of ISI and provides a sig-
nificant system performance gain over other schemes.

VII. CONCLUSION

This paper has proposed an ML fine timing synchronization
scheme for OFDM systems. The proposed scheme utilizes
channel statistical information to improve the timing perfor-
mance. This scheme can be simplified as an integer-valued
timing synchronizer or, by employing a DLL structure, imple-
mented with a real-valued timing precision. Performance of
the proposed scheme has been evaluated through both analysis
and simulation. Employing a COST207 TU wireless channel
model, the proposed scheme is shown to be significantly better
than the conventional schemes and achieves an improvement
of nearly two orders of magnitude in terms of tracking error
variance. Because the proposed scheme can reduce the timing
jitter and provide an accurate timing match of channel statistics
to the MMSE channel estimator, it helps to retain the optimum
performance of the MMSE channel estimate and result in a
system performance gain over those conventional systems
applying the ML channel estimate.

APPENDIX I
IS INDEPENDENT OF

First, let us investigate , where
. The th element of

turns to be

(49)
Since (49) is only dependent on , we can simply
denote as .

Then study , according to (17), we have

(50)

and this actually proves is independent of .
APPENDIX II

PROOF:

From the left-hand side of the equation, by using (14), (17)
and (40), we have

(51)

There are four terms coming out from , , and
respectively. They can be derived individually as

(52)

(53)

(54)

(55)

For the right-hand side of the equation, similarly we have

(56)

By using the fact , it can be
easily shown that the four terms obtained from (56), i.e., ,

, and , are equal to the four terms derived
above from (51), such that we get the proof.

APPENDIX III
THE ANALYSIS OF THE PROBABILITIES IN SECTION IV

We first analyze the correct estimation probability of
the generalized peak-finding scheme. Since the are
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independently Gaussian distributed with variance , the
will have a jointly distribution function as

(57)
The correct estimation probability (25) can be computed as

(58)

(59)

Next, we derive the probability of in (29)

(60)

(61)

(62)

here, . Since are independently
Gaussian distributed with variance , the characteristic func-
tion of is given by

(63)

(64)

The distribution of is thus

(65)

which leads to equation (29) as

(66)
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