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Abstract—High throughput satellites employing multi-
beam antennas and full frequency reuse for broadband
satellite services are considered in this paper. Such ar-
chitectures offer, for example, a cost-effective solution to
optimize data delivery and extend the coverage areas
in future 5G networks. We propose the application of
the multiple-input-multiple-output (MIMO) technology in
both the feeder link and the multiuser downlink. Spa-
tial multiplexing of different data streams is performed
in a common feeder beam. In the user links, MIMO
with multiple beams is exploited to simultaneously serve
different users in the same frequency channel. Under
particular design constraints, effective spatial separation of
the multiple user signals is possible. To mitigate the inter-
stream interference in the MIMO feeder link as well as
the multiuser downlink, precoding of the transmit signals
is applied. Simulation results illustrate the performance
gains in terms of sum throughput.

Index Terms—MIMO, satellite communication, channel
capacity, multiuser channels, radiowave propagation, 5G,
precoding, user scheduling, non-terrestrial networks, back-
hauling, access networks

I. INTRODUCTION

Broadcasting of video content to home users has
been the key application scenario of geostationary
satellite systems for many decades. Meanwhile,
the advent of 5G networks and the introduction
of integrated satellite-terrestrial architectures will
considerably change the role of satellite commu-
nications in the near future. Traffic offloading to
the network edges, backhauling or direct broadband
access (e.g., Video-on-Demand) to remote areas
belong to the most promising use cases of satellite
communications (SATCOM) [1]. Other use cases
include the delivery of broadband data to satellite
earth stations on mobile platforms (ESOMPs) like
trains, cruise ships and airplanes. The cost-per-bit
is in this context a key enabler. The sustaining
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demand for higher data rates in next-generation
networks has already motivated the development of
high throughput satellites (HTSs).

To meet the target data rates of future HTS
systems and the economies of scale in terms of costs
per bit as required by 5G applications and networks,
the trend has been to increase the number of beams
to provide higher power flux density per beam and
increase the reuse factors for the spectrum. In con-
trast to a four color frequency reuse (FR4) scheme,
where orthogonality between the adjacent beams is
ensured using disjoint frequencies and polarizations,
the full frequency reuse (FFR) of the spectrum
has recently been considered [2]. However, FFR
leads to significant inter-beam interference, also
called co-channel interference (CCI), and moves the
power-limited link budget to an interference-limited
regime. Users located at the edges of the beams
suffer from the most severe CCI and experience
a strong degradation of their achievable carrier to
interference plus noise power ratio (CINR).

One strategy to significantly reduce the CCI is the
precoding of the transmit signals in the gateways. In
general, linear and nonlinear precoding techniques
can be considered. While nonlinear precoders are
hard to implement in practical systems, thus serving
only as a theoretical upper limit in many studies,
linear precoding techniques often achieve similar
performances like their nonlinear counterparts [3].
Remarkable throughput improvements compared to
the widespread FR4 scheme can be achieved with
linear precoding strategies like for example zero-
forcing (ZF) [4]. Recent research activities in [5]
and [6] have a special focus on precoding for mul-
ticast communication to exploit potential throughput
gains offered by the DVB-S2X superframes [7].

To support the huge amount of aggregated user
traffic, the shift of the feeder links to the Q/V-band
offering unexplored spectrum of up to 5 GHz in
bandwidth has recently been considered [8]. Nev-
ertheless, several gateways are still necessary [9].
The gateways have to be displaced geographically
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to allow the reuse of the feeder link bandwidth.
Moreover, transmit diversity techniques are needed
to cope with the heavy rain fades in these frequency
bands [10]. Different solutions can be found in the
literature, e.g. in [11] and the references therein.
All solutions are based on a certain amount of
redundancy in the feeder links, either through ad-
ditional gateways in standby that become active if
one gateway is in outage, or through spare capacity
which is reserved at the active gateways. For traffic
re-routing, a terrestrial network to interconnect the
gateways is presumed in all cases, which is already
common practice in current systems.

Relying on the existing gateway infrastructures
as well as resorting to the FFR strategy in the
user beams, we propose the application of spatial
multiple-input-multiple-output (MIMO) techniques
to tackle the uplink and downlink bandwidth lim-
itations and to reduce the per-bit delivery costs.
MIMO systems are well-known for their bandwidth
efficiency through the simultaneous transmission
of multiple data streams in the same frequency
band. This is among the most important perfor-
mance indicators to compete with terrestrial Gigabit
networks. Under favorable channel conditions, the
spatial interference is eliminated in the channel, and
a linear increase of the channel capacity with the
number of transmit or receive antennas, whatever
number is smaller, is achieved.

In MIMO channels with predominant line-of-
sight (LOS) wave propagation, particular antenna
array geometries are required [12] to obtain such
favorable channel conditions. The optimal antenna
array geometry for maximum-capacity LOS MIMO
satellite channels has been analytically derived in
[13] and was verified through satellite channel mea-
surements reported in [14]–[16]. Based on these
fundamentals, very recent research has now started
to propose first practical applications of MIMO to
SATCOM [17]. Here, the distribution of Video-on-
Demand (VoD) services as an example of edge
content delivery to home users in future 5G satellite
networks is addressed [18]. However, the results
can also be further extended to other fixed satellite
service (FSS) applications like the ESOMPs.

In this paper we consider the forward link of a
HTS system. In particular, we propose a MIMO
feeder uplink with two gateway antennas and a
multiuser MIMO (MU-MIMO) downlink to non-
cooperative users with a single antenna each. The

satellite payload relies on a bent-pipe architecture
[19, Chapter 9.2, p. 437] in order to keep the com-
plexity at satellite level low. The content delivery to
the users is achieved through spatial multiplexing of
the different data streams.

The use of spatial MIMO in the uplink and in
the downlink is a completely different approach
compared to satellite network architectures that have
been proposed so far. In state-of-the-art feeder links,
the deployment of antennas separated by several
tens of kilometers is only done to achieve diversity
gains within the footprint of a given feeder beam.
Both antennas are never active at the same time,
which is not a cost-efficient solution due to the un-
used redundant hardware. With MIMO feeder links,
the antennas are operated simultaneously, which
doubles the maximum transmit power per link and
enables spatial multiplexing. The opportunities of
MIMO feeder links have been discussed by the
authors in [20].

In the MU-MIMO downlink, the exploitation of
the LOS channel phase information allows to build
groups of users with limited CCI. These users are
spread over an area covered by different beams
and are scheduled within the same time slots. The
proposed MIMO solution introduces a novel philos-
ophy that does not try to arbitrarily allocate users to
a predefined beam according to their position in the
multibeam coverage as suggested in known schemes
[2]. That way, in a MIMO FFR scheme, the beam
pattern is resolved and reduced to nothing more than
a shaping of the power flux density on Earth. Such
a beamfree approach was first proposed in [17]. In
a further step, this new concept might be used as
another degree of freedom for throughput optimiza-
tion, even leading to dynamically adaptable shaping
depending on the capabilities of the satellite antenna
multibeam architecture. In this work, an innovative
HTS system design with a joint optimization of a
smart gateway relying on spatial MIMO together
with a novel scheduling algorithm in the user links
is addressed.

In order to follow the proposed ideas for the
novel MIMO HTS application, some basic findings
on MIMO for LOS satellite channels are needed.
Section II has been reserved for this aspect. The
proposed MIMO HTS system is then thoroughly
described in Section III, and the performance is
assessed in terms of the sum throughput in Section
IV. Section V concludes the paper.
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Notation: IM denotes the M ×M identity matrix
and 1 is an all-ones vector of proper dimension.
Operator (.)∗ denotes the complex conjugate while
(.)T and (.)H denote the transpose and the complex
conjugate transpose of a matrix or a vector. The
functions diag {.} and tr {.} abbreviate the diagonal
and trace operators. The notation ‖.‖ represents the
Euclidean vector norm and |.| gives the absolute
value of a scalar. The operator min {.} (or max {.})
returns the minimum (or maximum) value. The sym-
bol � is the Hadamard product, i.e. the element-wise
multiplication of two matrices, and the operator bxc
gives the greatest integer less than or equal to x.
Finally, (.)+ represents the Moore-Penrose pseudo-
inverse of a matrix.

II. MIMO SATCOM BASICS

In this section, the basics on MIMO over satel-
lite for FSS are summarized. The focus is on the
MIMO satellite channel and its correct modeling
as a prerequisite for reliable system performance
predictions. The channel capacity is used as a
measure to assess the channel properties. We will
show that the signal phase is a key property of
the electromagnetic (EM) waves that needs to be
considered in order to obtain high MIMO gains. We
introduce the MIMO free space propagation model
and neglect atmospheric effects for now. However,
Section II-F will later be solely devoted to the
discussion of atmospheric effects. Since the free
space medium is isotropic, the channel is reciprocal
and it is, therefore, sufficient to initially concentrate
on the downlink. The presented results provide the
necessary fundamentals for the discussion of the
proposed MIMO HTS system architecture covering
both the uplink and the downlink channel.

A. Free Space MIMO SATCOM Channel Model

We consider a MIMO satellite downlink for FSS
between N satellite transmit antennas in the geo-
stationary earth orbit (GEO) and M earth station
receive antennas. The satellite acts as the MIMO
transmitter while the fixed earth station is the MIMO
receiver. The vector y = [y1, . . . , yM]T is the vector
of receive signals at a given time instance with ym
denoting the signal in complex baseband notation at
the m-th receive antenna. y is calculated as

y = Hx + η, (1)

with x = [x1, . . . , xN ]T and η = [η1, . . . , ηM]T. The
symbols xn and ηm are the transmit symbol at the n-
th satellite antenna and the noise contribution at the
m-th receive antenna, respectively. The noise entries
are independent and identically distributed (i.i.d.)
circularly symmetric complex Gaussian variables
which are uncorrelated with the data symbols. The
matrix H ∈ CM×N denotes the MIMO channel
matrix. The calculation of its entries is detailed in
the following.

We focus on frequency bands well above 10 GHz.
In those frequency bands, high-gain and directive
antennas are required to obtain a sufficient link
budget and close the link with high throughput.
Moreover, narrow main beams with low side lobe
levels effectively suppress interfering signals from
and to neighboring satellite systems, and are, there-
fore, a design objective for earth station antennas
operating with GEO satellites [21]. Relying on such
typical earth station antennas, it is assumed that
any multipath contributions are suppressed by the
directional antennas. Neglecting the atmospheric
effects, the satellite channel can be described using
a deterministic LOS model based on the free space
wave propagation.

The LOS channel coefficient hmn between the
n-th satellite antenna and the m-th earth station
antenna, which corresponds to the (m, n)-th entry
of H, is given in the equivalent baseband notation
by

hmn = amn · e− j 2π
λc

rmn ≈ a · e− j 2π
λc

rmn . (2)

Here, λc = c0/ fc denotes the wavelength of the
carrier with frequency fc, c0 is the speed of light,
and amn = λc/(4πrmn) · e jϕ models the free space
propagation gain. The parameter ϕ stands for the
common carrier phase and can be assumed to be
zero without loss of generality (w.l.o.g.). The pa-
rameter rmn denotes the distance between the n-th
satellite transmit antenna and the m-th earth station
receive antenna. On the right hand side of (2), we
applied the approximation amn ≈ a = λc/(4πr̄) with
r̄ = 1/(MN) ·∑M

m=1
∑N

n=1 rmn. This is reasonable be-
cause the difference between the path lengths is very
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small compared to their mean total length.1 Note
again that this model will be extended in subsection
II-F to additionally take relevant atmospheric effects
into account.

It is also important to note that ray tracing
through the parameter rmn has been applied to
exactly determine the phase entries of H. This is
referred as the spherical wave model (SWM) in the
literature and stands in contrast to the plane wave
model (PWM) which assumes no relevant phase
differences between the entries of H [22]. As shown
in the following, the application of the SWM is a
fundamental prerequisite to correctly forecast the
capacity provided by a MIMO satellite system and
to derive the relevant design criteria for its capacity
optimization. This is detailed in the next section.

B. MIMO Channel Capacity

Consider again the downlink scenario, in which
the single-satellite is the MIMO transmitter and the
earth station is the MIMO receiver. Based on the
deterministic LOS model in (2), the time invariant
MIMO channel capacity without channel knowledge
at the transmitter is given by [23]

C = log2

(
det

(
IM + ρ ·HHH

))
. (3)

Here, ρ is the carrier to noise power ratio (CNR),
which is defined as the ratio of the transmit power
per satellite antenna to the noise power per earth
station receive antenna.

To illustrate the dependence of the channel ca-
pacity on the properties of H, let us decompose the
MIMO channel into parallel sub-channels, so called
eigenmodes, with a singular value decomposition
(SVD) of the form H = UΓVH. Moreover, to ease
the mathematical notation, V = max {M, N} and
U = min {M, N} are introduced. The matrices U and
V are both unitary and constitute an orthonormal
basis of the column and row spaces of the channel
matrix H, respectively. The matrix Γ is a rectangular
diagonal matrix with U non-negative singular values√
γ1, . . . ,

√
γU of H, sorted in descending order on

1To give an example: Assume that one earth station antenna is
located at the sub-satellite point while a second earth station antenna
has a relative distance to the first earth station antenna of 3◦ in
geographical longitude (corresponds to a distance of approximately
340 km). In this case the relative error is approximately 2.9 × 10−4. In
other words, the magnitude of the amplitude has an error of 0.04 dB
at 20 GHz, which can be neglected.

the main diagonal. Using this decomposition, we
obtain the equivalent model

ỹ = Γx̃ + η̃, (4)

with ỹ = UHy, x̃ = VHx and η̃ = UHη. This
way, the MIMO system from (1) is transformed into
U parallel and non-interfering single-input-single-
output (SISO) channels.

The channel capacity of this system is calculated
by the sum over all parallel sub-channels, i.e.

C =
U∑

u=1
log2 (1 + ργu) , (5)

where γu are the eigenvalues of HHH. They equal
the square of the singular values of H. Since HHH

is positive semi-definite, the eigenvalues are in the
range of 0 ≤ γu ≤ tr

{
HHH}

=
∑U

u=1 γu = UV |a |2 .
The magnitude of the u-th singular value in Γ
represents the channel gain of the u-th equivalent
SISO channel or eigenmode.

To explain the condition for which the max-
imum MIMO channel capacity is achieved, let
us rewrite (5) as C =

∑U
u=1 log2 (1 + ργu) =

log2

(∏U
u=1 (1 + ργu)

)
. Since the logarithm is mono-

tonically increasing, C is maximized by maximizing∏U
u=1 (1 + ργu). It can be shown by basic algebra

that, if the sum of U non-negative numbers is
fixed, their product is maximized for the case where
they are all equal. Therefore the MIMO capacity is
maximized when all eigenvalues are equal. Since∑U

u=1 γu = UV |a |2, the optimal eigenvalue profile
must be γu = V |a |2 ∀u. In this case, a CNR gain
of V and a multiplexing gain of U is achieved, and
(5) yields

Copt = U log2

(
1 + ρV |a |2

)
. (6)

From (6), it is clear that the multiplexing gain is
limited to U, i.e. the maximum number of parallel
sub-channels of H. Therefore, an additional antenna
at the link end with V antennas does not increase the
multiplexing gain, but increases the CNR by a factor
of V + 1. However, as long as all U eigenvalues are
equal, the channel capacity is maximized according
to (6), and H is called an “optimal MIMO channel”.
For M > N (respectively, M ≤ N), all column
(row) vectors of H are then pairwise orthogonal
and have equal norm. The latter is actually always
fulfilled for the pure LOS channel matrix since all
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the coefficients have identical magnitude. If M = N ,
H is a scaled unitary matrix having orthogonal row
and column vectors, i.e. HHH = HHH = M |a |2 IM .

A simple 2 × 2 example of an optimal MIMO
channel is H = a

[ 1 1
1 e−jπ

]
, which again highlights

the need to model the different phase entries of H.
Here the two transmit signals impinge phase aligned
at the first receive antenna, and they exhibit a phase
difference of π at the second receive antenna. A
phase difference of π corresponds to a difference
among the path lengths of λc/2. The condition to
obtain such channels will be derived in Section
II-C, and it will be shown in Section II-D that this
condition requires particular spacings between the
antennas at the transmitter and the receiver.

Consider now the example where all receive
signals at each receive antenna are nearly phase
aligned, i.e. the PWM can be applied. All path
lengths are approximately equal and the channel
matrix is H ≈ a

[ 1 1
1 1

]
. This is the so-called “keyhole

channel” [22], which provides only one sub-channel
or eigenmode. All eigenvalues are zero except of
one that is γ1 = UV |a |2. The keyhole capacity
constitutes the lower capacity bound for MIMO
systems and is given as

Ckey = log2

(
1 + ρUV |a |2

)
. (7)

It is used for comparison purposes in the following.

C. Optimal MIMO Satellite Channels

In this section, the general criterion for “optimal”
MIMO satellite channels is derived. We have shown
that the pure LOS channel matrix H is optimal if
all row (or column) vectors in case of M ≤ N (or
M > N) are pairwise orthogonal. This requirement
can be formulated as

hr,khH
r,l = 0, k, l ∈ {1, . . . , M} , k > l, if M ≤ N,

hH
c,khc,l = 0, k, l ∈ {1, . . . , N} , k > l, if M > N,

(8)

where hr,k and hc,k denote the k-th row vector
and the k-th column vector of H, respectively.
Both conditions in (8) are equivalent, and it is,
therefore, sufficient to consider the case M ≤ N
in the following. We will see later that the result
for M > N is similar.

Applying (2) to (8) for M ≤ N we obtain2

N∑
n=1

e− j 2π
λc
(rkn−rln) = 0, k, l ∈ {1, . . . , M} , k > l .

(9)
An appropriate choice of the various distances be-
tween the transmit and receive antennas is the key
to satisfy (9) since the other parameters are constant
for all N phasors.

To find a solution for (9), we first consider the
following condition:

N∑
n=1

e− jβ(n+κ) = 0, β ∈ R \ {0} , κ ∈ R. (10)

The sum in (10) corresponds to the sum of N terms
of a geometric series and can be written as

N∑
n=1

p · qn = p · q · 1 − qN

1 − q
= 0, p = e− jβκ, q = e− jβ.

(11)
The condition (10) is satisfied if 1 = e− jβN and
1 , e− jβ. The solution that fulfills both constraints
is

β = 2πv/N, v ∈ Z, with v - N, (12)

where v - N means v must not be a multiple of N .
Using the substitution 2π

λc
(rkn − rln) = β (n + κ) in

(10), we obtain

(rkn − rln) = λcvkl (n + κkl) /N, k, l ∈ {1, . . . , M} ,
(13)

with k > l, vkl ∈ Z, vkl - N and κkl ∈ R.
Note that vkl and κkl can be different for different

value pairs of (k, l) because the N phasors in (9)
for one particular set of (k, l) are independent of
any other value pair (k′, l′). The solution in (13)
is the very general condition to obtain optimal
MIMO satellite channels with arbitrary antenna
number under LOS conditions. Note that no particu-
lar constraints with respect to (w.r.t.) the geometrical
arrangement of the antenna elements have been
applied so far.

If we assume the antennas are arranged as uni-
form linear arrays (ULAs), (13) can be simplified to
achieve the result reported in [24]. If ULAs at both
link ends are applied and a large distance between
the transmitter and receiver compared to the array

2Please note that we divided (8) by |a |2 to obtain (9).
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dimensions is assumed,3 it can be revealed through
geometrical analysis that

(rkn+1 − rln+1) − (rkn − rln) ≈ const. (14)

for n ∈ {1, . . . , N − 1} and k, l ∈ {1, . . . , M}, k > l.
Since (14) holds for all combinations of the indices
k, l, n with k > l, we can set w.l.o.g. k = 2, l = 1
and n = 1. Using (13) in (14) finally yields

(r22 − r12) − (r21 − r11) = vλc/N, v ∈ Z, v - N .
(15)

This result has first been published in [13] in
2008 for MIMO SATCOM applications. Although
the derivation has been slightly different and was
limited to N = 2 satellite antennas, (15) tackles
the solution presented in [13]. It satisfies (9) under
the constraint that ULA geometries are used at both
link ends. Moreover, the result remains valid for
M > N by replacing N with M on the right hand
side of the equation. If the differences between the
path lengths satisfy (15), the resulting MIMO LOS
channel exhibits the maximum channel capacity
according to (6). Condition (15) leads to particular
requirements with respect to the positioning of the
antenna elements as presented next. Moreover, the
analysis shows that the signal phase must be taken
into account.

D. Optimal MIMO SATCOM Antenna Positioning

In the following, we apply the result of (15) to
obtain maximum-capacity MIMO SATCOM links.
To this end, we need to calculate the distances
between the transmit-receive antenna pairs, which
are determined by the geographical locations of
the antenna elements on Earth and in space. A
set of geometrical design parameters is introduced
that exactly defines the geographical locations of
the antenna elements. Moreover, the analysis shows
that the signal phase must be taken into account.
This is fundamentally different from the great bunch
of existing publications on MIMO satellite sys-
tems, which apply a PWM through narrow antenna
spacing and can, therefore, never achieve a higher
capacity than keyhole.

All the required parameters are illustrated in
Fig. 1. The antenna locations are defined using an

3This is a valid assumption for GEO applications since the Earth-
to-space distance is at least 35,786.1 km, while the array dimensions
are assumed to be not larger than several tens of km.

x

y

z

dE δE

φE

θE
θS

dS

south pole

prime-
meridian

equa
tor

north pole

GEO

Fig. 1. Parameter definition to describe the antenna positions,
exemplary M = 2 earth station antennas and N = 2 satellite antennas
are shown

earth centered, earth fixed (ECEF) coordinate sys-
tem. For the sake of simplicity, the distance between
the Earth’s center and any point on its surface is set
equal to the mean Earth radius R⊕ = 6,378.1 km.
Since the distance between the earth station anten-
nas is small compared to R⊕, the Earth curvature
is neglected. It will be shown later in this section
that this simplification has a negligible impact on
the optimal design of the MIMO satellite link. The
orientation δE characterizes the angle between the
east-west direction and the antenna array. The pair
of latitude φE and longitude θE specifies the center
of the antenna array, and dE is the inter-antenna dis-
tance. This allows to fully characterize the position
of the ground antennas. The positioning vector of
the m-th earth station antenna in three-dimensional
Cartesian coordinates is given in (16) at the top of
the next page, where dE,m = dE · (m − 1/2 − M/2).

At the satellite, the antennas are considered to be
positioned in the equatorial plane. Denoting θS as
the longitude of the center of the antenna array, dS
as the inter-antenna spacing, and Ro = 42,164.2 km
as the ideal GEO radius, the position of the n-
th satellite antenna in three-dimensional Cartesian
coordinates is given by

aS,n =
[
Ro cos θS − dS,n sin θS, Ro sin θS +

dS,n cos θS, 0
]T
, (17)

with dS,n = dS ·(n − 1/2 − N/2). Here, an ideal GEO
is assumed, i.e. the eccentricity and inclination of
the satellite are negligibly small. The validity of this
simplification will be justified in the remainder of
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aE,m =


R⊕ cos φE cos θE − dE,m · (sin θE cos δE + sin φE cos θE sin δE)
R⊕ cos φE sin θE + dE,m · (cos θE cos δE − sin φE sin θE sin δE)

R⊕ sin φE + dE,m · cos φE sin δE


, m ∈ {1, . . . , M} , (16)

this section.

Based on the previous parametric characteriza-
tion, the distance rmn between the m-th receive
antenna and the n-th satellite transmit antenna is
then given by

rmn =
aE,m − aS,n

 = r · (1 + ∆mn)1/2 , with (18)

∆mn = 2
(
dE,mRoα − dS,nR⊕β + dE,mdS,nψ

) /r2+(
d2

E,m + d2
S,n

)
/r2. (19)

Here, r = 4r ·rmin is the distance between the center
of the earth station ULA and the satellite. Moreover,
rmin = 35,786.1 km is the minimum satellite-to-
Earth distance, which is obtained if the earth station
is directly located at the sub-satellite point. The
parameter 4r = (1.42 − 0.42 cos φE cos4θ)1/2 with
1 ≤ 4r ≤ 1.16 describes the relative increase
of the satellite-to-earth station distance depending
on the geographical latitude φE and the relative
longitude 4θ = θE − θS. Furthermore, the sub-
stitutions α = cos δE sin4θ + sin φE sin δE cos4θ,
β = cos φE sin4θ, and ψ = sin φE sin δE sin4θ −
cos δE cos4θ have been defined.

Approximating the square root in (18) by its
second degree Taylor polynomial derived around
∆mn = 0 provides

rmn ≈ r ·
(
1 + 1/2 · ∆mn − 1/8 · ∆2

mn

)
. (20)

Using (20) with (19) in (15) results in

dSdE/r ·
(
ψ + 0.21αβ/4r2

)
≈ v ·λc/N, v ∈ Z, v - N .

(21)
With respect to the desired accuracy of the Taylor
approximation in (20), we require the absolute value
of the total error |4R| of the left hand side of (21) to
be much smaller than the carrier wavelength λc. In
particular, the residual shall be a fraction of the car-
rier wavelength only, for example |4R| ≤ 1/100 ·λc,
in order to obtain reliable results. Computer simu-
lations have shown that in all practically relevant
cases |4R| ≤ 3.8 × 10−6 m, which is sufficiently
small to support carrier frequencies of more than

10−5 10−4 10−3 10−2 10−1 100

10−1
100
101
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(a) (b) (c)

antenna spacing in orbit 4θS (◦)

m
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u
m

re
q
u
ir
ed

d E
(m

)

fc = 8 GHz

fc = 13 GHz

fc = 20 GHz

fc = 60 GHz

100 101 102 103 104 105 106

10−1
100
101
102
103
104
105

antenna spacing in orbit dS (m)

Fig. 2. Minimum spacing dE versus antenna spacing in orbit,
shaded areas indicate useful ranges related to the categories: (a)
single-satellite applications, (b) collocated satellite applications, (c)
multiple-satellite applications

100 GHz.
As expected, the two key parameters of the solu-

tion in (21) are the antenna spacing dE on Earth and
dS in orbit. The spacing required is linearly propor-
tional to the transmitter-receiver distance r and the
wavelength, i.e. dSdE ∝ rλc. Since r ≥ 35,786.1 km,
comparably large antenna spacings dS, dE are re-
quired to satisfy (21).

The minimum array dimensions are generally
obtained if both antenna arrays are in broadside and
the earth station is at the sub-satellite point. In this
case, we have ψ = −1, α = β = 0, and r = rmin. The
minimum spacing of the earth station array becomes
dE = rminλc/(NdS) if we set v = 1. Smaller values
of dE lead to severe spatial interference because
the receive array is no longer capable to spatially
resolve each transmit antenna. All transmit signals
can no longer be distinguished at the receiver and
the MIMO channel converges to the keyhole channel
with H ≈ a

[ 1 1
1 1

]
. A similar limit is also known as

the Rayleigh criterion describing the resolution limit
of optical systems.

Fig. 2 shows the relation between dE and
the antenna spacing in orbit for different carrier
frequencies. Since a wide range of values
is provided the curves are shown in double-
logarithmic scale. For large antenna separations
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in orbit, it is convenient to define the orbital
separation 4θS, given in degrees on the lower
x-axis, while the upper x-axis shows dS in meters.
The values are valid for M = N = 2, but can easily
be scaled to higher antenna numbers using the
relation dE ∝ 1/N . Since ψ = −1 and α = β = 0,
the antenna arrays are in broadside orientation, i.e.
δE = 0◦, and 4θ = 0◦. As indicated by the shaded
areas in Fig. 2, we propose to classify MIMO
SATCOM systems into three basic categories.
For each category a particular range of antenna
spacings in orbit is basically feasible as follows:
(a) Single-Satellite Applications: All MIMO
antenna elements are on a single-satellite and
the useful antenna spacing is in the range of
1 m ≤ dS ≤ 10 m. A very promising and completely
novel system proposal of this category is presented
in the remainder of this paper.
(b) Collocated Satellite Applications: Multiple
satellites occupy a single orbital slot. Each satellite
has one MIMO antenna element. A sufficient
minimum separation between the spacecrafts
must be ensured to account for inaccuracies of
the tracking system and the thrusters [25]. The
upper bound is the station keeping window, which
is typically ±0.05◦ in longitude. We assume
practically feasible antenna spacings to be in the
range of 0.014◦ ≤ 4θS ≤ 0.05◦ (or equivalently
10 km ≤ dS ≤ 40 km). Applications of this category
are very similar to the single-satellite case but
at increased complexity since novel spacecraft
co-location strategies are required.
(c) Multiple-Satellite Applications: Multiple
satellites with one MIMO antenna each are located
at different orbit positions resulting in a spacing
of 4θS ≥ 0.1◦. This category of applications
requires non-directional antennas at the ground
segment because directional antennas cannot point
at different orbital slots at the same time. As a
promising application, UHF SATCOM has been
proposed in [26], and UHF MIMO satellite channel
measurements reported in [16] have shown a
significant increase of the channel capacity.

Fig. 2 emphasizes which spacing between the
earth station antennas is at least required depending
on the MIMO SATCOM category considered. In
the single-satellite case, the minimum antenna spac-
ing on Earth is approximately between 10 km and
100 km. Smaller antenna spacings dE require larger
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Fig. 3. Optimal antenna spacing dE as a function of ULA orientation
angle δE or relative longitude 4θ and ψ, M = N = 2, φE = 0◦,
fc = 20 GHz (single-satellite applications)

spacings in the orbit, leading to collocated satel-
lite applications or to multiple-satellite applications.
Note that larger but still optimal values for dE can
be obtained if v > 1, v - N , is chosen because the
optimal antenna spacing scales with vλc/N, v - N .

The term
(
ψ + 0.21αβ/4r2) ∈ [−1,+1] in (21)

can be interpreted as a reduction factor because
it apparently reduces the actually needed antenna
spacings dE and dS, depending on the parameters
δE, 4θ and φE. If the earth station ULA and
the satellite ULA are not in broadside, we get��ψ + 0.21αβ/4r2

�� < 1, and the antenna spacing has
to be increased accordingly to still satisfy (21).

This required adjustment is shown in Fig. 3 with
respect to dE. Two 2 × 2 cases are considered:
First, the earth station ULA is rotated by δE while
the angles φE = 4θ = 0◦ are fixed. This means
that the earth station ULA is located at the sub-
satellite point. This case corresponds to the solid
curves, and the lower x-axis shows δE in degrees.
The second case corresponds to the dashed curves
and the relative longitude 4θ is increased while
φE = δE = 0◦ are fixed. In both cases α = β = 0 and,
thus,

��ψ + 0.21αβ/4r2
�� = |ψ | as shown on the upper

x-axis. In all cases, comparably large angular values
of δE and 4θ are allowed for which the optimal
spacing dE remains approximately constant. This is
due to the fact that the increment of dE relates to
the cosine of the respective angles.

Taking the solid blue curve for dS = 6 m as an
example, the optimal dE has to be increased by
only about 7 km compared to the minimum value
of 50 km for δE = 30◦, since 1/|ψ | · dE = 1/0.87 ·
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50 km = 57 km. The rotation of δE = 30◦ results
in a displacement of the earth station antennas by
12.5 km to the North and to the South.

The increment of the dashed curves is slightly
higher because the transmitter-receiver distance r
also increases with increasing 4θ. However, as-
suming a fixed optimal earth station spacing of
dE = 50 km at 4θ = 0◦ (blue dashed curve in Fig. 3)
and accepting 10 km deviation from this optimum
spacing to account for practical implementation
constraints, a very large part of the GEO arc of more
than 4θ = ±30◦ can be used. In other words, once
an optimal setup has been implemented in terms of
a ground station installation, it can be used for a
wide range of satellite positions without significant
capacity degradation. Therefore, the presented de-
sign constraint does not at all impose a flexibility
disadvantage to the system.

E. Sensitivity Discussion

To estimate the degradation of the MIMO ca-
pacity if the antennas are not optimally spaced,
simulation results of C as a function of dE are
shown in Fig. 4. The curves relate again to the
2 × 2 downlink at 20 GHz. A receive CNR of
10 log10 ρ |a |2 = 10 dB is assumed. First, all curves
show the expected periodic behavior. Each capacity
maximum corresponds to one particular value of v.

For example, the first and second maximum of
the blue solid curve at approximately 50 km and
150 km correspond to v = 1 and v = 3, respectively.
The keyhole capacity is obtained for v = 2 at
100 km because in this case v is a multiple of
N = 2. Moreover, a large deviation of the optimal

spacing dE on Earth is indeed possible without a
significant loss of Copt. Taking again the blue solid
curve for dS = 6 m as an example, ±10 km around
the first optimal value of 50 km is allowed to still
obtain 8.6 b/s/Hz (the maximum is 8.8 b/s/Hz).
This is approximately 98 % of Copt. The curves
reveal that large deviations in all directions even in
the kilometer-range can be accepted and still close-
to-maximum capacity values are obtained.

The same is true regarding possible displacements
of the satellite in the GEO. Since orbit perturbations
cause apparent displacements of the satellite w.r.t.
its ideal geostationary position, the inclination and
eccentricity vary over time. The amplitude of the
overall orbital motion is specified by the station-
keeping box, whose limits are usually ±0.05◦ in
longitude and latitude and 4 × 10−4 in eccentricity
[19]. In the single-satellite case, movements by this
order of magnitude can generally be neglected. A
displacement of the satellite in geographical longi-
tude by 0.05◦ from its optimal position results in a
variation of the relative longitude, i.e. 4θ ± 0.05◦.

The effect upon the optimal spacing of the earth
station antennas has already been discussed by
means of the dashed curves in Fig. 3. The slope
of the curves increases for larger values of the
relative longitude 4θ. Taking 4θ = 80◦ as an
example, an adjustment of the earth station antenna
spacing of 8.2 × 10−4 m would be required in order
to compensate the satellite’s longitude drift. Such
values are far too small to have a remarkable impact
on the channel capacity, so that the related effects
can be neglected.

In short, we conclude that for single-satellite
applications:

• The required positioning accuracy of the earth
station antennas is manageable in practice.
Several kilometers of antenna displacements in
each direction are possible while still achieving
very high, nearly optimal capacities.

• Satellite movements in the station-keeping win-
dow can be neglected.

• A large part of more than ±30◦ of the GEO
arc can be covered with the same earth station
installation while limiting the capacity degra-
dation to less than 2 %.

The measurements reported in [15] ultimately
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confirm the presented theory.4 To conclude this in-
troductory section about the basics of spatial MIMO
over LOS satellite channels, atmospheric impair-
ments and the issue of differential signal delays need
to be discussed.

F. Atmospheric Impairments and Further Aspects

1) Atmospheric Impairments: In the frequency
bands above 10 GHz, the main radiowave propa-
gation impairments originate from the troposphere
and include attenuation effects as well as phase dis-
turbances [27]. An amplitude attenuation decreases
the signal power, resulting in a lower CNR for
the affected antenna. Such a loss entails a capacity
degradation similar to what would be observed in a
SISO system suffering from the same attenuation
[28]. On the other hand, the impairments of the
signal phase might affect the optimal phase relations
within the channel matrix H and disturb the optimal
eigenvalue profile. Fortunately, the channel capacity
is not changed if the signal paths originating from
the same antenna experience identical phase impair-
ments [28]. This latter property can be reasonably
considered to be verified in practice.

The assumption of identical phase impairments
is based on the geometrical analysis of an optimal
MIMO satellite link where the horizontal separation
in the troposphere of two LOS paths rm1 and rm2
is very small. In fact, the example in [28, eq.
(7)] reveals a horizontal separation of less than
1 cm. This theoretical assumption has been verified
through interferometric measurements in the Ku-
Band at 12.5 GHz reported in [14]. The results
prove that differential phase disturbances between
neighboring LOS paths can be neglected. Moreover,
the long-term measurements have also shown that,
once an optimal MIMO satellite link has been
established, the maximum MIMO capacity can be
obtained sustainably. It is, therefore, reasonable to
model a common attenuation and phase shift for
signal paths stemming from or arriving at the same
earth station antenna.

The atmospheric impairments for the m-th earth
station antenna are expressed as ςm = |ςm | · e− jξm ,
where |ςm | ∈ [0, 1] and ξm ∈ [−π, π[ represent re-

4Since the measurement setups have been fairly complex, we do
not repeat the results here, but we encourage the reader to take note
of this practical field trial.

spectively the additional amplitude attenuation and
the phase shift. The attenuation in dB is obtained as

Am = −20 · log10 (|ςm |) . (22)

The LOS free space channel coefficient in (2) is,
thus, extended to h̃mn = hmn · ςm. It follows for the
impaired channel transfer matrix

H̃ = D ·H, (23)

with D = diag {ς1, . . . , ςM}. The influence of the
weather impairments on the MIMO feeder link of
an HTS system will be analyzed in Section III.

2) Differential Signal Delays: A known issue of
MIMO satellite links is the large difference in the
propagation delay between the LOS paths [29]. The
time of arrival of the MIMO signals at the receiving
antennas can vary by hundreds of a symbol duration
because of the large antenna spacing. This results in
an asynchronous reception of those symbols which
form a part of a single code word.

To tackle this issue, a single-carrier frequency
domain equalization (SC-FDE) concept has been
applied in [30]. By using a sufficiently long guard
interval, the different arrival times of the sym-
bols can be compensated. The unavoidable loss in
bandwidth efficiency depends on the length of the
guard interval in relation to the frame length and
usually does not exceed 5 % [30]. An advantage
of SC-FDE compared to other waveforms, which
also rely on the use of a guard interval like or-
thogonal frequency division multiplexing, is its very
low peak-to-average power ratio. However, modern
waveforms currently discussed as 5G candidates
[31] are also potentially suitable to address these
differential propagation delays in future systems.

III. MIMO HTS SYSTEM PROPOSAL

Relying on the result of Section II, we now apply
the MIMO concept to an HTS system. With an
HTS system, the limitations of a broadcast scenario
can be tackled and multiple users can be served
with individual data streams. HTS systems represent
the most recent and powerful satellite architecture
for high-data rate unicast and multicast communi-
cations. We will show how greatly these systems
can benefit from spatial multiplexing in both their
uplink and their downlink, to maximize the sum
throughput. The considered FSS scenario belongs
to the class of single-satellite MIMO applications
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since one HTS equipped with several antennas will
be assumed.5

We recall that the objective of the considered
illustrative example is to show the tremendous per-
formance gain of a MIMO HTS system in terms of
data rate if the MIMO LOS system design approach
from the previous section is considered. To this end,
the proposed HTS system architecture with a MIMO
feeder link and a MU-MIMO downlink is presented
first together with the equivalent baseband model.
The system model will be used in Section III-E to
design the precoding strategies aimed at improving
the spectral efficiency of the system. Section III-D
describes the scheduling approach based on the
algorithm in [17] that allocates the resources to
individual households. Simulation results are pro-
vided in Section IV to finally assess the system
performance in terms of sum rates in comparison
to the state-of-the-art.

A. System Description

The MIMO HTS system architecture is depicted
in Fig. 5. Here we concentrate on the forward link,
i.e. the link from the gateway to the users. Since
a complete transmission chain with the uplink and
the downlink is now considered, the mathematical
notation to distinguish both parts will be adapted
accordingly.

1) MIMO Feeder Uplink: The Earth portion of
the MIMO feeder link consists of N = 2 gateway
antennas, separated by several kilometers (30 km
to 50 km) and inter-connected via a central pro-
cessing unit which supervises the generation of the
transmit signals. Time and phase synchronization
of the antennas is ensured. RF-over-fiber transport
can, for example, be used for this purpose [33].
This technology has been successfully applied at
the NASA deep space network, where antennas
separated by more than 10 km must be synchronized
for deep space communications. In the following,
it is assumed that the inter-connection between the
gateway antennas is perfect.

At the satellite, Zr = 2 receive antennas are
positioned in the orbital plane dS = 3 m apart,
constituting the receive array of the MIMO feeder

5The architecture of spatial MIMO in the feeder link of an HTS
scenario has also been chosen in [32] and [20] for feeder link
performance analyses that are out of scope of this paper.

link. To operate this feeder link, the bands 42.5-
43.5 GHz and 47.2-50.2 GHz are exploited such that
a total bandwidth of 4 GHz per polarization state
is available. The receive antennas cover the same
geographical region centered in the middle of the
gateway array, and the assumption is made that
their beamwidth is sufficiently large. In that way,
the antennas are relatively close to the beam center,
and the receive antenna gain is maximum for all
transmit-receive antenna links.

The satellite payload relies on a bent-pipe archi-
tecture with cross-strapping from the V-band feeder
uplink to the Ka-band user downlink. No signal
processing is considered in the payload to keep the
satellite complexity low. Nevertheless, we observe
that some sample-based signal processing could
be envisioned. An architecture supporting digital
transparent processing, known as digital bent-pipe,
would then be required. We will leave the further
development of this possibility for future research.
Some hints can be found also in [34], [35].

It has to be noted that, to support the large
aggregate user link bandwidth of a HTS system,
several tens of spatially separated feeder links with
a full reuse of the available frequency band are
actually required in practice [36]. To this end,
several feeds are installed on the receive reflectors
in order to cover different sites on Earth. In this
case, an advantage of the MIMO approach lies in the
fact that the necessary number of spatially separated
links can be halved compared to state-of-the-art
SISO links (e.g. 15 MIMO feeder links instead of
30 SISO links) [32]. Meanwhile, the total number of
active gateway antennas in the system remains the
same since two gateway antennas per feeder link are
now used.

The resort to MIMO feeder links can be in-
tuitively seen as a solution to rearrange the an-
tennas such that part of the interference between
typical SISO feeder links is transformed into an
information-bearing signal using spatial multiplex-
ing. With a MIMO-based architecture, the angular
separation of the different feeder links in a given
region of deployment (e.g. Northern America) can
indeed be increased to improve the beam isolation.
In general, a distance of several hundreds of kilo-
meters is required between the sites to guarantee
sufficiently high carrier to interference ratios (CIRs).

Here, the uplink part of the considered forward
link consists of a single feeder link because the
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Fig. 5. Proposed system architecture: (a) Two spatially separated gateway antennas are fed with signals by a common gateway station (central
processing). (b) Schematic diagram of the proposed payload: Both gateway (GW) beams share a common frequency resource (V-band). The
payload is designed to translate all incoming frequency bands to the same frequency band in the Ka-band in order to enable FFR. The
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Fig. 6. Single polarization frequency plan for the up- and the
downlink: FFR is applied in the downlink (Ka-band), so all 16 beams
share a common frequency band. The multiplexing gain enables a
parallel transmission of two feed signals by the feeder link within
the same frequency segment of the V band. The numbers indicate
the corresponding beam according to Fig. 5.

goal of the example is simply to illustrate how
spatial multiplexing can be realized in a given link.
The downlink of the studied HTS system will be
dimensioned such that its sum user link bandwidth
equals the sum bandwidth that can be supported by
its uplink.

2) Multibeam Downlink: The downlink part of
the HTS system is made of Zt = 16 Ka-band user
beams delivering different data contents to fixed
single antenna user terminals (UTs). On the satellite
a single-feed-per-beam (SFPB) architecture with
Zrefl = 4 multibeam reflectors is considered. The
reflectors are geometrically arranged as a uniform
circular array with a diameter of 3 m.

On Earth a total of Ktot user terminals (UTs)
are uniformly distributed over the area covered by
the Zt beams. These UTs are, for example, conven-
tional single-antenna installations on a roof top of
a building to serve households with individual data
traffic. The comparison in the results section will
be made to the conventional FR4 scheme where the

same distribution of Ktot customers is assumed. This
ensures a fair comparison between both schemes
and allows a general conclusion from the simulation
results. These results can be further extended to
other user distributions, scheduling approaches or
precoder designs from the literature, e.g. [37], [38].

A downlink bandwidth of 500 MHz within the
range of 19.7-20.2 GHz is available for the entire
service zone. Since an FFR scheme is addressed,
this frequency band is jointly utilized by all beams.

It is known that the achievable multiplexing gain
offered by MU-MIMO is limited by the number
of channel inputs. Only a group of up to Zt = 16
UTs can be served simultaneously via space division
multiple access (SDMA). Thus, the user downlink
forms at most a 16 × 16 MIMO channel. Since
Ktot � Zt , additional user scheduling is necessary
to build groups of UTs that will be served in
different orthogonal resource blocks. These different
resource blocks can be, for example, separate time
or frequency slots based on a time division multi-
ple access (TDMA) or frequency division multiple
access (FDMA) scheme, respectively. Our approach
to schedule the Ktot users will be explained in more
detail in Section III-D.

B. Channel Model

1) MIMO Feeder Uplink: The MIMO feeder link
channel is modeled in the equivalent baseband using
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a block diagonal matrix

H̃u = diag
{
H̃u,1, . . . , H̃u, Zt2

}
∈ CZt×Zt, (24)

where H̃u,l is a 2 × 2 channel matrix between the
N = 2 gateway antennas and the Zr = 2 satellite
receive antennas. The index l distinguishes the Zt/2
different center frequencies required due to the
use of FDMA in addition to SDMA in the feeder
uplink. Each entry h̃(u)l,zn corresponds to the channel
coefficient from the n-th gateway antenna to the z-th
satellite receive antenna at the l-th center frequency
and takes both the free space propagation and the
atmospheric impairments into account.

Similarly to (23), the matrix H̃u,l can accordingly
be expressed as

H̃u,l = Hu,l · D � Gu, (25)

with Hu,l ∈ C2×2, the MIMO LOS channel matrix
whose free space propagation coefficients are deter-
mined according to (2). Again, the matrix D ∈ C2×2

is a diagonal matrix modeling the atmospheric im-
pairments experienced by the gateway antennas. We
observe that, in contrast to (23), the multiplication
with the matrix D is performed on the right-hand
side since an uplink channel is now considered. The
atmospheric impairments for the n-th earth station
should thus affect the n-th column of H̃u,l .

As already mentioned, rain attenuation represents
a severe impairment in the Q/V band and imposes
strong constraints on the link budget. It has moti-
vated the development of gateway diversity schemes
to ensure system availability [11], [39]–[41]. In the
sequel, the assumption is made that rain attenuation
is the only weather impairment affecting the receive
power in the feeder link. Other types of fading
effects can indeed be compensated by an uplink
power control scheme. In the results section, the
proposed MIMO feeder link will be evaluated for
different rain attenuations A1 at the first gateway
antenna given a fixed A2 at the second antenna.

The elements of matrix Gu ∈ C2×2 model the
normalized radiation patterns of the satellite receive
antennas. They can be calculated as [42]

g
(u)
zn = J1 (uzn) /2uzn + 36J3 (uzn) /u3

zn, (26)

with uzn = πD/λc sin(ϑzn), and J1 (uzn) and J3 (uzn)
being the Bessel functions of first kind and order
one and three, respectively. We assume the same
diameter D for all satellite receive antennas, and ϑzn

is the off-axis angle of the z-th beam’s boresight to
gateway antenna n.

In order to take the best advantage of spatial
multiplexing in the feeder link, the LOS uplink
channel matrix Hu,l will be designed according
to the criterion (21). More precisely, the antenna
geometry in the feeder link will be optimized such
that a scaled unitary matrix Hu,l is obtained. It will
be shown that, in this case, the sum achievable rate
of the HTS system is maximized.

2) Multibeam Downlink: In case of FFR, an
arbitrary UT can potentially receive signal portions
from all feeds. Therefore, the downlink channel H̃d
between the Zt feeds and a group of K UTs is
modeled as a densely populated matrix

H̃d = Hd � Gd ∈ CK×Zt . (27)

Here, Hd ∈ CK×Zt denotes the channel matrix that
models the free space propagation according to
(2) between the Zt feeds and the K households,
which are simultaneously served with data in one
recourse block. Equivalent to the uplink, the ma-
trix Gd ∈ CK×Zt describes the radiation patterns
of the downlink multibeam antennas. The element
[Gd]k,z = g

(d)
kz denotes the normalized antenna gain

from beam z to user k. It is calculated using (26)
by an appropriate choice of the antenna parameters.

Similar to the feeder link channel, we are seeking
to design an optimal downlink channel matrix H̃d,
in which all row vectors are pairwise orthogonal.
In this case the channel capacity is maximized
according to (6). In contrast to the feeder link, the
locations of the user antennas are arbitrary and an
analytical condition as presented in (21) cannot be
applied here to derive optimal downlink matrices
H̃d. To this end, a novel user grouping algorithm
has been developed in [17], which addresses in
particular the construction of downlink matrices
H̃d with pairwise orthogonal row vectors. We will
apply and extend this algorithm to our HTS system
proposal. It will be briefly recapped in Section III-D.
The major difference of our approach compared to
the state-of-the-art is reflected in the fact, that the
condition of pairwise orthogonality inherently uses
the signal phase as a design criterion whereas the
great bunch of published work neglects the signal
phase (see for example [43] and references therein).



14 IEEE TRANSACTIONS ON BROADCASTING

C. MIMO HTS System Model

The equivalent baseband model of the HTS sys-
tem under study is now introduced. Imperfections
such as the non-linearities of the power ampli-
fiers, phase noise, or differential delay and phase
among multiple pathways in the satellite payload
are assumed to be perfectly compensated using a
calibration method [44]. This correction guarantees
that the downlink signals are phase-coherent to
enable the feasibility of MU-MIMO precoding.

Please note that, to enable the pre-processing of
the transmit signals in the gateways, channel state
information (CSI) about the uplink and downlink
MIMO channels is necessary. To obtain this CSI,
existing channel sounding strategies can be applied
to estimate the amplitude and phase of the channel
matrices H̃u,l and H̃d. One solution consists, for
example, in the transmission of orthogonal training
sequences like the constant amplitude zero auto-
correlation (CAZAC) sequence [45] in the forward
link. Applying the method as proposed in [15], the
phase and amplitude information of the channel
coefficients in H̃u,l and H̃d can be estimated via a
cyclic cross-correlation of the signal received by the
UTs with the known sequence. This information can
be fed back to the gateways via the return link to
enable the pre-processing of the transmit signals. A
small part of the available resources in the system
must, therefore, be reserved for the transmission of
a training sequence and the estimation of the chan-
nel. However, this is not specific to the approach
presented here but applies to all types of precoding
schemes for multibeam satellites.

We assume ideal CSI about the uplink and down-
link MIMO channels in the sequel. It is known
that the system performance degrades if the CSI is
imperfect or outdated. The performance of different
precoding schemes with imperfect CSI has been
investigated in the literature, e.g. in [46], [47], and
the interested reader is kindly referred to these
papers and the references therein.

Fig. 7 shows a block diagram of the transmission
chain with the associated notations. For the sake of
a compact notation, time indices are neglected in
the sequel. Let

s = [s1, . . . , sK]T ∈ CK×1 (28)

be the vector of data symbols to be transmitted in
a given time slot to a group of K non-cooperative

single-antenna UTs, where sk is the symbol for the
k-th user. Please note that a pure unicast scenario
is considered and that, therefore, sk can be different
for different k. These symbols are chosen from a
constellation alphabet6 A with unit variance, and
are uncorrelated such that E

{
ssH}

= IK .
In the central processing unit of the gateway, a

linear transformation of the data vector s is per-
formed using a precoding matrix B ∈ CZt×K . This
matrix aims to mitigate the interference between the
symbols transmitted in the same frequency channel
in the uplink as well as in the downlink. More-
over, denoting Pu the maximum effective isotropic
radiated power (EIRP) per gateway antenna, the
following condition must be fulfilled

tr
{
BHQ̄nB

} ≤ Pu , n = 1, 2. (29)

The matrix Q̄n = diag {Qn, . . . ,Qn} is a Zt × Zt
block diagonal matrix where Qn is a 2 × 2 matrix
containing zeros in all entries except for the n-th
diagonal element which is equal to 1. That is, in
Q̄1 all odd and in Q̄2 all even diagonal entries are 1
while the remaining entries are zero. Condition (29)
corresponds to a per-antenna power constraint. It is
required since the gateway antennas are equipped
with their own high power amplifier (HPA).

After the transmission over the MIMO feeder
link, the symbols received by the satellite are

yu =
[
yu,1, . . . , yu,Zt

]T
= H̃uBs + ηu. (30)

The vector ηu =
[
ηu,1, . . . , ηu,Zt

]T is the vector
of uplink circularly-symmetric complex Gaussian
noise and is uncorrelated with the data symbols.
In the sequel, the variance per real dimension of
the complex uplink noise process is equal for all Zt
receive branches and is denoted by σ2

ηu .
In the satellite payload, the coefficient aS models

the amplification of the HPAs. The vector of channel
inputs to the downlink is then given by

xd =
[
xd,1, . . . , xd,Zt

]T
= aS · H̃uBs + aS · ηu (31)

with xd,z being the downlink signal transmitted by
the z-th feed. The downlink EIRP in each beam
should not exceed a maximum value Pd such that[

Rxd

]
z,z ≤ Pd, z ∈ {1, . . . , Zt} , (32)

where Rxd = E
{
xdxH

d
}

is the autocorrelation matrix

6Modulations are chosen according to the DVB-S2X standard [7].
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ηd =
[
ηd,1, . . . , ηd,K

]T
s = [s1, . . . , sK ]T xu =

[
xu,1, . . . , xu,Zt

]T
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[
xd,1, . . . , xd,Zt

]T
ŝ = [ŝ1, . . . , ŝK ]T

Gateways Feeder link Satellite User links Users’ receivers

Fig. 7. Block diagram of the transmission chain

of xd. The gain aS is consequently chosen to fulfill
the constraint (32) with equality for at least one of
the feeds. In other words, at least one downlink
beam provides the maximum downlink EIRP Pd
while the EIRP of the remaining beams can be lower
or, in the best case, equal to Pd.

We note that the modeling of the satellite through
a simple amplification coefficient follows from the
assumption of an analog transparent architecture.
In the case of a digital bent-pipe, a sample-based
processing of the signals could be envisioned. The
satellite payload would then be modelled by a non-
diagonal relaying matrix F ∈ CZt×Zt .

In the user links, the receive symbols are

ŝ = [ŝ1, . . . , ŝK]T = aS · H̃dH̃uBs + aS · H̃dηu + ηd,
(33)

where ηd =
[
ηd,1, . . . , ηd,K

]T is the vector of down-
link circularly-symmetric complex Gaussian noise.
This noise is uncorrelated with both the data sym-
bols s and the uplink noise ηu. Assuming similar
receiving equipment for all households, the variance
per real dimension of the noise process at each UT
is identical and represented by σ2

ηd
.

We define the receive CNR at the beam center as

CNRbc = a2
d · Pd/

(
2σ2

ηd

)
, (34)

where ad is the free space downlink gain as defined
in (2).

D. User Scheduling

As stated before, only up to K = Zt house-
holds can be simultaneously served within a single
resource block. In order to supply all users with
individual data, scheduling is necessary, i.e. the Ktot
UTs must be divided into groups of at most Zt users.
Hence, in addition to spatial multiplexing, a further
multiple access scheme like TDMA is necessary
to support all users with individual data. Note that,
without spatial multiplexing, Ktot resource blocks

would be necessary whereas the necessary resource
blocks reduces to Ktot/K with spatial multiplexing.

As a major finding of Section II it can be stated
that the achievable data rate of a multiuser MIMO
SATCOM scenario crucially depends on the location
of the involved antennas. Since the locations of the
users are arbitrary and do not follow any regular
placement, an analytic solution for the optimal
placement, like the one that has been derived in
(21) for ULA arrangements, cannot be found here.
However, the requirement of pairwise orthogonal
channel vectors as formulated in (8) still holds.

Assume an optimal setup in the sense of (8), then
all K UTs of a group have orthogonal channel vec-
tors. In this case, ZF precoding does not suffer from
any power penalties due to the channel inversion,
and can, therefore, achieve the dirty paper coding
(DPC) rate region. However, the probability that
such a set of UTs exists is zero for a finite Ktot [48].
Therefore, we aim at combining UTs with channel
vectors that are “nearly” or “at most” orthogonal.
The orthogonality between the i-th and the j-th UT
is quantified by means of the scalar product of the
channel vectors

cos
(
]

(
h̃d,i, h̃d, j

) )
=

���h̃H
d,ih̃d, j

���/(h̃d,i
 h̃d, j

) , (35)

where ](h̃d,i, h̃d, j) refers to the enclosed angle of
the vectors h̃d,i and h̃d, j . The channel vectors are
orthogonal if cos(](h̃d,i, h̃d, j)) = 0.

In [17] the Multiple Antenna Downlink Orthog-
onal Clustering (MADOC) scheduling algorithm
has first been published, in which (35) is used
as a metric to determine the spatial compatibility
between two UTs and to build up so-called ε-
orthogonal groups. The main idea is to assemble
UTs in a common group only if (35), calculated
for all combinations of UTs within a group, does
not exceed a certain threshold ε . The proposed
algorithm in [17] is used in this paper to sched-
ule all households into NG disjoint groups. In the
optimal case, the downlink channel matrix H̃d is
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then composed of perfectly orthogonal row vectors,
and each household in each group receives then
individual data content without any CCI. While we
utilize the MADOC algorithm in this paper to form
user groups for unicast transmission over several
beams, its metric can similarly be applied to realize
a multicast transmission over a single beam. In
this case, (35) aims to identify channel vectors that
are parallel. For the first time, this algorithm takes
advantage of the spatial orthogonality offered by
the MIMO channel, and the spatial dimension is
exploited as a further degree of freedom.

This is indeed a great advantage of the MIMO
technology. In other words, although K users still
occupy the same frequency band and polarization
like it would be the case in a broadcast applica-
tion, their spatial separation is now exploited to
distribute individual content to different households.
This way, MIMO answers the user’s expectations
for individual content like VoD and supports the
transition from broadcast to unicast transmission in
future satellite implementations.

E. Precoding Design

In our HTS scenario, maximal fairness between
the selected users should be ensured by the precoder.
In a unicast scenario, every customer indeed expects
a minimum assured data rate that is guaranteed
by the satellite provider according to the contract
model. This is fundamentally different to the broad-
cast scenario where all users receive the same data
and the quality-of-experience solely depends on the
individual receiving equipment.

The precoding matrix B will be optimized using
the common ZF criterion. It is known to offer close-
to-optimal performance when the noise contribution
is limited, which is the case for feeder links, or for
a large number of channel outputs as it is the case
in the user links [49]. Here, the following condition
must be fulfilled:

H̃dH̃uB = diag {µ} , (36)

with µ =
[
µ1, . . . , µZt

]T, a vector of non-negative
numbers. A max-min fairness optimization problem

can then be formulated as

max
µ≥0,B,aS

min
k

aSµk

s.t. H̃dH̃uB = diag {µ}
tr

{
BHQ̄nB

} ≤ Pu , n = 1, 2
a2

S ·
[
H̃uBBHH̃H

u + 2σ2
ηuIZt

]
z,z
≤ Pd , ∀ z.

(37)

The solution of (37) entails µ = µ1 [50]. Moreover,
since the noise contribution in the feeder link is
limited, the third constraint of (37) can be relaxed
by assuming that 2σ2

ηu �
[
H̃uBBHH̃H

u
]

z,z, ∀z, and
the optimization problem is now expressed as

max
µ≥0,W,aS

aSµ

s.t. µ2 · tr {
B̄HQ̄nB̄

} ≤ Pu , n = 1, 2
a2

Sµ
2 · [H̃uB̄B̄HH̃H

u
]

z,z ≤ Pd , ∀ z, (38)

where B̄ = H̃+u H̃+d + P⊥W and P⊥ is the orthogonal
projection into the null space of H̃dH̃u. Matrix W
is an arbitrary complex matrix. The reformulation
of the optimization problem relies on the fact that
a precoding matrix fulfilling the condition of (36)
is of the form B = µB̄ [50]. It corresponds to a
generalized inverse of H̃dH̃u. A solution to (38) is
then obtained with

µ =

√
Pu/max

{
tr

{
B̄HQ̄nB̄

}}
, (39)

aS =

√
Pd/µ2 ·max

{[
H̃uB̄B̄HH̃H

u
]

z,z

}
, (40)

and the matrix B̄ is determined with the following
second-order cone program

min
W,t

t s.t.
[
H̃uB̄B̄HH̃H

u
]

z,z ≤ t . (41)

Interestingly, the precoding matrix B obtained with
(38) leads to the same performance as the precoder
B = µBuBd where Bu and Bd are the solutions
of a max-min fairness optimization problem for
the downlink and the uplink, respectively.7 The
generalized inverse of the product of H̃d with the
square non-singular matrix H̃u is indeed equal to
the product of the inverse of H̃u and the generalized
inverse of H̃d [51]. Simulation results in Section

7Note that, in this case, CSI of H̃u and H̃d must be available
instead of the entire link from the gateway to the UTs. To obtain H̃u
and H̃d separately, ad-hoc and different training sequences for the
feeder link and the user link are required.
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IV will validate the equality of both approaches.
A cascade design takes into account the fact that
the matrices Bu and Bd do not need to be updated
at the same rate. In a practical system, the matrix
H̃d and, thus, the precoder Bd will change at a
rate of a few milliseconds. This fast change is
not due to the coherence time of the downlink
channel but to the user scheduling. Different groups
are indeed served in successive time slots. On the
other hand, the characteristics of the uplink MIMO
channel H̃u do not evolve so fast, as the same fixed
gateway antennas are always used. The only source
of random variation in the uplink are the weather
impairments. Their coherence time is at least a
few hundreds of milliseconds, and the same uplink
precoding matrix Bu can be used during this time.

F. Comparison to the State-of-the-Art

For the first time we address both, the application
of spatial MIMO in the feeder link and the use of
FFR in the user link over a transparent GEO relay.
System architectures in the existing literature are
limited to either MIMO in the feeder link8 or MIMO
related approaches based on FFR with a multibeam
architecture in the downlink (e.g. in [2], [4], [47]).

The second fundamental difference to the current
state-of-the-art is that in our approach the signal
phase of the LOS part of the channel is exploited.
The vast majority of publications do not consider
the signal phase of the LOS satellite channel in
their models. For example, the authors in [5], [6],
[52] assume a uniformly distributed channel phase
in the downlink, irrespective of the user’s location
and the position of the feed on the payload. The
authors in [43] state that the phase information in
the design of the precoder is neglected. Therefore,
the grouping of users as well as the precoder design
can only rely on the amplitude information. Simu-
lation results in Section IV will show that, in this
case, the achievable rate is limited. A payload with
multiple spatially separated antennas, as proposed
here, would have no advantage compared to a
payload with a single reflector if only the amplitude
information is exploited.

While neglecting the phase of the LOS path might
be valid as long as a single antenna on the satellite is

8To the best of our knowledge, the two paper [20], [32] are the
only contributions so far considering the concept of MIMO in the
feeder links.

assumed, it becomes inappropriate if multiple anten-
nas are considered. Many satellites currently under
procurement offer at least four reflectors mounted
as side-deployable antennas at a separation of 6 m
to 10 m. These architectures offer the chance to
exhibit additional multiplexing gains when resorting
to schemes that take the signal phase into account.

G. Performance Criterion
To assess the performance of the proposed MIMO

HTS system the sum achievable rate is used. The
sum achievable rate can be obtained by first com-
puting for each user its input-output mutual infor-
mation. To this end, we define an auxiliary model
from (33). Using C = aSH̃dH̃uB, we can write

ŝ = diag {C} s + (C − diag {C}) s + aSH̃dηu + ηd

= diag {C} s + η̄, (42)

where η̄ is a vector gathering the contributions of
the uplink and downlink noise as well as the inter-
stream interference if C is non-diagonal. We note
that matrix C will not be diagonal if H̃u or H̃d are
rank deficient, i.e. that no zero-forcing is possible.

In practice a satellite link will be designed to
avoid such a configuration. In the uplink this is en-
sured if the gateway antennas are located following
the design criteria of (21). In the downlink this is
ensured if the users who are jointly considered have
nearly orthogonal channel vectors according to (8).

Assuming a circularly-symmetric complex Gaus-
sian distribution for the inter-stream interference,
the channel law for the k-th user in a given resource
block is

P (ŝk |sk) =
1

2πσ2
η̄,k

· exp

{
− | ŝk − ckk sk |2

2πσ2
η̄,k

}
(43)

with ckk the k-th diagonal element of C and 2σ2
η̄,k

the variance of the k-th entry of the vector η̄.
With the knowledge of (43), the input-output

mutual information in bit/channel use for the k-th
user is given by

Ik = E
{
log2

(∑
s∈A P (ŝk |s)
P (ŝk |sk)

)}
. (44)

The application of (44) assumes a maximum-
likelihood (ML) symbol detection.

Moreover, we introduce the spectral efficiency

Ck = log2 (1 + CINRk) , (45)
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of the k-th user channel for comparison, where
CINRk = ckk/σ2

η̄,k denotes the CINR of user k.
According to the considered input constella-

tion (discrete modulation alphabet or Gaussian dis-
tributed input symbols), the achievable rate in bit/s
is obtained from the mutual information Ik or
the spectral efficiency Ck by normalization with
the symbol duration Ts, i.e. Rk = 1/Ts · Ik or
Rk = 1/Ts · Ck . The sum achievable rate is then
given by

R = 1
NG

NG∑
g=1

Kg∑
k=1
Rg

k, (46)

where the superscript g is introduced to take into
account the fact that several user groups are con-
sidered. Thus, Kg and Rg

k denote the number of
users and the achievable rate of user k in group
g, respectively. Finally, the rate per user beam R is
defined as R = R/Zt .

The sum achievable rate R defined in (46) to-
gether with the rate per user beam R allows us
to assess the performance of the proposed MIMO
HTS system. These two metrics are used in the next
section to evaluate the benefit of spatial MIMO in
the uplink and the downlink.

IV. MIMO HTS SIMULATION RESULTS

The proposed MIMO uplink and downlink ar-
chitectures will now be evaluated for a satellite
positioned at the longitude θS = 115◦ W. The
feeder uplink operates in the V-band, and the user
downlink is in the Ka-band. The gateway array has
an orientation δE = 0◦. It is located at latitude
φE = 38◦ N and longitude θE = 98◦ W. Finally, the
Zt = 16 user beams in an SFPB architecture cover
the U.S. West Coast where a total of Ktot = 4,000
households have to be served.

We assume a symbol rate of 1/Ts = 10 MHz per
customer. If the carrier spacing equals 1.05/Ts, up to
Nc = b500 MHz · Ts/1.05c = 47 carriers via FDMA
are supported by the 500 MHz downlink beams.

To emphasize the benefits of spatial multiplexing
for an HTS system, the uplink and the downlink of
the system proposed in Section III will be succes-
sively replaced by a state-of-the-art approach. Here,
the two following configurations will be investigated
in terms of the sum achievable data rate:
• A 2 × 2 MIMO feeder link is compared to a

SISO feeder link with single-site diversity, i.e.

TABLE I
PARAMETERS FOR THE FEEDER LINK EVALUATION

SISO feeder link MIMO feeder link

Frequency bands 42.5-43.5 GHz + 47.2-50.2 GHz
Downlink feeds Zt 16

Usable bandwidth per
downlink beam 250 MHz 500 MHz

Gateway antenna gain 61.4 dBi
Transmit power per

gateway antenna 22 dBW 19 dBW

Satellite G/T 26 dB/K
Downlink configuration

Architecture MU-MIMO FFR
CNR at the center
of a beam CNRbc 10 dB

one SISO gateway antenna is active while the
second SISO gateway antenna is in stand-by.

• A MU-MIMO downlink is compared to a con-
ventional FR4 SISO approach.

In addition to the sum achievable data rate we also
assess the vulnerability of the feeder link to rain
fading events. As it has already been mentioned
in Section II-F, a Q/V-band feeder link may suffer
from rain fading events resulting in additional at-
tenuations of several decibel. The simulations will
show how MIMO feeder links can take advantage
of an additional site diversity gain that directly
increases the system availability.

A. Feeder Link Performance

The system parameters for the analysis of the
feeder link are provided in Table I. Here the objec-
tive is to assess the performance of a 2 × 2 MIMO
feeder link in terms of the sum achievable data
rate. The available bandwidth in the feeder uplink
is 4 GHz. Due to the 2 × 2 spatial multiplexing
in the MIMO feeder link, a total of 8 GHz usable
bandwidth is available in the user downlink. Zt = 16
downlink feeds should be supported and, thus, the
households in each downlink beam can be served
with 500 MHz of bandwidth.9 The SISO feeder link
instead can only support a bandwidth of 4 GHz
in total, and, therefore, the total bandwidth per
downlink beam is set for this benchmark system
to 250 MHz. In this case, the number of carriers

9Please have in mind that we assume a transparent satellite
payload.
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Fig. 8. Sum rate vs. gateway antenna spacing dE for two different
weather conditions at gateway antenna one while gateway antenna
two experience clear sky, i.e. A2 = 0 dB.

which can be supported via FDMA reduces to
b250 MHz · Ts/1.05c = 23.

In order to still meet coordinated power density
limits, the EIRP of the MIMO feeder link must be
the same as of the SISO feeder link. Therefore, the
transmit power per gateway antenna is 3 dB less in
the case of a MIMO gateway antenna. We assume
a gateway antenna gain of 61.4 dBi, and, together
with a G/T of 26 dB/K per satellite antenna10, the
feeder link budget is fully defined. Under clear sky
conditions an uplink CNR of 24 dB is achieved.

For the user links a MU-MIMO FFR approach
with a CNR of 10 dB at the center of the spot beams
is always assumed. It ensures that the differences
in terms of sum achievable rate between the SISO
and the MIMO feeder links are, in this case, only
influenced by the uplink design.

In Fig. 8, the influence of the gateway separation
dE on the sum achievable rate is shown for two
different weather conditions. In one scenario, the
first gateway antenna does not experience any rain
attenuation, i.e. A1 = 0 dB, while the other scenario
assumes a medium rain attenuation of A1 = 6 dB.
The second gateway antenna benefits in both sce-
narios from clear-sky conditions, i.e. A2 = 0 dB. For

10The G/T of 26 dB/K is based on an antenna with diameter of
1.2 m, efficiency of 55% at 48 GHz and a system temperature of
500 K [53]. Since the center of coverage of both satellite antennas
is at the center of the gateway array, the offaxis angle from point
of boresight is only 0.017◦. The resulting depointing loss is only
0.02 dB. This value is too small to make a difference in the simulation
results and has, therefore, been neglected.

the sake of illustration, results obtained with a joint
optimization and a cascaded optimization of the
precoding matrix are shown in the case A1 = 0 dB.
The goal is to confirm that both optimizations lead
actually to the same precoder. This property has
been emphasized in Section III-E. Moreover, for
comparison purposes the sum achievable rate based
on the spectral efficiency according to (45) is pro-
vided (dashed blue curve). Finally, the achievable
rate of a state-of-the-art SISO feeder link is also
displayed. In this configuration, the second gateway
antenna is the only active ground station.

The sum achievable rate is maximized for a sepa-
ration of around 40 km but a large range of ±15 km
relative to the optimal position can be accepted
without entailing serious performance degradations.
The improved sum data rate of the MIMO solution
is the result of spatial multiplexing in the feeder
uplink. Although 4 GHz of bandwidth is allocated
in the feeder uplink, 8 GHz of user link bandwidth
instead of 4 GHz for the state-of-the-art can be used
to serve the 4,000 households in the downlink. It
can be noted that the minima for values of dE near
80 km and 90 km are due to the presence of close-to-
singular MIMO channel matrices in the bands 47.2-
50.2 GHz and 42.5-43.5 GHz, respectively. How-
ever, distances of more than 80 km do not belong to
the region of interest for a practical system design.

The curves show also that an additional atmo-
spheric attenuation does not severely degrade the
data rate performance of the MIMO feeder link.
Even for a rain attenuation of A1 = 6 dB at gateway
antenna one, the MIMO feeder link still outperforms
the state-of-the-art SISO approach even in clear-
sky. One reason for this small degradation is clearly
the 14 dB higher uplink CNR compared to the
downlink CNR (24 dB in the uplink vs. 10 dB in
the downlink). However, an additional attenuation
of 6 dB at one antenna does, nevertheless, not result
in a 6 dB lower CNR in one of the two equivalent
SISO sub-channels. In fact, since in an optimal
MIMO channel both gateway antennas contribute
equally to the receive CNR, an attenuation of 6 dB
at one gateway antenna results only in a 3 dB lower
CNR per receive antenna. Apart from the multi-
plexing gain, the additional spatial domain usage of
the MIMO approach inherently provides a higher
robustness against weather effects [54]. In other
words: The results clearly suggest to avoid so-called
“cold redundancy” w.r.t. gateway antennas, i.e. it is
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TABLE II
PARAMETERS FOR THE USER LINK EVALUATION

SISO FR4 MU-MIMO FFR

Downlink feeds Zt 16
Bandwidth per beam 125 MHz 500 MHz

Downlink EIRP
per beam Pd

51 dBW to 65 dBW

User terminal G/T 16.9 dB/K
Resulting CNR at

beam center CNRbc 6 dB to 20 dB 0 dB to 14 dB

Uplink configuration

Architecture MIMO feeder link with dE = 40 km

Frequency bands 42.5-43.5 GHz 42.5 − 43.5 GHz
47.2 − 50.2 GHz

better to switch all available antennas on and operate
them as a MIMO feeder link instead of preserving
antennas for outage redundancy only.

The results presented in this section illustrate the
potential of the spatial MIMO concept for the feeder
links of HTS systems. The possibility to distribute
spatially multiplexed signals containing individual
content for multiple users perfectly supports the
resort of the conventional television (TV) broadcast
scenario to unicast transmission. Please note again
that the goal of this simulation example was to
illustrate how spatial multiplexing can generally be
realized in a single feeder link.

As already mentioned earlier, several tens of
spatially separated feeder links are necessary in
practice [36], and, in this case, the advantage of
the MIMO approach lies in the reduction of the
interference between neighboring feeder links. Less
geographically separated MIMO feeder links than
SISO feeder links are required to provide a given
amount of data to serve all households with different
content in a practical HTS. Therefore, if the feeder
links have to be deployed in a certain country or
continent, interference can be more easily avoided
by guaranteeing a larger angular separation between
the beams [32]. This is especially advantageous in
terms of system availability as better link budgets
reduce the probability of experiencing an outage
when rain events affect the link quality [20].

B. User Link Performance

The second simulation aims to investigate the data
rate performance of the proposed multiuser MIMO
downlink. The objective is to show the advantage of

having multiple spatially separated antennas on the
satellite in combination with full frequency reuse
among the user beams. The result is compared
to a contemporary SISO scheme that is based on
a single-reflector with four color frequency reuse.
To highlight the importance of spatially separated
antennas to benefit from a MIMO gain, the multiple-
reflector approach is also compared to a MIMO
downlink based on a single-antenna with multiple
beams and FFR.

The system parameters for this simulation are
provided in Table II. As already introduced in
Section III-A, four reflectors form a circular array
with a diameter of 3 m, and four feeds illuminate
each reflector. Each reflector has a diameter of
2.6 m. The feed and reflector geometry is based
on a satellite that is currently in orbit [55]. In
our simulation scenario, the service zone of the
Zt = 16 spot beams is over North America, and we
assume 250 independent and fixed single-antenna
receivers per beam. The location of an individual
user is randomly chosen; all users are uniformly
distributed over the entire service zone. Hence, in
total Ktot = 16 · 250 = 4,000 households need to be
served with data.11

The user scheduling algorithm from [17] is now
applied to determine those households that form a
common group. The total number of groups and
the number of households in each group actually
depend on several parameters. Among others, we
observe a dependence on the location of the users,
the threshold ε , the signal-to-noise ratio and the total
number of households that have to be scheduled
[17]. In this simulation example, for instance, we
obtained the set of NG = 311 user groups. Thus,
in total NG = 311 MIMO downlink channel ma-
trices Hd ∈ CK×Zt are computed. For each UT we
assume similar receiving equipment having a G/T
of 16.9 dB.

In order to show the benefit of spatial MIMO
for different signal-to-noise ratios, various downlink
EIRP values Pd are simulated in each beam ranging
from 51 dBW to 65 dBW. Please note again that,
in the case of MIMO, Pd constitutes the maximum
power in at least one of the MIMO beams while
the power in the remaining beams can actually be
equal to or lower than Pd. This is the result of the

11This simulation scenario and the parameter setup have partly
been published in [17]. For an illustration of the antenna geometry
on the satellite we kindly refer to Fig. 1 in [17].
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Fig. 9. Achievable rate per beam as a function of the downlink EIRP
using a MIMO feeder link with dE = 40 km and clear-sky conditions
at both gateway stations.

power constraint as defined in (32). In the SISO case
instead, each beam provides the maximum downlink
EIRP Pd. Thus, the sum power over all beams of the
SISO downlink is always higher or at most equals
the sum power of the MIMO downlink. This ensures
a fair comparison between MIMO and SISO.

Moreover, in the FFR scheme the entire band-
width of 500 MHz within the range of 19.7 GHz to
20.2 GHz is available in each beam. In the case of
the four-color scheme instead, only 125 MHz per
beam can be used. To ensure a fair comparison,
the transmit power per beam is equal for both, the
FFR and the FR4 scheme. As a consequence, the
resulting receive CNR is even 6 dB higher for the
FR4 scheme than for the FFR scheme.

Since the focus is now on the performance of the
multiuser downlink, the feeder uplink configuration
is identical for all considered cases. In particular, a
2 × 2 MIMO feeder link in the V-band is assumed,
and the gateway antennas have a spacing of dE =
40 km. Please note that, to support the aggregated
bandwidth in the user link, the occupied bandwidth
in the feeder link is adjusted accordingly. While for
the FR4 scheme 1 GHz of bandwidth is sufficient,
4 GHz of bandwidth is necessary to support the FFR
approach. A constant uplink receive CNR of 24 dB
is achieved in all cases.

Fig. 9 provides the simulation results of the sum
achievable rate per user beam as a function of the
downlink EIRP Pd. The blue curve corresponds to
the proposed MU-MIMO FFR strategy with Zrefl =

4 reflectors. Moreover, the channel capacity based
on (45) is shown again (blue dashed curve). The
yellow curve shows the result of the state-of-the-
art FR4 approach with 125 MHz per user beam. As
mentioned earlier, the result of a MIMO downlink
with a single-reflector that generates all the user
beams is also provided (red curve). Finally, the sim-
ulation results for the case that no phase information
in the downlink channel is considered are also
shown (red crosses). As mentioned in Section III-F,
this curve represents the channel model assumptions
from [5], [6], [52], in which no LOS channel phase
information can be exploited to form user groups
or derive the precoder. The absence of LOS channel
phase information can be manifold, for instance due
to the use of a single-reflector architecture in the
satellite or due to very narrow satellite and ground
antenna spacings. This explains why the LOS phase
information might not be included in the models of
some state-of-the-art works.

The MU-MIMO downlink with four separated
antennas offers the highest sum achievable data
rate in all considered cases. To give an exam-
ple: Comparing the blue and the yellow curves at
Pd = 61 dBW, the MU-MIMO downlink achieves
1.2 Gb/s per beam compared to 0.55 Gb/s only for
the SISO FR4 approach. This constitutes an increase
of 110 %. The satellite operator has now various
options how this gain can be exploited:

1) Provide simply higher data rates to the house-
holds,

2) Keep the sum data rate constant and reduce the
necessary downlink EIRP instead, or

3) exploit the gain as an additional link margin to
increase the availability of the downlink.

For example, keeping the sum achievable data rate
constant would allow for a reduction of the required
downlink EIRP by 6.6 dB. This reduction could be
transferred into a lower payload weight and power
budget and, finally, cost reduction. As an alterna-
tive, the interference potential in terms of downlink
adjacent satellite interference can be reduced.

Moreover, the MIMO downlink with four spa-
tially separated reflectors indeed outperforms the
multibeam MIMO approach based on a single-
reflector. The reason is simply that the spacing of the
feed elements is much smaller (in the centimeter-
range) for the single-reflector approach compared
to the four separated reflectors (in the meter-range).
As a consequence, the spacing between two house-
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holds who are part of the same group needs to be
much larger12, e.g. more than 1,000 km compared to
around 50 km. Since, in addition, the 3 dB-contour
of one beam footprint is ≈ 500 km, the signal energy
that can be received from neighboring MIMO beams
is comparably low. In other words, the interference
from neighboring MIMO beams, which we are
seeking to exploit as information bearing signal, is
very low due to this large separation of two house-
holds who are jointly served with data. Low signal
interference results in a MIMO downlink channel
matrix with small values, and the multiplexing gain
is ultimately limited.

To sum up, the simulation results have shown the
data rate advantage of spatial multiplexing in both,
the uplink and the downlink. Through multiplexing
of different data streams, multiple users can be
served simultaneously over the same channel. The
gain of our system proposal relies on the spatial
separation of the MIMO antennas.

V. CONCLUSION

In this work the theoretical basics of the MIMO
line-of-sight concept for fixed satellite services have
been presented. It has been shown that the phase of
the LOS signal is the key parameter to understand
the possible gains of a MIMO SATCOM system. By
appropriately paying attention to the signal phase,
the optimal location of the MIMO antennas on earth
and in orbit have been derived.

As a promising application example, the design
of future HTS systems has been addressed. Our
system proposal considered both, the use of spa-
tial multiplexing in the feeder uplink and in the
multiuser downlink. While simultaneously resorting
from the conventional four color frequency reuse to
the full frequency reuse scheme in the downlink,
the resulting inter-beam interference can now be
exploited as a useful signal energy that further
increases the throughput. Based on user scheduling
and MU-MIMO precoding in the gateway, single-
antenna users are now able to receive individual data
streams over the same channel. Simulation results
have shown tremendous performance gains in terms
of the sum achievable data rate in comparison to

12Please note again the linear relation dSdE ∝ rλc between the
antenna spacing as a function of the wavelength λc and the UT-
satellite distance r, which has been introduced in Section II. As a
result, the smaller the spacing in orbit the larger the spacing on earth
has to be.

the state-of-the-art. The MIMO technology is a key
enabler to boost the competitiveness of satellite
communications in 5G networks.
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