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I. INTRODUCTION

C URRENT readout is a well-known technique widely
used in electronic sensors such as radiation detectors,

impedance spectroscopy interfaces and mechanical sensors. In
the upcoming era of biosensors, new opportunities are emerging
in that field and new challenges are focusing electronic design
attention on miniaturization and array arrangement issues
especially. More specifically, current sensing is becoming one
of  the most  useful readout techniques for detecting signals
from bio-nanosensors, which include: 1) ion channels [1];
2) solid-state nanopores [2]; 3) silicon nanowires [3] and
4) carbon nanotubes [4]. Additionally, current sensing plays a
fundamental role in electrochemical impedance spectroscopy
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(EIS) which is a technique currently used for studying a large
variety of electrochemical phenomena over a wide frequency
range, as well as being recently used for biosensor applications
[5]–[7].
The most critical current signals in biosensing applications

are in the order of pA and in the kHz bandwidth. This means
that very low-noise electronic interfaces are required, with an
input-referred root mean square (r.m.s.) noise as low as hun-
dreds of fA in the kHz bandwidth. The benchmark instrument
for current sensing in electrophysiology is the Axon Axopatch
200B [8], which achieves a noise floor as low as 25 fA r.m.s. at
1 kHz (0.7 until 1 kHz). However, it is a bulky and ex-
pensive instrument intended for electrophysiology laboratories
and experienced users.
Integrated circuit (IC) miniaturization offers a unique op-

portunity to shrink complex current-sensing architectures into
silicon chips, whose main benefits are: 1) lowering the noise
due to reduction of stray and interconnection capacitances
so as to achieve performances comparable with laboratory
instruments; and 2) the possibility of arranging readout struc-
tures into compact arrays with applications in high throughput
biosensing and chemical sensing as well as in point-of-care
applications. Thus, CMOS integration of current sensing
arrays is becoming a strategic technology when it comes
to realizing low-noise, high-parallel and cost-effective cur-
rent-sensing interfaces for bio-nanosensor applications such
as those proposed for rapid label-free electronic detection of
DNA synthesis [9], [10].
This paper analyzes and derives noise limits and design

trade-offs which characterize the best-performing architectures
and reviews the state of the art in the field of low-noise, inte-
grated current-sensing interfaces based on CMOS technology.
Although the focus is on the noise performance of the front-end
amplifier, it must be mentioned that in order to increase the
sensitivity and reliability of bio-nanosensors, alternative ap-
proaches can be concurrently adopted such as error-correcting
bio-circuits [11], [12].
In Section II the most relevant bio-nanosensors recently ap-

peared in the literature will be reviewed, highlighting their noise
properties and detection requirements. For a deeper analysis
about effects of sensor impedance on the electronic noise, please
refer to [13]. Section III will introduce the basic theory of cur-
rent amplifiers, which will be used to analyze the noise per-
formance of circuits based on continuous time (CT) architec-
tures (illustrated in Section IV), and for discrete time (DT) ap-
proaches (Section V). Finally, Section VI reviews and compares
state-of-the-art performance of both solutions.



Fig. 1. Current-based biosensors. (a) Biological nanopores embedded in
BLMs allow ionic current to pass between two reservoirs and be modulated
by molecular interactions. (b) Artificial nanopores acting similarly to previous
ones. (c) Nanowires and nanotubes where the current flowing through them
is modulated by the binding interactions between target molecules and a
functionalized surface.

II. BIO-NANOSENSORS

Pioneering work on current recording started decades ago
with the advent of electrophysiology science demonstrating cur-
rent recordings on single-ion channels through cell membranes
using the patch-clamp technique [14]. In these experiments, a
voltage clamp is applied across a membrane hosting one or more
ion channels so as to monitor the ionic current flowing through
the pore. An alternative technique for single ion channel record-
ings is based on embedding transmembrane proteins in artifi-
cial lipid bilayer membranes (BLM) [Fig. 1(a)] [15]. Recent
advances on hybrid technologies have made available BLM ar-
rays using microfabricated devices coupled with CMOS tech-
nology [16]. The envisioned application of BLMs is to high
throughput screening (HTS) [17], [18], which is gaining a cru-
cial role in screening drugs and medical compounds, and ulti-
mately in ensuring consumer safety [19]. Lately, nanopore sen-
sors have attracted considerable scientific and commercial in-
terest as a direct means of sensing individual nucleic acids for
DNA sequencing [20]–[22].
Even if biological pores have proven to be very useful for a

wide range of interesting translocation experiments, they do ex-
hibit a number of disadvantages such as fixed size and limited
stability [21], [23]. Recent advances in fabricating membranes
containing a single nanopore [Fig. 1(b)] have envisioned novel
applications thanks to their ability to replace natural ion-chan-
nels [24].
An alternative way to selectively sensemolecules is bymeans

of nanowire devices [Fig. 1(c)], which are characterized by an
exceptionally large surface to volume ratio and present new
challenging opportunities for biomolecular sensing. The cur-
rent flowing through the nanowire is strongly modulated by the
surface charge given by its functionalization [25]. It has been
shown that detection of protein biomarkers is possible over a
wide dynamic range and down to physiological concentrations
with as much selectivity and sensitivity as the state-of-the-art
approaches used in clinical laboratories [26]–[28]. Very similar

TABLE I
SUMMARY OF BIO-NANOSENSOR PARAMETERS AND REQUIREMENTS

Fig. 2. Transimpedance amplifier coupled with the simplest equivalent model
for a biosensor. More accurate biosensor models are described in [13].

to nanowires, nanotubes could be used for biosensing [29]. Re-
cently, new CMOS interfaces have been proposed for nanotube
biosensing based on resistive sensing [30].
Depending on both the application and the biosensor type,

current interfaces should cope with various different require-
ments. Ion channels are characterized by low-noise, moderate
bandwidth and high output impedance [13], [31], [32]. For
instance, sodium ion channels have a typical conductance of
approximately 100 pS, resulting in current in the order of 10 pA
when driven with 100 mV [14], and r.m.s. noise level smaller
than 0.1 pA at 1 kHz [33]. Solid-state nanopores show high
intrinsic impedance and are among the most demanding devices
for their signal bandwidth [34]. Silicon nanowires, as well as
carbon nanotubes, are subject to great variance as regards
their typical impedance because they are closely dependent
on technology and realization processes [35]–[37]. Finally,
carbon nanotubes are among the noisiest sensors, suffering
from high flicker noise [29], [38]. Table I summarizes typical
values for noise, bandwidth and output impedance among the
bio-nanosensors referred to in this paper. Following, for the
sake of simplicity we will model the biosensor with a capacitor
and a resistor connected in parallel (Fig. 2). For a more accurate
and general model of the sensor please refer to [13], where
sensor effects on measurements and noise level are thoroughly
addressed.

III. CMOS CURRENT AMPLIFIERS BASIC ARCHITECTURES

A. The Transimpedance Amplifier

The foremost classic current readout scheme is based on the
transimpedance amplifier (TIA) shown in Fig. 2. It is a cur-



rent-to-voltage converter based on a resistive feedback opera-
tional amplifier (opamp) whose output voltage is given by

(1)

where is the feedback resistance and is the input current
[39]. To cope with extremely low currents the feedback resis-
tance should be very high. For instance, assuming a full-scale
output of 1 V, 1 resistance is needed to read 1 nA full-scale
input current. Although high resistors are on the market, in-
tegrating them into a CMOS silicon chip is very challenging.
Moreover, discrete resistors have unavoidable stray shunt ca-
pacitance ( ) limiting the bandwidth according to the transfer
function

(2)

As will be shown in the next section, feedback resistance con-
tributes significantly in terms of noise; hence, basic TIA scheme
suffers from a pronounced trade-off between noise and band-
width.

B. Noise in Current-Sensing Interfaces

Since bio-nanosensor and electronic readout are uncorrelated
noise sources, a current-sensing system shows an input-referred
noise power given by

(3)

where is the noise power spectrum density relating to the
nanodevice, usually composed of both thermal and flicker com-
ponents, and is the noise PSD relating to the electronic in-
terface.
As shown in Fig. 3 the feedback resistor noise and the

input current noise generator of the opamp can be directly

referred to the input as , the expression for which is

(4)

where is the Boltzmann constant, is the temperature in
Kelvin degrees and is the shot noise of the input devices,
where applicable. The output noise PSD due to can be
expressed as

(5)

where is the feedback impedance and is the sensor
impedance. Equation (5) shows the relationship of the input
impedance to the noise, leading to the following considerations:
a) at a low frequency regime, the output noise is related to resis-
tances ratio, minimized for high ; and b) at a high frequency

Fig. 3. (a) Noise sources of the TIA. is the equivalent noise current
generator of the DUT, and represent the noise generators of the
opamp and is the equivalent noise current generator of the feedback resistor.
(b) Equivalent input-referred noise current generator taking into account
all the noise sources.

regime, the noise is related to capacitances ratio, minimized for
low . As illustrated in Table I, the majority of bio-nanosen-
sors offers a high output resistance, so we can approximate (5)
by:

(6)

In the following sections we will always ignore , since
it has no effect on our analysis or argument. In cases where the
sensor resistance cannot be ignored, (5) is used instead of (6).
Now, dividing (6) by the square of the TIA transfer function (2),
we get the input-referred noise relating to

(7)

Thus, the total input-referred noise power spectral den-
sity(PSD) of the TIA is given by the sum of (4) and (7)

(8)

where takes care of both sensor output capacitance and
stray capacitance placed on the input node of the electronic in-
terface. Thus, the input-referred noise PSD of the interface is
given by the sum of three terms. The first one takes into account,
where applicable, the shot noise of the input devices such as BJT
or JFET transistors. The second one relates to current noise of



Fig. 4. Input-referred noise power spectrum for standard TIA with finite
feedback resistance (solid line) and infinite feedback resistance,
which is also known as CSA(dashed line). The graph refers to a low-noise
custom opamp described by a thermal noise voltage of approximately
3 and .

the feedback resistor, which hinges on the fact that a high re-
sistance value is required for low-noise performance. Finally,
the third term relates to the opamp voltage noise source and ex-
presses the dependency on sensor impedance.
CMOS technology offers the advantage of a negligible shot

noise term at the expense of greater contributions of low-fre-
quency noise than BJT and JFET. More specifically, the expres-
sion for input-referred noise voltage power in a CMOS opamp
is

(9)

where is the transconductance of the MOS input pair, and
are width and length of a single input device, is the flicker

noise coefficient and is the oxide capacitance per unit area
[40], [41].
As is well known, BJT and JFET devices offer better noise

performance than MOS ones due to their higher transcon-
ductance and lower flicker coefficient on expenses of power
dissipation. However, CMOS technology shows unique ad-
vantages when it comes to implementing low-cost low-power
autonomous systems and mixed-signal dense arrays.

C. Integrator-Differentiator Scheme

Assuming a CMOS realization for the TIA, the input-referred
noise PSD becomes

(10)

This equation shows a low frequency noise floor set by
(in this white plateau dominates with respect to

) and then an asymptotic noise increase, weighted by
the total capacitance connected to the input node , for
frequencies greater than the corner point given by (10) (Fig. 4).
Clearly, the total noise power will decrease for higher ,
reaching a minimum with an infinite feedback resistance. Thus,

Fig. 5. Implementations of a transimpedance amplifier based on a
charge-sensitive amplifier. (a) CT approach using active feedback.
(b) DT approach using periodic reset.

it is apparent that replacing with a noise-free capacitor
represents the optimum choice from the noise standpoint.
With this kind of substitution, the TIA behaves as a charge-

sensitive amplifier (CSA) in which the output voltage is equal
to the integral of the input current. As represented in Fig. 4, in
this case the input-referred current noise PSD shows two rising
slopes corresponding to the two terms of reported in (9)
and multiplied by . Thus, at low frequency, the 1/f noise re-
sults in a power spectrum rising with , while for higher fre-
quencies, the white term is dominant and rises with a double
slope .
Equation (10) shows how to improve the signal-to-noise

ratio:
1) Avoid feedback resistance in favor of charge-sensing ap-
proaches.

2) Reduce input capacitance as much as possible.
In any case, (10) demonstrates that miniaturization of the

electronic interface and related routing has a dramatic impact
on the noise reduction, due to decreasing. Miniaturization
of the system also has a great effect on the nanosensor noise
[42]. For instance, noise generated by nanopore devices can be
modeled as current noise generated by resistor, in first approxi-
mation. Hence, smaller pore translates in higher resistance and
lower noise [42].
The above-cited features indicate CSA as the best solution

for low-noise current sensing, regardless of the technology em-
ployed. However CSA suffers from saturation because it inte-
grates the current over time. To cope with that issue two tech-
niques have been developed:
1) A continuous-time approach using low-noise active de-
vices in place of resistors to set the bias point [Fig. 5(a)].

2) A discrete-time approach implemented by resetting the
charge stored in the feedback capacitance [Fig. 5(b)].

These approaches have a lower input-referred noise PSD than
the TIA scheme, but they still introduce deviations from ideal
CSA behavior, such as insufficient reduction of noise floor in
the former case, or charge injection and kTC noise in the latter.
In both cases the output voltage is proportional to the integral of
the input current and thus a subsequent derivation step is needed
so as to recover the signal. That architecture, usually known
as an integrator-differentiator scheme, also allows us to ignore
the flicker noise of the first opamp thanks to differentiation of
the noise spectrum performed by the second stage that reduces
its impact at low frequency. This effect is shown in Fig. 6, in



Fig. 6. Noise generated by the first opamp shows different PSD shapes with
respect to the node which is referred to.

which the propagation of the noise spectrum through the system
is illustrated.
As the global transfer function between the differentiator

output voltage and the input current is flat (as long as the
differentiator loop gain is 1) the output noise spectrum is
characterized by the same shape of the input with two rising
slopes. Moreover, the integration-differentiation approach
eliminates the noise-bandwidth trade-off typical of TIA. More
specifically, the first pole of differentiator stage fixes the max-
imum acquisition bandwidth [43].

IV. CONTINUOUS-TIME APPROACH

A. Resistive Feedback

The continuous-time approach is based on an integrator-dif-
ferentiator scheme with a continuous-time feedback technique
setting the bias point and coping with the amplifier saturation
issue. A first approach could be to use a large feedback resis-
tance, referring back to the TIA scheme. A recent paper [43]
shows how input-referred noise as low as 1.9 up to
several hundred hertz could be achieved with bipolar technolo-
gies even using discrete components. However, the large value
resistor required is not well suited to VLSI implementation as
needed by a nanosensor array.
A more interesting architecture using the classic TIA ap-

proach is presented in [44], where an integrated patch-clamp
system is proposed. The resistor integration problem was
solved by using a silicon-on-insulator (SOI) technology, which
enables high feedback resistances to be implemented with
reduced parasitic capacitances, lowering the input-referred
noise floor down to 5 pA r.m.s. in the 10 kHz bandwidth
(50 ). However, SOI technology is not frequently used
in analog design and could be expensive.

B. Active Feedback

An interesting solution for current interfaces employing CSA
in CT approach is presented in [45] and [46], where a low-noise
active feedback taps out the input DC current to prevent opamp
saturation. A simplified scheme of this approach is shown in
Fig. 7. The amplifier in the active feedback is character-
ized by very high gain at very-low frequencies and high atten-
uation at higher frequencies. In this way, the feedback is strong
enough to redirect the input DC current into while not af-
fecting the upper limit of the bandwidth, as the feedback is de-
activated at higher frequencies.

Fig. 7. Circuit diagram of the CT current-sensing scheme presented in [46].

Fig. 8. Resistance of Fig. 7 is implemented using a physical resistor
combined with an active bidirectional attenuator that reduces

the current by a factor [45], [47].

The main concern in the design of this current interface is
the stability of this additional feedback loop. In
fact, since there are two low-frequency poles, one due to the in-
tegrator and one added by , a zero should be placed after
the pole but before the frequency for which the loop gain is
unitary. Frequency is set by the position of the singularities
of and represents the maximum frequency for which this
DC-canceling loop is active, i.e., the lower limit of the amplifi-
cation bandwidth. Since the order of the slope between the pole
and the zero has no particular impact on the dynamic perfor-
mance, a first order has been usually implemented. However,
higher-order slopes, though increasing the complexity, would
allow placing the poles closer to the zeros. Thus, given a fixed
target at low frequency (1–100 Hz), this would allow placing
the poles of at higher frequencies, relaxing the difficulty
to synthesize such a large time constant.
From the noise standpoint, the impact of the additional noise

introduced by is made negligible thanks to the high value
of . Furthermore, as in this scheme the dominant noise con-
tribution of is the thermal noise due to , the value of
this resistor should be maximized. Thus, is actually imple-
mented by a physical resistor with value suitable for integra-
tion (for instance 300 ) in series with an active bidirectional
attenuator based on a matched-MOS scheme, where the MOS
devices work in the sub-threshold region [47] (Fig. 8). Since
the attenuation factor is 150, the equivalent is 45



Fig. 9. Measured input-referred current noise for the CT integrator-differen-
tiator amplifier described in ref. [45] matches with the theoretical expectation,
calculated by means of eq. (11) for the case of , low DC input
current (below 10 pA) and small external capacitance (below 2 pF). Flicker
noise generated by the active feedback has been taken into account. The in-
crease of the value of the current noise PSD (flat middle-frequency region) with
increasing levels of DC input current is also reported in the inset, in ex-
cellent agreement with the theoretical estimate of noise increase due to the shot
noise of the active attenuator transistors (dashed line).

providing a maximum range for the DC current of 25 nA. The
resulting input-referred noise can be estimated as

(11)

The first term in (11) describes the thermal noise physically
generated by that is divided by the attenuator scheme. The
second term, is the shot noise generated by diode-con-
nected MOSes working in sub-threshold regime in the atten-
uator scheme. This shot noise is negligible for low input cur-
rents, while it comes into play for rather high input current de-
pending on the value of the equivalent resistance , lim-
iting the signal-to-noise ratio (SNR) at the full-scale (see inset of
Fig. 9). In this case the shot noise term is negligible with respect
to the thermal noise of for input current lower than 10 pA.
The third term is different from the second one in (10), although
they both describe the noise created by the opamp. The effec-
tiveness of the noise model of (11) is experimentally verified as
reported in the measurement results shown in Fig. 9. Note that
the flicker noise generated by the active feedback—responsible
for the slight noise raise observed at low frequency—has been
ignored in (11). However, it should be taken into care inside the
second term. Indeed, this noise component is outside the inte-
gration path, thus it is directly referred to the input as noise,
significantly increasing the noise floor signal at low frequencies.
Substituting (9) in (11)the input-referred noise PSD becomes

(12)

Fig. 10. Simulation of input-referred noise current of the system presented in
[46] for various input capacitances. The simulation has been done using the
same circuit parameters described in [46], where and

. The active feedback has been realized using ideal opamps, thus the
flicker noise generated by the active feedback is not shown in the picture.

where the last term in the first line relates to flicker noise of the
opamp, which is directly proportional to the frequency. Hence,
the flicker term is negligible with respect to thermal noise. The
input-referred noise PSD given by (12) shows a flat behavior at
low frequency and a quadratic asymptotical increase at high fre-
quency beyond a corner point. This PSD behavior is very similar
to TIA behavior: both have a noise floor strictly related to the
value of the equivalent feedback resistance , resulting in
one of the main limitations of the CT approach (Fig. 10).
The last term in the second line of (12) is dependent on the

transconductance and on the total capacitance
facing the input node, where is the feedback capaci-

tance and is the sum of the sensor output and input stray ca-
pacitance. The above terms set the corner frequency between flat
and asymptotic behavior. Increasing decreases the corner
frequency, as shown in Fig. 10, resulting in a reduction of the
low-noise bandwidth (i.e., the bandwidth in which the system
reaches the noise floor).Note that the input stray capacitance in-
cludes the stray capacitances of wires, pads and bonding-wires
together with the opamp input capacitance, which is mainly
given by . This last capacitance produces a trade-off in
noise optimization since it acts twice in (12), both on and
on . For instance, a low will reduce and thus the
noise; however, it requires smaller input devices for the opamp
and thus a smaller transconductance , which increases the
noise power. That means there is an optimum value for ,
which minimizes the input-referred noise power [48]. By sub-
stituting the expression of in (12) and evaluating
the differentiated function considering a constant bias current
(i.e., constant power dissipation), we get as the optimum value

(13)

The above analysis on CT approaches employing active
feedback proves the advantage of miniaturization process on
noise performance. A low input capacitance reduces the
input-referred noise of the electronic interface, as stated by
(12), and allows the use of smaller input transistors, reducing



the power consumption. Indeed, the possibility to deactivate the
resistive feedback at high frequencies, combined with the in-
tegrator-differentiator scheme, unleashes the noise-bandwidth
trade-off typical of classic TIA scheme. However, if very large
signal bandwidth is targeted, shunt stray capacitance, though
small, becomes critical also in CMOS implementations. In fact,
the synthesis of large resistance by means of active solutions,
though beneficial from both area and noise standpoints, is
anyhow affected by the presence of dominant time constant. If
1 MHz bandwidth is desired and 1 resistor is implemented,
then the maximum shunt stray capacitance is 0.16 fF. The main
limitations of this approach are the need for a separate output
for the acquisition of low frequency signals ( 100 Hz) and the
complex design required to ensure stability of the additional
active feedback network. As an example, a CT integrator-dif-
ferentiator CMOS current detector based on this scheme has
been shown to reach a noise floor as low as 3 with
a corner frequency of 100 kHz and with a 100 Hz–2 MHz
bandwidth [46].
An alternative approach, based on a different active feed-

back scheme leveraging bidirectional matched-MOS current
amplification[49], provides a single output with a wide band-
width (DC–1 MHz). Unparalleled noise performance has been
achieved with 1 pF input capacitance, reaching 15 fA r.m.s.
with 1 kHz bandwidth and 1 pA r.m.s with 100 kHz [50].
However, the input-referred noise becomes dominated by the
shot noise of the feedback transistors when the DC current sig-
nals are larger than 50 pA (noise floor larger than 4 ).
This is one of the main drawbacks of the approach: the noise
depends on the signal level and for high signal values it could
be higher than competitive approaches.

V. DISCRETE-TIME APPROACH

A. Synchronous Reset

The discrete-time approach [51]–[59] offers several imple-
mentation advantages, since it is more suitable for interfacing
with digital structures and offers less distortion than continuous-
time architectures [60]. DT schemes rely on a common structure
and functionality based on current integration performed over a
fixed amount of time. In a standard DT current readout circuit a
switch periodically resets the charge stored in the feedback ca-
pacitance , thus avoiding opamp saturation. The presence of
a reset period may cause the loss of input data, though this might
be considered negligible if one were to minimize the reset time.
Moreover, CSAmay suffer from a limited dynamic range due

to the limited value of the feedback capacitance, since the final
output voltage is given by the integral of the input current. To
increase sensitivity without reducing bandwidth, it is manda-
tory to use a low capacitance in the feedback loop, implying
kTC noise due to the reset switch and charge injection phe-
nomena as major issues. To cope with these errors, correlated
double sampling (CDS) has proved to be an excellent solution
[51]–[53], [61]. CDS is the most frequently used technique for
reset noise reduction, although other schemes can be used [62].
This manuscript includes preliminary noise analysis of CDS in
discrete-time current sensing we presented in [63].

Fig. 11. DT current readout system followed by a CDS block to reduce low
frequency noise and offset [52]. When is closed the CSA is reset. Then,
and are opened and is closed. While opens the CDS takes the noise
sample and then starts to integrate the input current. At the end, switch opens
and the difference between the last sample and the initial noise sample is stored
in the S&H. Capacitors have the values: ; .

CDS is a noise and offset reduction technique based on differ-
entiating successive samples [64]–[68]; it can thus even work as
a differentiator stage. The principle is that when noise is acting
in a finite bandwidth, low frequency components become corre-
lated and can be used to cancel each other. In summary, the CDS
technique is based on sampling the ‘signal’ twice: the first time
when only noise and offset are present, and the second
time when both signal and noise are present

(14)

where is the informative component of the signal. Finally,
CDS computes the difference between the two samples

(15)

The more the two noise samples correlate with each other,
the better the output difference corresponds to the signal it-
self. For this reason, the CDS technique turns out to be useful
in reducing low-frequency noise [64], [66]. Although CDS re-
duces noise, it results in an increase of white noise due to
a folding process, and this causes a more complex expression
for input-referred noise. For this reason, accurate noise mod-
eling is necessary to understand the trade-off in the DT ap-
proach [63]. Fig. 11 shows the DT current-sensing circuit pre-
sented in [52] composed of a CSA, a CDS and a sample and hold
(S&H). This scheme follows the integration-differentiator prin-
ciple, since CDS acts as a differentiation stage. This circuit will
be used as the reference scheme from here on. It is implemented
using AMSC35 technology, where ,

, , and
. The operational amplifier used in the CSA of Fig. 11

is a standard folded cascode scheme, showing 86 dB of DC gain,
27 MHz of GBW and consumes 200 . For a complete de-
scription of the circuit, please refer to [52].



Fig. 12. Time-variant cyclostationary noise power at CSA output. It is
modulated by a square wave of period and alternates between and

.

Fig. 13. CDS timing. The first noise sample is taken immediately after the end
of the reset period and the second sample is performed just before the reset
period.

Another interesting effect that should be taken into account
is the noise modulation due to the periodic reset. When the
reset switch is open, the opamp works as a non-inverting am-
plifier from the noise standpoint. Hence, the input noise power
is approximately multiplied by the ratio , where

. On the other hand, when the reset switch is closed,
the noise power is amplified by one. Thus, the noise voltage is
multiplied by a square wave of period and duty cycled
given by

(16)

where is the integration period and is the sampling pe-
riod. In other words, the stochastic process becomes cyclosta-
tionary with time-varying statistical functions [71]. Fig. 12 illus-
trates the effect of noise modulation, showing the time variant
noise power at the CSA output.
To mitigate this problem, a “ping-pong” scheme switching

between two feedback capacitances of the same value could be
used [72]. However, in our reference circuit, CDS always takes
samples outside the reset frame, as shown in Fig. 13 hence it is
possible to ignore the modulation effect. As a result, the noise
signal could be treated as stationary.

B. Noise Modeling in DT Current-Sensing Interfaces

To calculate the minimum detectable input signal of DT
schemes it is necessary to compute the input-referred current
noise. However, the input-referred noise can be rigorously
defined only for linear time-invariant circuits; moreover, since
the sampling behavior aliases the high frequency noise compo-
nents, it is not possible, either, to define a classic noise transfer
function [66]. Thus, we will compute the input-referred noise
dividing the output noise PSD by the square of the equivalent
analog transfer function, which is the amplifier transimpedance
[63]. Note that the validity of the input-referred noise computed
in this way is confined to that of the amplifier transimpedance.
Taking into account the circuit diagram in Fig. 11, we will
assume that the circuit is working over time frames of period
composed of an integration period lasting and a reset

period (Fig. 13).
The kTC noise and the charge injection, generated by the

feedback capacitance and the reset switch, are eliminated
by CDS. Additionally, the capacitances used in CDS are made
large enough for their own noise sources to be ignored (these are
mainly kTC noise and charge injection). Thus, the main source
of noise in the overall sensing scheme is the opamp, represented
by the noise voltage generator . This is amplified and fil-
tered by the CSA, which can be modeled as a first-order ampli-
fier giving a noise PSD at node (A) as

(17)

where is the open-loop gain, and is the opamp closed-
loop cut-off frequency.
Equation (15) clearly states that voltage at CDS output

(outside the reset) is equal to the input voltage minus
the pre-stored input sample. At time the relation can be
written as

(18)

For a nonspecific time , (18) can be generalized to

(19)

where is a rectangular function equal to one for
and zero elsewhere. Passing from the time domain to the

frequency domain, and writing the noise PSD at node (B), we
get [64]–[70]

(20)

where the sinc function is defined as .
The full math derivation of (20) is given in [73] pp. 151–159.
Equation (20) recognizes two major components, both shown



Fig. 14. Noise PSD at node (B) highlighting the components of eq. (20). The
dashed red line is the differentiated noise given by the first term in (20). The
solid blue line is the folded-back white noise due to undersampling by the CDS
and given by the second term in (20).

in Fig. 14. The first one, shown in the upper line of (20), is
differentiation of the input noise PSD. This term describes the
CDS as a standard DT differentiator. For frequencies below the
sampling frequency, where the correlation between samples is
not negligible, the CDS differentiates the input noise, while for
higher frequencies it follows the input noise [74]. As a result,
the noise and the offset are markedly reduced [64]. Due
to the non-zero reset time, the CDS is not able to completely
eliminate the low frequency noise and the offset, but it mitigates
them. Indeed, the first term in (20) increases at low frequencies,
as shown in Fig. 14.
The last term, shown in the lower line of (20), is related to

the high-frequency white noise folded back in the baseband due
to the undersampling activity of the CDS. Assuming as
band-limited white noise with as the 3 dB frequency, un-
dersampling at , where is the sampling
frequency, implies a process of folding the noise components
(Fig. 15). Thus, the baseband noise is increased by the under-
sampling ratio (USR) defined as [64]

(21)

At the end of the integration period, an S&H circuit follows
the CDS and stores the final result of (19). From a noise stand-
point, the S&H operation performs additional noise folding and
further shaping, so that the noise PSD at node (C) becomes

(22)

The folding of the flicker noise can be ignored with respect to
white noise, because it is a low frequency noise [64]. Moreover,

Fig. 15. Noise folding process due to undersampling. Summing all the shifted
spectra results in a white noise density in the useful bandwidth USR times higher
than the original one.

the undersampling factor given by (21) can be used to simplify
the last term in (22) as follows:

(23)

where is the thermal component of [64]. Note
the above approximation is valid only for frequencies below .
Combining (23) with (22)

(24)

The folding process greatly increases the noise PSD, but it
cannot be eliminated since the sampling frequency must
be intrinsically lower than the opamp closed-loop cut-off fre-
quency in order to sample the signal with the proper degree of
accuracy. As shown in Fig. 14, the folding component domi-
nates the output noise in the baseband; thus it is possible to fur-
ther reduce (24) by ignoring the first term

(25)



Considering a short reset time, which implies , and
applying (17) in (25) with and , the output
noise PSD becomes

(26)

where is the thermal component of (9). For frequen-
cies below , CSA and CDS act on the input signal as an inte-
grator and a differentiator, respectively, and together work as a
total equivalent resistance of value

(27)

where a negligible reset time has been assumed. For input sig-
nals at higher frequencies the CDS does not work as a differ-
entiator anymore, so the signal is band-limited. Since is
fixed by the input full scale and should be greater than a
minimum value given by the technology, (27) sets the maximum
acquisition bandwidth of the DT approach. For instance, using
a minimum feedback capacitance of 100 fF for a full scale of
about 1 nA, maximum bandwidth of few kHz could be achieved
[46]. This is one of the main limitations in DT approaches as far
as bandwidth is concerned. Dividing (26) by the square of (27)
and assuming a USR much greater than one, we can write the
input-referred noise PSD as

(28)

and for frequencies below it can be approximated to

(29)

From (28) and (29) it is clear that the noise floor of this circuit
is set by the bandwidth of the opamp. In principle, input-referred
noise benefits from reduction of ; however, it cannot be too
small. The minimum allowed value for depends on the sam-
pling time and the precision required by the application in
terms of equivalent number of bits (ENOB) following the equa-
tion [75]

(30)

In order to identify design constraints, (29) could be revised
introducing

(31)

where is the gain-bandwidth product, which for CMOS
transconductance amplifier is given by

(32)

Fig. 16. Noise simulation of the input-referred noise current for various input
capacitances. Increasing the input capacitance raises the noise floor by means of
a square law. Note that both input and output ranges are constant, thus the noise
reduction causes an increase in DR. The simulations were performed on the
system proposed in [52] where , , ,

and .

The capacitance is the total capacitance connected to the
opamp output (i.e., ) in a one-stage opamp, and the
compensation capacitance in a multi-stage realization. Equation
(29) together with (9), (31), and (32) yields

(33)

where the input-referred noise power of DT current sensing is
regarded as the noise generated by an equivalent resistor of
value , or, more precisely, as kTC noise relating to the
output capacitance. Equation (33) shows how the input stray and
the sensor capacitances act directly on the noise PSD by means
of , and how a large reduces noise power at the expense
of settling time. It is interesting to note that (27) associates the
sensitivity of DT systemswith the sampling frequency, affecting
the dynamic range , which is given by the ratio between
the maximum input signal power and the in-bandwidth noise
power

(34)

where is the maximum output voltage of the amplifier.
Since the CDS is a time-variant discrete-time circuit, it is not

possible to use the classical AC noise analysis to correctly de-
scribe its noise behavior. To confirm the above analysis on real
circuits, time-varying noise simulations using the Spectre simu-
lation tool [76] were performed on the circuit of Fig. 11 and are
illustrated in Figs. 16–18.
Note that noise simulations have been done using several dif-

ferent random seeds in the statistical noise models, showing
negligible variations from the shown results. Fig. 16 shows a



Fig. 17. Noise simulations of the input-referred noise current for different sam-
pling frequencies . The simulations were done on the system proposed in
[52], where was fixed at 100 fF and a 3pF input stray capacitance was used.
Other circuit parameters are the same used for Fig. 16. Noise reduction is mainly
related to the increase in the equivalent resistance following (27).

Fig. 18. Noise simulation of the input-referred noise current on the system
proposed in [52] with an input stray capacitance of 3 pF and the same circuit
parameters used for Fig. 16. Doubling the form factor of the input differential
pair in the employed opamp, we increase the gate-source capacitance
(from 150 fF to 300 fF) as well as the transconductance . However, these
changes do not affect the input-referred noise that is independent of opamp
parameters. The figure also compares the theoretical model with simulation
results, showing a good matching with 3pF as input stray capacitance, which
is a reasonable value.

linear reduction of input-referred noise with as in (33). Con-
versely, as illustrated in Fig. 17, a linear reduction of the sam-
pling frequency causes a root square reduction of the input-re-
ferred noise current, while the DR being unchanging (34).
Finally, note that there are no parameters relating to the

opamp in (35). This is due to the fact that, as in kTC noise, a
decrease in the input noise voltage power by means of
involves an equivalent increase in the bandwidth according

to (31) and (32). Thus, opamp noise performance does not af-
fect the overall , as indicated in (34), and the input-referred
noise is not subject to the trade-off, as shown in Fig. 18,
where the form factor of the input pair of the opamp has been
changed.

Fig. 19. Verification of the noise model with measurements and simulations.
Measured current noise on the prototype presented in [52] (solid blue line),
theoretical input-referred noise current given by (28) using parameters

, , , , (dashed
red line) and simulated input noise using the same parameters (pointed black
line). The picture shows a good match for an input stray capacitance of 3 pF,
which is in good agreement with the estimated values for the device under test.
Peaks at 2 kHz and 3 kHz in measurements are related to clock coupling effects.

Fig. 20. Root mean square noise versus system bandwidth for a given feedback
capacitance. The r.m.s. noise is computed on (12) and (33) using the same pa-
rameters employed for simulations used in Fig. 10 and Fig. 17 for CT and DT,
respectively. DT approach achieves better noise performance for reduced acqui-
sition bandwidth while CT approach is the better solution for high bandwidth
applications. Moreover, DT schemes are intrinsically limited at high bandwidth,
since integration time is related to the minimum feedback capacitance according
to (27).

The plot clearly shows that the input-referred noise current is
not affected by opamp parameters, like transconductance or
input capacitance , validating the proposed noise model. In
Fig. 19 the input-referred noise current given by the square root
of (28) is compared with a measurement taken from the system
developed in [52], and proves a good match. Peaks at 2 kHz and
3 kHz are related to clock coupling effects.
DT current sensing schemes are also affected by jitter noise,

since the equivalent transresistance is directly related to



TABLE II
PUBLISHED INTEGRATED IMPLEMENTATIONS OF CURRENT INTERFACES AIMING AT SUB-pA RESOLUTIONS COMPARED IN TERMS OF NOISE PERFORMANCE,

BANDWIDTH AND POWER CONSUMPTION. NOTE THAT POWER CONSUMPTION DATA ARE NORMALIZED OVER NUMBER OF ACQUISITION CHANNELS AND DO NOT
TAKE INTO CARE ADC POWER. THE ONLY EXCEPTION IS [54], WHERE IT IS NOT POSSIBLE SPLITTING POWER CONSUMPTIONS. THE TABLE SHOWS THAT CT

IMPLEMENTATIONS CAN ACHIEVE HIGH ACQUISITION BANDWIDTH WHILE DT IMPLEMENTATIONS ARE LESS POWER HUNGRY

the sampling frequency, as shown in (27). Thus, the random
timing error generates an output error given by

(35)

where is the jitter error. Assuming the maximum allowed
output error is , we can compute the maximum
allowed jitter error as

(36)
where is the full-scale input. Since typical DT cur-
rent sensing interfaces work with a sampling frequency in the
order of tens of kHz, the requirements in terms of jitter error
are in the order of some picoseconds, even for acquisition to a
16 bit accuracy requirement. Finally, it should be pointed out
that the requirement given by (36) should be considered as a
worst case [77].

To summarize, DT current-sensing interfaces are described
by input-referred PSD noise which is substantially different
from what characterizes TIA or CT interfaces, and is unaf-
fected by the trade-off. The use of CDS stage releases
DT approach from kTC and flicker noise, however white noise
increases due to the folding process, becoming the dominant
component and setting the noise floor. Input capacitance results
to be a strong limiting factor for DT schemes because it directly
affects the noise floor (33); hence miniaturization of sensor
and system comes to be a key point. However, noise reduction
in DT current amplifiers could be accomplished by acting on
several parameters. For some of them, such as output, stray
and feedback capacitances, reduction of noise also implies
an increase in . Conversely, other parameters, such as the
sampling time, do not affect the because the output swing
is reduced by the same amount.
Finally, an interesting feature of DT approach is the weak

dependence of the overall noise performance with respect to
opamp parameters. This allows circuit designer to release the
opamp design from noise constraints, focusing on other issues



such as lowering the power consumption. As an example, a DT
current sensing scheme based on CSA and CDS has been shown
to reach a noise floor as low as 3 with 2 kHz bandwidth
and a power consumption of only 1 [51].

VI. COMPARATIVE SUMMARY BETWEEN CT AND DT
APPROACHES

Both CT and DT solutions are based on charge-sensitive am-
plifiers and are sensitive to the input capacitance. Hence, for a
fair comparison between them the feedback capacitance and
the input capacitance , should be equal. Fig. 20 shows the
r.m.s. noise current versus the acquisition bandwidth for both
approaches with fixed to 100 fF. The r.m.s. noise currents
are computed on (12) and (33) for CT and DT, respectively.
As shown by the picture, DT approach has lower r.m.s. noise
for small acquisition bandwidth, while CT approach shows to
be the best solution for high bandwidth applications. Moreover,
DT schemes are intrinsically limited at high bandwidth, since
integration cannot be lower than few microseconds. Thus, the
choice of the best approach is tightly dependent on the band-
width required by the application.

A. State-of-the-Art Review

To organize a fair comparison between them, based on dif-
ferent schemes as presented in the literature, it is important to
characterize the noise floor by taking into account the total input
capacitance , which strongly affects both approaches. It re-
duces the noise floor bandwidth in CT schemes whereas it di-
rectly increases the noise floor value in DT schemes.
Table II compares recent CMOS integrated implementations

of current interfaces as presented in the literature. From this
comparison, it is apparent that many CT approaches reach
the MHz bandwidth, while DT approaches are more limited
in bandwidth, confirming our analyses. For this reason the
CT approach appears to be the best solution for applications
where fast current tracking is mandatory, like DNA sequencing.
While, DT approach offers the possibility of better integration
into complex system, low power capability, as well as noise
performance comparable to CT schemes.

VII. CONCLUSION

This paper presents an overview of the basic noise limits
of CMOS implementations of current-sensing interfaces for
bio-nanosensors. Both continuous-time and discrete-time ap-
proaches have been described in detail with particular reference
to the overall noise performance and the design parameter
trade-off. Analytical models for input-referred noise in CT
and DT architectures have been derived. The former is valid
for the entire frequency spectrum, while the latter is limited
to frequencies lower than . The paper illustrates how to
evaluate the fundamental noise limits of the most conventional
architectures.
The main results of the analysis are: 1) CT approaches are

limited in resolution by the noise of feedback devices that are
required in order to set the bias point. Thus, design should focus
on this issue rather than opamp noise optimization. On the other
side, the resolution of DT approaches is limited by the aliasing

of the high frequency noise inside the baseband; 2) CT solutions
offer better performance in terms of bandwidth, which is fixed
by the first pole of the differentiator, whilst in DT approaches the
bandwidth is limited by the feedback capacitance value and full-
scale trade-off; 3) DT approaches offer better noise performance
at reduced bandwidth but they are surpassed by CT ones for
larger bandwidths; 4) Input capacitance strongly affects noise
performance in both CT and DT solutions, but most remarkably
on the last one; and 5) 1/f noise of CSA plays a marginal role
in input-referred noise in both approaches due to the derivative
effect of the input transimpedance amplifier. Finally, by way of
summary, a comparative table of recent papers appearing in the
literature has been presented.
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