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Frequency- and Time-Domain FEM Models of EMG:
Capacitive Effects and Aspects of Dispersion

Nikolay S. Stoykov*, Member, IEEE, Madeleine M. Lowery, Member, IEEE, Allen Taflove, Fellow, IEEE, and
Todd A. Kuiken, Member, IEEE

Abstract—Electromyography (EMG) simulations have tradi-
tionally been based on purely resistive models, in which capacitive
effects are assumed to be negligible. Recent experimental studies
suggest these assumptions may not be valid for muscle tissue.
Furthermore, both muscle conductivity and permittivity are fre-
quency-dependent (dispersive). In this paper, frequency-domain
and time-domain finite-element models are used to examine the
impact of capacitive effects and dispersion on the surface potential
of a volume conductor. The results indicate that the effect of
muscle capacitance and dispersion varies dramatically. Choosing
low conductivity and high permittivity values in the range of
experimentally reported data for muscle can cause displacement
currents that are larger than conduction currents with corre-
sponding reduction in surface potential of up to 50% at 100 Hz.
Conductivity and permittivity values lying toward the middle of
the reported range yield results which do not differ notably from
purely resistive models. Also, excluding dispersion can also cause
large error—up to 75% in the high frequency range of the EMG.
It is clear that there is a need to establish accurate values of both
conductivity and permittivity for human muscle tissue in vivo in
order to quantify the influence of capacitance and dispersion on
the EMG signal.

Index Terms—EMG, finite-element methods.

I. INTRODUCTION

T O DATE, models in electromyography (EMG) have been
based on an assumption of quasi-stationarity at the macro-

scopic level. Purely resistive electric properties have been as-
signed to all tissues [9], [15], [3]. Capacitive properties have
been introduced only at the microscopic level with respect to
the cell membrane [35]. In the closely related field of electrical
stimulation, the capacitance of the cell membrane has been con-
sidered in the derivation of the activation function and in the
study of its properties [27]–[29], [25]. The tissue surrounding
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the activated fiber is assumed to be purely resistive. In addi-
tion, macroscopic cardiothoracic models for defibrillation [5],
[18] and for magnetic stimulation [2] have been based on the
same assumption. Capacitive properties have also been consid-
ered and deemed negligible in a model of magnetic stimulation
of the brain cortex [6]. They have been included in a high-fre-
quency bio-electromagnetic model for calculating electromag-
netic absorption in humans in the 100–350 MHz range [33]. And
finally, they have been used in models of electrical impedance
tomography at 28.8 kHz [8] and in the 2–200 kHz range [16].

The condition for neglecting capacitive effects in homo-
geneous bio-electromagnetic models, has been described by
Plonsey and Hepner [26], as follows:

(1)

where and denote the conductivity and the relative permit-
tivity of the tissue, and the angular frequency of the source.

8.854 10 F/m is the permittivity of vacuum. The re-
sults of recent experimental studies, however, suggest that (1)
may not be valid for muscle tissue [12], [14]. It is unclear how
capacitive effects may alter the amplitude, frequency content,
and phase distribution of EMG signals detected throughout the
muscle and at the skin surface.

It is apparent from (1) that the magnitude of the capacitive
effects depends on the permittivity and the conductivity of the
materials and on the frequency of the source. However, both
conductivity and, in particular, permittivity are themselves fre-
quency-dependent in biological tissues. This phenomenon is
known as dispersion. In muscle, the relative permittivity varies
by several orders of magnitude over the frequency range of the
transmembrane action potential, which contains frequency com-
ponents of up to 10 000 Hz [19]. Conductivity can vary by over
100% [12].

The goal of this paper is to understand the effects of tissue
permittivity and dispersion in EMG models. Specifically, the
following three questions are addressed. First, how do tissue
material properties affect the displacement current density, the
conduction current density and the maximum electric potential?
Second, what error do we incur when we ignore dispersive ef-
fects in the calculation of the electric potential and how will this
error change if we also neglect capacitive effects? Third, how do
frequency and muscle-fiber conduction velocity affect the elec-
tric potential when we consider permittivity and dispersion?

In this paper, we present a frequency-domain and a time-
domain analysis based on the finite-element method (FEM).
This paper is a further development of the ideas presented in
[32]. A single frequency excitation and a propagating muscle-
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fiber action potential have been simulated in biological tissue
where both conductivity and permittivity are incorporated. As
yet, we are not aware of any time-domain numerical methods
that can handle dispersion with time steps on the order of tens
of microseconds, necessary to simulate the propagating single
muscle-fiber action potential. Therefore, a combined approach
is employed whereby the results of the time-domain simulations
are corrected for dispersion in the frequency domain. This tech-
nique substantially reduces the computational burden as com-
pared with solutions carried out solely in the frequency domain.

II. THEORETICAL BACKGROUND

The fundamental difference between computational models
in EMG studies stems from the governing equations used. A
clear statement of the governing equations permits a correct in-
terpretation of the results. They necessarily differ in the fre-
quency domain and in the time domain, both are presented.

A. Frequency Domain

1) Governing Equation:The electric scalar potential
obeys

(2)

where denotes the imaginary unit, and denote the di-
vergence of a vector function and the gradient of a scalar func-
tion, respectively. Equation (2) follows directly from Maxwell’s
equation describing Ampere’s law [17] by taking the divergence
on both sides under the assumption of negligible magnetic ef-
fects (vanishing magnetic vector potential). For the problems at
hand, this assumption can be readily justified [26], [20].

2) The Phase Distribution in the Frequency Domain:In ad-
dition to the amplitude of the signal, a frequency-domain model
also yields its spatial phase distribution . In most cir-
cumstances, capacitive effects will cause nonconstant spatial
phase distributions. However, they will yield a constant spatial
phase distribution if the model has homogeneous material prop-
erties, only current excitations, and is grounded. This can be
seen in the simple case of a cylinder with current flowing par-
allel to its axis (no variation in radial direction) and a ground
at one end. The cylinder can be represented by a parallel cir-
cuit of a resistor and a capacitor . The phase angle be-
tween current and voltage at angular frequencyis given by

. As the observation point moves along the axis,
the resistance will change proportionally, and the capacitance
will change inversely proportionally to the distance from the
ground, thus maintaining a constant product. At each point, the
phase angle between current and voltage will be exactly equal to
the argument (polar angle) of the complex number .
Since there are no phase variations of the current (no propa-
gation effects), there will be no phase variations of the voltage
either.

B. Time Domain

1) Governing Equation:In the time domain, the governing
equation for the electric scalar potential is the following:

(3)

For the derivation of (3), it is assumed that the magnetic vector
potential vanishes, as it does in the frequency domain. It is also
assumed that the relative permittivity does not change with time,
i.e., . If the scalar potential in (2) is regarded as
a function of frequency, it is possible to view (2) as the Fourier
transform of (3). In order to keep the notation simple, the same
symbols will be used in the frequency domain and in the time
domain, and it will be clear from the context which domain is
meant.

2) Dispersion: One method of generalizing (3) to incorpo-
rate dispersive materials is to allowand to vary with fre-
quency in (2). Then using the convolution theorem [21] and
transforming (2) into the time domain, we obtain

(4)

The kernel is the inverse Fourier transform of
(provided it exists). It is independent of. Thus, the

problem remains linear. The condition for is
imposed in order to preserve causality (otherwise the potential
at some moment in time will depend on future values as seen
from (4) for ) [17].

III. M ETHODS AND MODELS

In this section, we describe how the general concepts dis-
cussed in the previous section are applied so as to understand
the influence of capacitance and dispersion on the EMG signal.
The numerical and analytical procedures are outlined, and the
specific models are introduced.

A. The finite-element Method

The commercial FEM software package EMAS by ANSOFT
Corp. was used to develop the models. Its formulation is based
on the time integral of the electric scalar potential in the time
domain and on in the frequency domain. In both do-
mains, the magnetic vector potential is used as well. This
formulation allows for the solution of the complete system of
Maxwell’s equations. The formulation imposes the Coulomb
gauge, which confines all propagation effects exclusively to the
magnetic vector potential [17]. Since our specific problem does
not include propagation or any other effects involving the mag-
netic field, it is possible to discard the components offrom
the stiffness matrix prior to decomposition. This increases the
numerical efficiency of the solution substantially.

B. Geometry of the Models

In both the frequency and the time domain, the geometry of
the model was chosen so as to resemble a segment of a human
limb. The limb segment (volume conductor) had the shape of
a circular cylinder. In the frequency domain, it had a radius of
5 cm and a length of 30 cm. The volume conductor was placed
into a cylinder of air with a radius 7 cm and a length of 34 cm.
The purpose of the air cylinder was to provide means for ap-
plying outer grid boundary conditions, which will be discussed
below. In the time domain, the idealized limb segment had a
radius of 4 cm and a length of 15 cm (Fig. 1). The smaller
size, while still realistic, allowed for reduction of the time and
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Fig. 1. The discretized time-domain FEM model. The radius is 4 cm and the
length is 15 cm. The observation line is indicated. The 10-cm-long segment of
an active muscle fiber is placed at 1 cm in radial direction from the observation
line. Element size at the source is 0.1 mm, at the observation line 2 mm and up
to 6 mm elsewhere.

resources needed to obtain the computationally more intense
time-domain solution. For the same reason, this model did not
include any surrounding air. However, the potential error due
to the absence of air was assessed prior to the simulations and
will be addressed in this section together with the outer grid
boundary conditions.

C. Sources

1) Frequency Domain:The continuous source of the action
potential is traditionally replaced by discrete sources like
dipoles and tripoles [24]. A spatially fixed current dipole with
pole separation of 2.1 mm and normalized source strength
of 1 mA was simulated. This pole separation is equal to the
distance between the centroids of the first positive and the fol-
lowing negative spatial wave in the single muscle-fiber action
potential as analytically modeled by (5) and (6) according to
Rosenfalk [31]. Thus, the first two spatial waves at a given
moment in time were represented by the poles of the dipole
placed at their centroids. The third spatial wave, which is much
smaller than the first two, was neglected. This was possible
because of the assumed linearity of the electrical properties of
muscle. The dipole was spatially fixed, because frequency-do-
main analyses inherently presume a steady state of the system
whereas a moving dipole gives rise to transient effects.

In frequency-domain analyses, it is assumed that all sources
in the model have the same frequency which must be greater
than zero. The physical meaning in the presented models is
that each pole of the dipole is a source of alternating current of
some frequency and there is a phase difference of 180between
them. There is an important difference between this dipole and a
propagating but nonoscillating dipole (i.e., one whose poles are
sources of direct current), as commonly used in EMG models
[3], [10]. The spatially fixed current dipole gives rise to only one
frequency throughout the model. It is the frequency at which the
dipole is excited. A propagating dipole gives rise to a range of

frequencies and thus resembles a propagating action potential.
However, it is essential to this study that we isolate single-fre-
quency components of the field.

2) Time Domain: There were three sources in the model,
which simulated the excitation of a 10-cm-long section of
muscle fiber between the neuro-muscular junction and the
tendon. The fiber was placed along a straight line parallel to
the cylinder axis, symmetrically between the two ends of the
cylinder at 10 mm below the surface. The first source repre-
sented the transmembrane currentduring an action potential.
It was propagating along the line of the muscle fiber according
to the following spatio–temporal relationship [24], [31]:

(5)

(6)

where denotes the average cross sectional area of the fiber
and was chosen equal to 2.010 square millimeters (cor-
responding to a fiber diameter of 50m [19]), denotes the
intracellular conductivity of the muscle fiber with a value 1.01
S/m [1], denotes the time from the onset of the action potential
in milliseconds, denotes the distance of a point on the fiber
from the neuro-muscular junction in millimeters, andis the
conduction velocity in millimeters per millisecond.

There were two more sources at both ends of the muscle fiber
that simulated the start-up and end effects [7], [15], [9]. Their
purpose was to ensure zero total current. At each moment in
time, the source at the neuro-muscular junction yields a current
equal in magnitude and opposite in sign to the net current of the
propagating action potential. When the action potential reaches
the end of the muscle fiber, the net current is calculated as if
the fiber was infinite. The source at the other end yields a cur-
rent equal to the part of the action potential which would extend
beyond the end of the fiber, if the fiber were infinite. There-
fore, it becomes active only after the action potential reaches
the end. By that time the first source has become almost inac-
tive, since the integral of the transmembrane current [as modeled
by (5)–(6) over a sufficiently long segment of the fiber] is close
to zero.

D. Outer Grid Boundary Conditions

Electric fields extend through air and free space to infinity by
means of permittivity. A FEM mesh can have only finite dimen-
sions. This difficulty, which does not arise in purely resistive
models, requires special attention to the way a model with ca-
pacitive effects is terminated. EMAS provides a boundary con-
dition that simulates open space at the outer boundary of the
model, called spherical open boundary (SOB) [4]. As suggested
by the name, it can be applied in three-dimensional models to
patches of a sphere only, and as a result, the volume conductor
must be embedded in a ball of air.

SOB is based on the Bayliss–Turkel approximation, ex-
pressed in a spherical coordinate system with origin in the
center of SOB [34]
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where 2.997 924 58 10 m/s [17] denotes the speed of
light in vacuum. The first term on the left-hand side can safely
be neglected, and the first-order Bayliss–Turkel approximation
reduces to [4]

An unreasonably large number of elements are required to
model the surrounding air, if the object of interest is a cylinder
with a small ratio of radius to length of the axis. Our numer-
ical experiments have shown that, in the frequency range of the
EMG, using material properties of human tissues allows for the
termination of the model by putting a ground on a surface suf-
ficiently far (e.g., 2 cm) from the object of interest. The differ-
ence, as compared with a model with SOB, was 2.1% [20]. By
further numerical simulation, we confirmed that excluding the
surrounding air from the model as proposed in [26], yielded an
almost identical result to that obtained with grounded 2-cm air
layer (difference less than 0.5%). Furthermore, this generated a
vanishing normal component of the electric field on the surface
of the limb.

E. Ground Reference

It is useful to distinguish between physical and numerical
ground reference.

1) Physical Ground Reference:A physical ground reference
can occur as a part of Dirichlet or mixed boundary conditions.
It can extend over patches of surfaces. Its presence affects the
structure of the field, usually by “bending” it locally. The cur-
rent flowing through the patch will be different with or without
the ground—the physical ground is a current carrying ground
reference.

A physical ground reference was used only in the frequency-
domain analysis. It was applied to all surfaces of the air cylinder
to provide outer grid boundary conditions as discussed in the
previous section. Since the frequency-domain models with the
supplied excitations and boundary conditions proved electri-
cally symmetric about the transversal plane of geometric sym-
metry, a physical ground reference was applied to this plane as
well, and only one half of the model was numerically processed.

2) Numerical Ground Reference:A numerical ground refer-
ence occurs only together with Neumann boundary conditions.
The Neumann boundary condition determines the solution of
the boundary-value problem only up to an additive constant
[22]. To eliminate this ambiguity, it is sufficient to provide a
ground reference at only one point in the model. The structure
of the field will be preserved. The current density at that point
will be the same with and without the ground—the numerical
ground is not a current carrying ground reference. On the other
hand, specifying ground over a patch of surface will change the
nature of the boundary conditions and the structure of the field
(the field will be “flattened”). Therefore, this kind of ground ref-
erence can be applied only to one single point in the model. It is
important that the sum of all enforced currents in the model be
zero, as dictated by the Neumann boundary conditions.

A numerical ground was used only in the time-domain anal-
ysis. It was applied to a point as far away from the source as
possible. The distance from the source was considered in order

to minimize adverse effects due to unbalanced currents as a re-
sult of round-off errors.

F. Initial Conditions

The initial conditions are only applicable to problems in the
time domain. The initial value of the scalar potential was zero
throughout the model.

G. Convergence and Validity

FEM yields only an approximation to the true solution. Two
methods for increasing the accuracy of the approximation are
available, reducing the maximum diameter of the elements,
and/or increasing the degree of the polynomials in the shape
functions. However, there are instances in which increasing the
degree of the polynomials does not ensure convergence [36].
We confirmed convergence by decreasing the element size.
Increasing the number of elements up to six times the initial
value produced a deviation of less than 3%.

While convergence indicates self-consistency of the model,
it implies nothing about its ability to reflect the physical reality
adequately. In a previous work [20], we validated our FEM tech-
nique by comparing simulated data with measured potentials
in a physical phantom limb model. The numerical and the ex-
perimental data were highly correlated (the correlation coeffi-
cient was greater than 0.99) and absolute differences were gen-
erally within 5%–10%. However, the validity of the method was
proved under nondispersive conditions.

H. Analytical Methods for Handling Dispersion

Since the available implementation of the FEM does not
handle dispersion, additional tools were necessary in the study.
The analytical approach described here in combination with
the finite-element models provided a simple means by which to
solve the dispersive field problems encountered in this study.

1) Dispersion Error in the Frequency Domain:For a ho-
mogeneous, isotropic volume conductor (capacitive effects in-
cluded), we define as follows:

(7)

where is the angular frequency of the source and is the
angular frequency which was used in the parametric models
[13] to calculate the material properties. Then the relative error

of the voltage amplitude at angular frequencydue
to using material properties at angular frequencyis given by

(8)

This error is independent of the spatial coordinates.
2) Dispersion in the Time Domain:The linearity of the

problem (i.e., validity of the superposition principle) and the
availability of precise expressions for the dispersion error in
the frequency domain suggest a straightforward procedure
to obtain an exact solution of the dispersive field problem in
the time domain. This indirect method consists of calculating
the Fourier transform of the available time-domain solution
for a given set of nondispersive dielectric material properties,
modifying it to account for the dispersion error in the frequency
domain and transforming it back into the time domain. Because
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TABLE I
RATIO OF DISPLACEMENT TO CONDUCTION CURRENT DENSITY (%) FOR DIFFERENT MATERIAL PROPERTIES.

THE RANGE OF REPORTEDMATERIAL PROPERTIES[11]–[13] AT 100 Hz WAS USED

TABLE II
THE MAXIMUM SURFACE POTENTIAL (MILLIVOLTS ) AT 100 Hz FOR DIFFERENT MATERIAL PROPERTIES.

THE RANGE OF REPORTEDMATERIAL PROPERTIES OFMUSCLE [12], [13] AT 100 Hz WAS USED

of the linearity of the problem, the inverse Fourier transforma-
tion yields the correct solution for the set of dispersive material
properties. The correction can be performed as follows:

(9)

is the Fourier transform of the available time-domain solu-
tion calculated for the set of nondispersive material properties

and , is the Fourier transform of the new solution for
the set of dispersive material properties and , and

for .

IV. FREQUENCYDOMAIN MODELING RESULTS

A. Effect of Material Properties

To study the effect of material properties in frequency
domain,1 we chose a frequency of 100 Hz. This is in the
range of clinically observed mean frequency of surface
EMG (68–129 Hz) [23]. A broad range of conductivities
(0.070–0.600 S/m) and corresponding relative permittivities
(3 10 2 10 ) have been reported for mammalian skeletal
muscle and are reviewed in [11] and [12]. We calculated the
correlation coefficient between and at 100 Hz, assuming
that each pair of reported values was a pair of corresponding

1 The frequency-domain analysis is based on “A finite-element analysis of
muscle tissue capacitive effects and dispersion in EMG” by N. S. Stoykov, M.
M. Lowery, A. Taflove, T. A. Kuiken which appeared in theProceedings of the
23rd Annual International Conference of IEEE Engineering in Medicine and
Biology Society, Istanbul, Turkey, Oct. 2001. © 2001 IEEE.

observations of the two variables. The obtained value of 0.09
indicated that any combination of conductivity and permittivity
within their respective range of variation might possibly occur.

The full range of reported conductivities combined with
the full range of reported permittivities was used to perform
the analyses. For comparison, the static model (purely resis-
tive case) was also simulated. Parametric Cole–Cole type of
bio-electric models proposed by Gabrielet al. [13] were used
to obtain values of conductivity and relative permittivity that lie
within the middle of the range of experimentally measured data
(0.24 S/m and 3.7 10 , respectively). Table I shows the ratio
of displacement current density to conduction current density.
The smallest nonzero value occurs with the highest conductivity
and the lowest permittivity, and the highest value occurs at the
opposite ends of the ranges. Significant displacement currents
are seen with several combinations. In the most extreme case,
with the lowest conductivity and highest permittivity, the
displacement current is larger than the conduction current.

The effect of these displacement currents on the electric po-
tential at the surface is shown in Table II. Displacement currents
resulted in a decrease of the surface potential with the higher
permittivity values. When the material properties of muscle at
100 Hz given by [11], [12] are used, the range of relative error
due to neglecting capacitive effects is between 0% and 88%.
Using the mid-range values of conductivity and relative per-
mittivity, we found that the difference between purely resis-
tive models and models that include displacement currents was



768 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 49, NO. 8, AUGUST 2002

Fig. 2. Surface voltage along a line above the source parallel to the cylinder
axis in a frequency-domain model. Conductivity and permittivity at 100 Hz were
used for four different frequencies of the source, as displayed in the legend.

within the range of the convergence error of the models (i.e.,
less than 3%). The variation in conductivity clearly has a larger
effect on the surface potential. The maximum surface potential
decreases with increasing conductivity.

B. Effect of Dispersion

EMG frequency content near the source is high—the median
frequency for single-fiber EMG is 1610 300 Hz [19]. Spatial
filtering rapidly lowers the frequency content so that the mean
frequency at the surface is near 100 Hz [23], [24]. The tissues in
the arm are, therefore, exposed to a wide range of frequencies.

Source frequencies of 10, 50, 200, 1000, 1500, and 5000 Hz
were used to assess the error at a single frequency due to
neglecting dispersive effects. This range includes frequencies
observed near the surface as well as near the source. The
relative error incurred if the frequency-dependent values of
conductivity and relative permittivity were replaced by the
values at 100 Hz was calculated. Material properties were
obtained from the parametric models in [13]. The error at 10,
1000, and 5000 Hz was calculated both by FEM and by the
analytical expressions (7)–(8). FEM was used to obtain the
error at the site of maximum surface potential (Fig. 2). Within
three decimal places, (7)–(8) yielded the same results. For the
remaining frequencies, the error was calculated only by using
(7)–(8). Table III summarizes the relative error at each fre-
quency with and without displacement currents included. Fig. 3
shows the frequency behavior of the error over a range from 0
to 5000 Hz for muscle and several other tissues. Displacement
currents were included. Equations (7)–(8) were used to obtain
the data.

C. Effect of Frequency

The effect of frequency on the maximum surface potential
was studied with a 1 mA input current. Source frequencies of
10, 100, 1000, and 5000 Hz were used. At each frequency,
mid-range material properties were obtained from the para-
metric models presented in [13] and assigned to the model. The

Fig. 3. The relative error in electric potential due to exclusion of dispersion is
plotted as a function of frequency for different tissues. The error is incurred if
values for conductivity and permittivity at 100 Hz are used at other frequencies.

maximum surface potentials for different simulation conditions
are presented in Table IV. There is a relatively large difference
(33%) between the low and the high end of the spectrum. Most
of this difference occurs between 10 and 100 Hz, at the low end
of the spectrum. There is practically no difference between the
results calculated with or without capacitive effects considered
when material properties obtained from the parametric models
[13] are used.

V. TIME–DOMAIN MODELING RESULTS

A. Effect of Material Properties

While the frequency-domain analysis presented in
Section IV-A shows the sensitivity of the maximum sur-
face potential to variations in the dielectric properties at one
frequency, it remains unclear how this variation would affect the
compound field due to a propagating single muscle-fiber action
potential. To answer this question, a mid-range muscle con-
ductivity of 0.24 S/m (as obtained from the parametric models
[13] at frequency of 100 Hz) was used in the time-domain
model. The relative permittivity of muscle was varied as in the
frequency-domain study. The muscle-fiber conduction velocity
was assumed to be 4 m/s. The results indicate a decrease of am-
plitude with increasing permittivity [Fig. 4(A)]. The decrease
follows a nonlinear relationship, resembling the corresponding
result in the frequency domain. A change in the shape of the
signal is also apparent. This is confirmed by a spectral analysis
of the signal [Fig. 4(B)]. While the spectral components below
50 Hz remain unchanged in all three simulations, those above
50 Hz are notably attenuated for 2.0 10 . As a result
the median frequency has decreased from 133 to 122 Hz.

To prove numerical consistency between the FEM model and
the analytical approach in the time domain, both were used to
calculate the solution along a line on the surface of the model,
7.5 ms after onset of the action potential. The line was oriented
in axial direction and was located just above the source (Fig. 1).
Mid-range material properties of 0.24 S/m and 2.0
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TABLE III
THE RELATIVE ERROR (%) OF THE SURFACE POTENTIAL WHEN THE MATERIAL PROPERTIES

AT 100 Hz ARE USED AT OTHER FREQUENCIES

TABLE IV
EFFECT OFFREQUENCY ONMAXIMUM SURFACE POTENTIAL WITH A 1 mA INPUT CURRENT. THE CORRECT

MATERIAL PROPERTIES OFMUSCLE ASOBTAINED BY A PARAMETRIC MODEL [13] WEREUSED

: The difference of 1.9% is due to different FEM meshes of the same model (see Table II).

Fig. 4. (A): The surface voltages along an observation line above the source
with different permittivities (dashed line," = 2.0� 10 ; solid line, " =

3.7� 10 ; dotted line, static model). The results at 7.5 ms after the onset of
the action potential are plotted.� = 0.24 S/m, conduction velocity=4 m/s.
(B): Corresponding normalized power spectrum, with notable attenuation of the
signal components above 50 Hz.

10 were used. At each point of the line, the difference between
the analytical solution and the FEM solution was less than 1.8%
of the range of the signal.

B. Effect of Dispersion

Fig. 3 suggests that larger effects of dispersion in muscle
should be expected at frequencies above 500 Hz. Since the mean
frequency of the EMG signal decreases with increasing distance

from the source [24], [23], these effects should be more pro-
nounced close to the source. Therefore, the recording site in this
simulation was chosen at 200m from the fiber. Conduction ve-
locity of 4 m/s was used. First, the nondispersive solution was
calculated by the FEM model. Mid-range values for conduc-
tivity and relative permittivity at 100 Hz were used (0.24 S/m
and 3.7 10 ). The dispersive solution was then calculated by
the analytical approach for material properties obtained from the
parametric models [13]. The results are presented in Fig. 5. Ne-
glecting dispersion caused 8.5% decrease in the peak-to-peak
amplitude of the signal. The median frequency decreased from
571 Hz when dispersion was included, to 514 Hz when disper-
sion was neglected.

C. Effect of Conduction Velocity

The effect of conduction velocity on the EMG signal under
dispersive conditions was examined by the analytical approach
in two steps. In the first step, mid-range material properties of
muscle at 100 Hz ( 0.24 S/m, 3.7 10 ) as obtained
from the parametric models in [13] were used to calculate the
nondispersive time-domain solution for conduction velocities of
3, 4, and 5 m/s [19]. In the second step, the time-domain results
were corrected to allow for dispersion.

The surface voltage distribution along the line parallel to the
cylinder axis and immediately above the source (Fig. 1) was
compared for the three conduction velocities. Observations
were taken at 10, 7.5, and 6 ms after onset of the action potential
for conduction velocity of 3, 4, and 5 m/s, respectively. By
then, the start-up effects had died away, and the front of the
propagating action potential was 30 mm from the neuromus-
cular junction. At no point along the observation line did the
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Fig. 5. Potential calculated along a line parallel to the muscle fiber 200�m
from it for an action potential propagating at 4 m/s to the right with and without
dispersion. When dispersion is accounted for, the whole dispersion curve is used
to obtain the correct material properties. When dispersion is neglected, only
material properties at 100 Hz are used.

absolute difference between the voltage at the highest and the
lowest conduction velocity exceed 5.9% of the peak-to-peak
amplitude. The differences for the other combinations of
conduction velocities were smaller.

VI. DISCUSSION

In this paper, capacitive effects, dispersion of conductivity
and dispersion of permittivity in muscle are examined in the fre-
quency domain and in the time domain. An oscillating dipole is
proposed as a single-frequency source in the frequency domain.
A realistic propagating single-fiber action potential is the source
used in the time domain.

The magnitude of the capacitive and dispersive effects in the
simulated EMG signal depends on the material properties, the
frequency content of the source, and the muscle-fiber conduc-
tion velocity. Therefore, all numerical experiments were de-
signed so as to cover the essential range of these parameters.
The frequency-domain models provide information about the
effects under study at the level of a single frequency component
of the signal. Alternatively, the time-domain models address the
effects at the level of the compound signal.

The analysis of the effects of material properties on the ratio
of displacement to conduction-current density and on the max-
imum surface potential incorporates variation in the material
properties across several animal species. It is suggested in [12],
that the differences between human and animal species are not
systematic, and that differences within a species may exceed dif-
ferences across species. As stated in [11], the reported values of
material properties were measured under varying conditions re-
garding temperature and freshness of the samples. It is also not
clear how different physiological conditions affecting the elec-
trolyte balance (e.g., during hemodialysis) might influence the
material properties. Under these restrictions, the results show

that capacitive effects can give rise to a significant level of dis-
placement-current densities relative to the conduction-current
density, which results in a decrease of the maximum surface po-
tential (Tables I and II). Apparently, displacement currents pro-
vide an additional pathway for the flow of energy through the
limb, thus reducing the impedance of the limb. Consistent with
this notion are the time-domain results presented in Fig. 4. They
establish that capacitive effects have the nature of a low-pass
filter and depend nonlinearly on material properties. Both the
frequency-domain and the time-domain results show that capac-
itive effects are negligible for mid-range material properties.

A very important aspect of the frequency-domain analysis
of dispersion is the choice of frequency range. As stated in
Section IV-B above, the tissues in the limb are exposed to a wide
range of frequencies. An example of the high end of this range
is given by the model source (5)–(6). 20% of its integrated am-
plitude spectrum at 5 m/s lies above 5000 Hz. The whole range,
therefore, must be considered when simultaneous observations
are taken throughout the volume conductor [30], even though
the high-end frequencies are not representative of the frequency
content of signals recorded far away from the source.

The dispersion error was calculated in the frequency domain
at the site of maximum surface potential. This site does not
change for different material properties as long as the limb
remains homogeneous (Fig. 2), because in this case, material
properties have only a scaling effect on the potential distribu-
tion. Furthermore, the error is the same throughout the volume
conductor due to the constant current excitation.

Dispersion can have a dramatic effect on the fields calculated
at a single frequency. It is much more pronounced when
displacement currents are included than in purely resistive
models. For frequencies below that at which material prop-
erties are being used, the static solver (without displacement
currents) underestimates the voltage. For frequencies above it,
the voltage is overestimated (Table III). No general trend exists
if displacement currents are included (Table III and Fig. 3).

An explanation of this behavior is found in the frequency de-
pendence of conductivity and permittivity. The conductivity is
an increasing function of frequency. Thus, at lower frequencies
it will be overestimated and the voltage—according to Ohm’s
law—underestimated. The high frequency behavior can be ex-
plained accordingly. Unlike conductivity, permittivity is a de-
creasing function of frequency. However, not permittivity alone,
but rather the product of permittivity and angular frequency de-
termines the effect of displacement currents, as it can be rec-
ognized in (1). Whether the voltage will be overestimated or
underestimated depends on the complex relationship between
conductivity and permittivity given by (7)–(8).

The analysis of the effect of frequency on the EMG signal can
be viewed as characterizing the transfer function between the
source and the observation point. Permittivity has practically no
effect when the mid-range values of are used. The results in
Table IV indicate that with mid-range dielectric constants, dis-
persion in the muscle conductivity has a more pronounced ef-
fect than permittivity, especially at lower frequencies. Changes
in conduction velocity directly translate into changes of the fre-
quency content of the source by the scaling property of the
Fourier transformation [21]. In the time domain, the analysis
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of the effect of conduction velocity on the signal shows that,
for the dispersion curves of muscle provided by the parametric
models in [13], conduction velocity has little effect on the am-
plitude of the surface EMG signal. A linear relationship between
conduction velocity and muscle-fiber diameter has been used in
EMG modeling [15]. This relationship was not included in the
present analysis in order to obtain more transparent results. We
are convinced that there is no loss of generality with respect to
the question addressed here.

This study has been limited to muscle. However, most biolog-
ical tissues have high permittivities and are highly dispersive.
In particular, skin has relatively low conductivity and high per-
mittivity so that capacitive as well as dispersive effects are ex-
pected to be significant. The proposed method for handling dis-
persion is applicable only to homogeneous models. If dispersion
is to be included in an inhomogeneous model, the analysis must
be done in the frequency domain. Alternatively, new time-do-
main Maxwell-equation solvers capable of handling dispersion
must be developed to obtain temporal waveforms of propagating
EMG signals directly. Using a single value of permittivity (from
one frequency) can cause large errors in estimating signal con-
tent at the higher frequencies.

While the methods described may be applicable to problems
in other areas of bioelectric research, the particular results will
vary according to the different dispersion curves and the dif-
ferent frequency content of the sources.

VII. CONCLUSION

The results indicate that capacitive effects in muscle may vary
from having a negligible influence on the simulated EMG signal
to having a considerable impact, depending on the combina-
tion of electric conductivity and permittivity used. These ef-
fects should be considered with any bioelectromagnetic model.
Whether or not they should be included depends on the par-
ticular model used in the investigation. For mid-range material
properties of muscle, capacitive effects are small for frequen-
cies between 10 and 5000 Hz. Since the reported range of con-
ductivity and relative permittivity spreads over several orders of
magnitude, even at a single frequency, it is important to identify
their values correctly.

Dispersive effects in muscle can be important. Dispersion in
muscle conductivity is significant and can cause an error of up
to 33% in single frequency components of the signal. Most of
the error occurs at lower frequencies where the fall-off of con-
ductivity is faster. With errors as high as 74% at the high end
of the spectrum, dispersion in permittivity can have a great im-
pact on single-frequency components of the signal. As a result,
the compound signal can be distorted, but to a much smaller
degree. Changes of 8.5% in the peak-to-peak amplitude and of
10% in the median frequency of the power spectrum have been
observed in the model.

Including capacitive effects in a model but neglecting their
dispersive nature can cause a larger error than omitting them
altogether. Consequently, further work toward developing dis-
persive solvers is indicated by this study.
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