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Non-Contact Physiological Parameters
Extraction Using Facial Video Considering

Illumination, Motion, Movement and Vibration
Hamidur Rahman , Mobyen Uddin Ahmed , and Shahina Begum, Member, IEEE

Abstract—Objective: In this paper, four physiological
parameters, i.e., heart rate (HR), inter-beat-interval (IBI),
heart rate variability (HRV), and oxygen saturation (SpO2),
are extracted from facial video recordings. Methods: Facial
videos were recorded for 10 min each in 30 test subjects
while driving a simulator. Four regions of interest (ROIs)
are automatically selected in each facial image frame based
on 66 facial landmarks. Red-green-blue color signals are
extracted from the ROIs and four physiological parameters
are extracted from the color signals. For the evaluation,
physiological parameters are also recorded simultaneously
using a traditional sensor “cStress,” which is attached to
hands and fingers of test subjects. Results: The Bland
Altman plots show 95% agreement between the camera
system and “cStress” with the highest correlation coef-
ficient R = 0.96 for both HR and SpO2. The quality index
is estimated for IBI considering 100 ms R-peak error; the
accumulated percentage achieved is 97.5%. HRV features
in both time and frequency domains are compared and the
highest correlation coefficient achieved is 0.93. One-way
analysis of variance test shows that there are no statisti-
cally significant differences between the measurements by
camera and reference sensors. Conclusion: These results
present high degrees of accuracy of HR, IBI, HRV, and SpO2
extraction from facial image sequences. Significance:
The proposed non-contact approach could broaden the
dimensionality of physiological parameters extraction
using cameras. This proposed method could be applied for
driver monitoring application under realistic conditions,
i.e., illumination, motion, movement, and vibration.

Index Terms—Ambient illumination, driver monitoring,
motion, movement, non-contact, physiological parameters,
vibration.

I. INTRODUCTION

D ETECTION of the cardio-vascular pulse wave traveling
through the body is referred to as plethysmography. The

word ‘photoplethysmography’ (PPG) is widely used in camera
system and composed of two words, ‘photo’ and ‘plethysmog-
raphy’, where the word ‘photo’ refers to the use of light and
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‘plethysmography’ comes from the Greek word ‘plethysmos’,
which means increase [1]. For the camera system, the term PPG
is known as remote PPG which was first introduced by Hertz-
man [2]. The principle concept of camera- based, non-contact
technology is that ambient light reflected from the skin is mod-
ulated based on the absorption spectrum of heamoglobin. In
the cardiovascular system heart pumps blood, and during each
heartbeat, new blood flow occurs throughout the body through
blood vessels. This blood circulation creates minute color vari-
ations in skin called micro-blushes, which cannot be seen by
human eyes [3].

Physiological parameters are extracted from the color varia-
tion of the facial skin in lab situations, i.e., in sitting positions
without considering any movements [4]–[15]. The two factors
that affect the color values are blood volume variations caused
by the cardiac pulse and (temporal) environmental illumination
variations during the video recording [16]. Another way of intro-
ducing artifacts is motion, including movement and vibration.
Motion artifacts are introduced through several actions, such as
the variation of region of interest (ROI) in face region due to
arbitrary motion of head as well as changes in facial expression
[17]. Two types of motion artifacts, random motion artifacts
and periodic motion artifacts, are imposed in image sequences
due to motion, movement and vibration. Existing non-contact
methods are applying RGB color facial video, which is suitable
for laboratory environments or where the illumination of source
light is constant [18]–[20].

In this article, four physiological parameters, HR, IBI, HRV
and SpO2, are extracted in driving situations under challenging
conditions of illumination variation, motion, movement and vi-
bration. This proposed study is part of a national project named
‘SafeDriver: A Real Time Driver’s State Monitoring and Predic-
tion System’, in which one of the goals was to monitor drivers in
real time using a non-contact-based approach, i.e., SafeDriver
camera. Again, in driving situations, the extraction of physiolog-
ical parameters based on facial images is challenging because
the images can be contaminated easily due to motion, move-
ment, vibration and illumination compared to the lab settings.
Therefore, this study focuses on a physiological parameter ex-
traction approach based on facial images under a variety of
challenging situations. One RGB camera and one IR camera
have been used simultaneously to record facial video in a simu-
lator where the subject drives a simulated truck. Four regions of
interest are automatically detected in each frame of the subject’s
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facial image based on 66 facial landmarks. The colour signals are
extracted from four ROIs simultaneously for each image frame
under different illumination conditions. To remove illumination
artefacts, RGB signals are converted into Lab colour space, and
for motion artefacts caused by motion, movement and vibra-
tion, a modified least mean square (mLMS) adaptive filter is
used. The results show that the proposed method achieves high
degrees of accuracy with respect to reference measurements.

The rest of the paper organizes as follows: Section I.A de-
scribes state-of-the-art literature study, Section II focuses on
materials and methods, Section III presents results and statisti-
cal significance test is added in Section IV. Then a discussion
is presented in Section V and finally conclusion is drawn in
Section VI.

A. State-of-the-Art

For a camera-based system, an ROI is selected from any part
of the body that is not occluded. RGB colour signals are gener-
ated from each ROI, and physiological parameters are extracted
from the colour signals. The literature shows that the ROI is
selected from different parts of the body, such as facial skin
[10], [14], [16], [18], [20]–[24], skin of hand or neck [25]–
[27], finger [11], [28], [29] and eyes [30], [31]. However, facial
image is widely used as an input for camera-based physiologi-
cal parameter systems because it is convenient and flexible. In
1995, the first remote, non-contact pulse oximetry and camera
images were investigated for monitoring health using only a
colour camera to measure remote PPG signals [27]. But their
approach does not report quantitative results; only a graph of
heartbeats is presented but no correlation with reference signals
(i.e., simultaneous ECG) are reported. Again, in 2005, another
method was introduced for the measurement of the computer
user’s emotional state using the facial thermal image using a
thermal camera [32]. Here, the experiment was conducted by
12 users, and the authors found an interesting result: user stress
is correlated with increased blood flow in the frontal vessel of
the forehead.

In 2006, Takano et al. showed that RR and HR can be ac-
quired simultaneously using a digital CCD camera with normal
ambient light [24]. Here, the images of a part of the subject’s
facial skin are captured consecutively, and the changes in the
average image brightness of the region of interest (ROI) are
measured for a short time. Their system can detect HR for a
certain period of time, but the efficiency is unknown. However,
the term ‘brightness’ in the article is confusing because physi-
ological parameters are extracted from colour variation in ROI
instead of brightness. Later, in 2007, Garbey et al. developed
a contact-free measurement of cardiac pulse based on the anal-
ysis of thermal images [26]. In their article, ROI is selected
from facial and hand skin. The authors used the temperature of
the vessel, which is modulated by pulsative blood flow and di-
rected to the recovery of frequency of the component signal with
the highest energy content [26]. Again, in 2008, by Verkruysse
et al. [1], a digital camera was used to extract HR and RR from
facial video recorded in ambient light. Their system is able to
extract HR and RR from 30 seconds to a few minutes. However,

they did not consider illumination variation in their experiment.
In 2009, Banitsas et al. used smart phones to record PPG sig-
nals from users’ fingers and were able to extract HR [33]. In
other experiments, HR and RR were extracted by a smart phone
camera using a user’s finger [6], [11], [18].

In recent years, camera-based systems have been further
improved. In 2011, Poh et al. at the Affective Computing
Research Group in MIT proposed an algorithm to extract
underlying source signals from the R, G, and B colour bands
[22]. They used ICA for blind source separation and extracted
HR and HRV from 1-minute colour facial video recording
under a normal sitting position. In the same year, several
other experiments took place, such as [16] and [34]. However,
state-of-the-art methods are good for laboratory applications
in normal sitting positions. In real applications, e.g., driver
monitoring, environmental illumination changes frequently, and
dynamic illuminance changes can cause artefacts in colour sig-
nals. A motivation has been observed in 2014 by Xiaobi et al. to
reduce environmental illumination artefacts from RGB colour
signals using a normalized mean least square (NLMS) adaptive
filter [16]. They achieved good correlation and agreement
between the proposed method and the reference sensor under
illumination variations. However, no motivation is observed
regarding how their proposed method can be used taking into
account movement and vibration. Jeanne et al. presented an
IR camera-based heart rate monitoring system. The system has
been developed for laboratory settings without considering the
dynamic light environment, vibration and motion [3].

Non-contact camera-based systems need to consider another
important issue: motion artefacts caused by motion, movement
and vibration. In the literature, several techniques are used
for removing motion artefacts from images, such as periodic
moving-average filter methods, FFT methods, SVD methods,
wavelet denoising methods and adaptive filtering methods [35].
A spatial restoration algorithm was introduced using a non-
linear interpolation technique for eliminating motion artefacts
[36]. This algorithm preserves the edges surrounding the artefact
area of the image sequences and is mostly used in biomedical
applications. The Authors in [37] presented an algorithm using
convolutional neural network (CNN) to detect motion artefacts
automatically in MRI images. Recently some works [16], [17],
[38], [39], considering motion artefacts have been reported to
extract physiological parameters using cameras without taking
illumination and vibration into consideration.

Several motivations are also observed to extract physiologi-
cal parameters from driver’s facial video recordings. In 2014,
Zhang et al. developed a webcam-based noncontact system for
monitoring the physiological information of drivers using a sim-
ulator [40]. However, the authors did not explain how motion
artefacts and illumination variation have been considered. Ad-
ditionally, their results do not show correlation and agreement
with the reference sensor. In the same year, Guo et al. showed a
similar approach to monitoring drivers’ HRV continuously un-
der real world driving circumstances [20]. The authors applied
the independent vector analysis (IVA) technique to extract HR
from driver’s facial video, but they failed to overcome motion
and illumination artefacts. Again in [41], the authors presented
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Fig. 1. Volvo Constriction Equipment Simulator used for data collection.

Fig. 2. Time Synchronization of RGB camera (C1), IR camera (C2)
and cStress sensor (cS).

a multiset canonical correlation analysis (MCCA) approach to
extract HR and HRV from drivers’ facial videos both in lab-
oratory setting and real road driving. They have shown that
their approach achieved better performance than the ICA-based
approach taking motion artefacts into account. However, the
authors did not take into account illumination or vibration.

II. MATERIALS AND METHODS

A. Data Collection

Thirty subjects aged between 20 and 50 years including 24
males and 6 females with mixed skin colours participated in the
study. All participants were healthy without any sleeping and
motion sickness problems. They also agreed to avoid alcohol for
72 hours before arrival and to not smoke or consume caffeine for
3 hours before the experiment. The experiment was conducted
using a Volvo construction equipment (VCE) simulator1 which
is generally used for bucket filling of construction sites, as shown
in Fig. 1.

Due to the driving simulator, omnidirectional motion and
vibration occur while driving. Additionally, the illumination of
the environment was changed manually by switching the room
light ‘on’ and ‘off’, and the amount of light was recorded by a

1https://www.volvoce.com/united-states/en-us/services/volvo-services/
productivity-services/training-simulators/

lux meter.2 A downhill scenario in a deconstruction environment
was selected, as it simulated heavy movement and vibration.

The total experimental session was approximately thirty min-
utes long, where the first ten minutes was used for experimental
setup, i.e., signing the consent letter, giving instructions about
the experiment and attaching reference sensors. In the second
ten minutes, each subject became familiar with the simulator,
i.e., driving a truck, and the last ten minutes consisted of the
actual driving experiment. In the actual experiment, for the first
five minutes, the facial video of the driver was recorded under
light conditions (i.e., light is on), and for the last five minutes, the
video was recorded in dark conditions (i.e., light is off). Here, the
highest amount of light was 340 lux when the light was on, and
the lowest amount of light was 35 lux when the light was off. Ad-
ditionally, ‘vibSensor’3 was used to record the vibration of the
simulator. The average vibration of the simulator was observed
as 5 Hz during data collection. Notably, the vibration range of
a passenger car is 1-3 Hz under normal road conditions [42].

To record the facial video of the drivers, two different cameras
were used: an RGB camera (Logitech HD webcam C525) and
an IR camera (integrated illumination 850 nm including band-
pass filter to block daylight, field of view is approx. 30 degrees),
which are placed on top of the simulator display. The frame rate
for both cameras is 30 fps (frame per second). In total, for 30 test
subjects, 60 video films are recorded, each 10 minutes long; 30
recorded videos using an RGB camera and 30 recorded videos
using an IR camera are obtained for facial video recording.
For the evaluation, a reference sensor system, ‘cStress’4 was at-
tached with the driver’s body, and physiological parameters, HR,
IBI and SpO2, were recorded during driving. The two cameras
and the reference sensors were connected to a single HP laptop
computer (Intel Core i7-4810 MQ, CPU 2.8 GHz, Windows 7,
OS 64 bit), and were synchronized manually. Three different
desktop applications for the two cameras and the sensor system
were opened to record the respective video and physiological
parameters. An oral ‘START’ command was given to the driver
to start driving, and immediately, the ‘video record’ button of the
RGB camera (C1) was clicked on to record the facial video of
the driver. Then, after five seconds, the ‘video record’ button of
the IR camera was clicked on, and after ten seconds, the ‘record’
button of the cStress sensor was clicked on to record HR, IBI
and SpO2. The driver was to continue the driving task until he
was given a ‘STOP’ command. The ‘stop’ button of each cam-
era and cStress sensor was clicked 10 minutes and 10 seconds
after clicking the ‘start’ button. Therefore, the duration of each
recording by RGB camera, IR camera and cStress sensor was
10 minutes and 10 seconds. To synchronize the time for all the
systems, this extra 10 seconds was deleted from each recording
data: the first 10 seconds of the video recording from the RGB
camera, the first and last 5 seconds of the video recording from
the IR camera and the last 10 seconds of the cStress data.

2https://www.clasohlson.com/uk/Lux-Meter/32-7361
3https://itunes.apple.com/us/app/vibsensor-accelerometer-recorder-vibration-

analysis/id932854520?mt=8
4http://stressmedicin.se/neuro-psykofysilogiska-matsystem/cstress-matsys

tem/

https://www.volvoce.com/united-states/en-us/services/volvo-services/productivity-services/training-simulators/
https://www.volvoce.com/united-states/en-us/services/volvo-services/productivity-services/training-simulators/
https://itunes.apple.com/us/app/vibsensor-accelerometer-recorder-vibration-analysis/id932854520?mt=8
https://itunes.apple.com/us/app/vibsensor-accelerometer-recorder-vibration-analysis/id932854520?mt=8
http://stressmedicin.se/neuro-psykofysilogiska-matsystem/cstress-matsystem/
http://stressmedicin.se/neuro-psykofysilogiska-matsystem/cstress-matsystem/
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Fig. 3. (a) Facial features selection for M1 (b) ROI selection for method
M1 (c) facial landmarks selection for M2 (d) four ROI selection for M2.

B. ROI Selection

Traditionally, facial regions from the entire image are detected
using the Viola and Jones algorithm [43]. This algorithm uses
adaBoost classifier to select a small number of visual features
shown in Fig. 3(a). In the first image frame, a boosted cascade
classifier is used to identify the coordinates of the face location.
A rectangular box is plotted to define facial region using the
coordinates of facial region. However, the box contains little
non-facial skin, which is unnecessary for camera-based physio-
logical parameter extraction techniques. Therefore, the ultimate
ROI is further defined by another rectangular box inside the
first box, which is equivalent to 60% of the width and 80% of
the height of the first box shown in Fig. 3(b). ROI is detected
automatically for every image frame, which is computationally
expensive. To speed up the ROI selection, the face is tracked
in every image frame using the Kanade-Lucas-Tomasi (KLT)
face tracking algorithm. Facial tracking is performed based on
selected features in the first image frame. Here, MATLAB func-
tion ‘detectMinEigenFeatures’ is used for feature selection [44].

In traditional methods, facial features are selected based on
edges and corners in facial regions. The number of selected
features and their locations vary in each frame due to motion,
movement and vibration while video recording. In this paper,
a multiple ROI selection method is proposed. First, 66 facial
landmarks are selected that are pre-defined facial key points.
These landmarks are automatically detected in the image frame

Fig. 4. Transformation RGB color space into Lab color space.

using the DRMF method [45] and are numbered from 1 to 66
shown in Fig. 3(c). Then, four ROIs are detected where the first
ROI is selected using landmarks 2, 4, 31 and 28; the second
ROI is selected using landmarks 4, 6, 9 and 31; the third ROI is
selected using landmarks 9, 11, 13 and 31 and the fourth ROI is
selected using landmarks 13, 16, 28 and 31 which is shown in
Fig. 3(d). In each frame, average RGB values are extracted from
all four ROIs simultaneously, which are used as sources of color
signals. However, depending on the face position due to head
movement to the left/right, one or two ROIs are ignored. Note
that throughout this article, the traditional method for selecting
one ROI is denoted by M1 and four ROI selection using facial
landmarks method is denoted as M2.

C. Illumination, Motion, Movement and Vibration

Considering illumination, we have applied the concept of our
previous article [46] in which RGB color signals were converted
into Lab color space. The Lab color space consists of three
independent signals, L, a and b, where L represents the lightness
of the images and a (red/green) and b (yellow/blue) represent the
combination of other color channels. These two-color channels
have been separated from the Lab color space. This ab signal
is a pure color signal, and physiological parameters have been
extracted using this signal. This transformation of RGB into Lab
color space is visualized in Fig. 4.

Due to motion and movement, random motion artifacts are
imposed into images and produce blurry images. As a result,
facial landmarks selection is hindered due to blurry image and
ROI detection becomes uncertain. In this article, motion arti-
facts have been reduced in two ways. Firstly, the blurry im-
age is reconstructed using the wiener restoration filter G using
equation 1 below [47].

G (k, 1) =
H∗ (k, 1) Sx (k, 1)

|H(k, 1)|2 Sx (k, 1) + Su (k, 1)
(1)

Where Sx and Su are the power spectrum and noise respectively
for the pixel (k, l) where k and l indicate row and column of the
image frame. H is the transfer function of the impulse response
of the fraction of Sx

Su
having a positive time solution under

the inverse Laplace transform. G can filter out the noise from
the blurry image frame to provide an estimate of the underlying
image of interest. The algorithm is optimal in a sense of least
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Fig. 5. (a) Blur image (b) Reconstructed image.

Fig. 6. Signal Processing: (a) ab signal with motion artifacts
(b) reconstructed signal using mLMS filter (c) normalized signal and
detected peaks.

mean square error (MSE) between the estimated and the true
images. The blurry image and reconstructed image are shown
in Fig. 5.

Due to vibration, the color signals still contain a small amount
of motion artifacts. Because HR is extracted based on detected
major peaks, it is essential to detect all true peaks from the ab
signal. In this paper, modified LMS (mLMS) adaptive filter is
used, as it shows better performance than other adaptive filters
[48]. This filter has the ability to adjust its impulse response to
filter out the motion artifact from the signal. The motion artifacts
due to vibration and the filtered signal is shown in Fig. 6.

D. Parameter Extraction

Four physiological parameters i.e., HR, IBI, HRV and SpO2
are extracted from facial video recordings by both RGB and IR
camera. HR, IBI and HRV are extracted based on detected peaks
from color signals. Fig. 7 shows flowchart of HR, IBI and HRV
extractions workflow.

Fig. 7. HR, IBI and HRV extraction workflow.

The filtered ab signals in Fig. 6 are normalized for peak
detection. All major peaks are detected using MATLAB function
‘findpeaks’. Here, each peak represents one heart beat denoted
by small red circle. IBI is time intervals between two consecutive
peaks and IBI time series is generated using all time intervals
of consecutive peaks. HR is calculated based on the number of
heart beats per minute. HRV features both in time domain and
frequency domain are calculated using IBI time series which
is discussed elaborately in our previous article. The calculation
procedures of HR, IBI and HRV are presented in our previous
articles [49], [50] and [51] respectively.

Oxygen Saturation is extracted according to the following
equation used in [4].

SpO2 = A − B

⎛
⎜⎜⎝

SDred
Mred

SDblue
Mblue

⎞
⎟⎟⎠ = A − B

(
SDred
SDblue

)
.

(
Mblue
Mred

)

(2)
Here,

SDred = Standard deviation of red color values of image
frames;

SDblue = Standard deviation blue color color values of
image frames;

Mred = mean value of red color values of image frames;
Mblue = mean value of blue color values of image frames.

A and B are linear value coefficients.

E. Approach and Methods for Evaluation

HR, IBI, HRV and SpO2 are extracted for 30 test subjects
from both the RGB and IR camera videos and compared with
cStress measurements. Here, 8 out of the 10 minutes of sam-
ple data are considered for the experiment, where the first and
last minute of sample data are excluded to obtain homogeneous
data sets. Data sets are divided into two environments: E1, an
environment with higher illumination, and E2, an environment
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Fig. 8. Scatter plot and correlation co-efficient E1: with lower light illu-
mination (left) and E2: with higher light illumination (right).

with lower illumination. Additionally, data in both environments
were contaminated with other complex factors, e.g., motion,
movement and vibration. Two methods have been used to com-
pare: M1, a method with a single ROI selection approach (i.e.,
State-of-the-art), and M2, a method with multiple ROI selection
approach (i.e., proposed). Several statistical parameters such as
mean error (ME), root mean squared error (RMSS) and standard
deviation of error (SDE), are calculated comparing methods M1
and M2, environments E1 and E2 and cameras RGB and IR.
Again, plots are presented based on the correlation coefficient
and Bland Altman to compare the reference sensor and cam-
era systems using the two methods. IBI is evaluated using a
Poincare’ plot to visualize significance between two systems
[54]. The Poincaré plot is a type of nonlinear analysis used to
quantify self-similarity based on IBIs versus the previous IBI.
Thus, pairs of successive IBI form an attractor in the Poincare’
plot.

III. RESULTS

This section presents statistical and graphical evaluations on
HR, IBI, HRV and SpO2 using two cameras, cStress, two envi-
ronments and two methods.

A. HR

Correlation coefficient ‘r’ between the reference system
cStress and the camera systems using the two methods are cal-
culated for both environments and presented in Fig. 8. Here,
considering both RGB and IR camera the correlation coefficient
increases 6% for proposed method M2 in E1 than state-of-the-art
method. However, for RGB camera, the correlation coefficient
decreases in E2 for both methods M1 and M2. Interestingly,
correlation coefficients for IR camera are almost same for both
methods in both environments.

To show the agreement between the two systems considering
two methods and two environments the Bland Altman plot [52]

Fig. 9. Bland Altman plot for HR, E1: with lower light illumination (left)
and E2: with higher light illumination (right).

TABLE I
ERROR ESTIMATION OF HR FOR RGB AND IR CAMERA

(ALL VALUES ARE BPM)

is applied and are presented in Fig. 9. Here, x-axis represents
mean HR of two systems and y-axis represents HR differences
between two systems. For 95% agreement, first mean difference
of two systems are calculated and then the upper and lower limit
of agreements are defined as mean ±1.96 × SD where SD is
standard deviation of HR difference.

The summary of the Bland Altman plot is shown in Ta-
ble I.

Again, Table I presents estimation of various errors such as
mean error (ME), root mean squared error (RMSE) and standard
division of error (SDE) comparing between RGB camera and
cStress and IR camera and cStress for both methods M1 and
M2 considering both environment E1 and E2. It is observed that
ME, RMSE and SDE are decreased in each case which is about
(40–50%).

B. IBI

To evaluate IBI, the R-peak quality index (QI) is calculated
based on the cumulative frequency (i.e., time difference) of IBI
between the cStress reference system and camera systems. QI is
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Fig. 10. Quality Index (%) for IBI considering two methods, two envi-
ronments and two cameras.

Fig. 11. Poincare’ plot for IBI for RGB and IR camera in both
environment.

presented as cumulative percentage, (i.e., cumulative frequency
÷ n) × 100, where n is the total number of observations [53].
Fig. 10 presents the QI for the two methods, the two environ-
ments and the two cameras. Here, the X-axis represents IBI
differences (ms) of two systems, the y-axis represents the accu-
mulated percentage and the QI is calculated using 100 ms as the
R-peak error. It can be observed in Fig. 10 that the QI values
increase with our proposed method (M2) for both environments;
however, it slightly decreased using the IR camera.

Fig. 11 shows the Poincare’ plot taking into account the envi-
ronments, the two cameras, the two methods and cStress. Here,
points above the line of identity indicate a longer IBI than the
preceding IBI, and points below the line of identity indicate a
shorter IBI than the preceding. Standard deviations along the

TABLE II
HRV TIME DOMAIN FEATURES (ALL VALUES ARE MILLISECONDS (ms))

TABLE III
HRV FREQUENCY DOMAIN FEATURES (ALL VALUES

ARE MILLISECONDS (ms2))

line of identity (SD2) and perpendicular to the line of identity
(SD1) represent the magnitude of the major and minor axes of
the ellipse, respectively [54].

The absolute difference (SD1) between cStress and RGB us-
ing method M1 in E1 is 0.99 ms and E2 is 1.54 ms; and method
M2 in E1 is 5.57 ms and E2 is 3.76 ms. The absolute differ-
ence (SD2) between cStress and RGB using method M1 in E1
is 0.81 ms and E2 is 1.05 ms; and method M2 in E1 is 5.14 ms
and E2 is 3.49 ms. It can be observed considering both environ-
ments, method M2 is closer to cStress for the value of SD1 and
SD2. Similarly, the absolute difference (SD1) between cStress
and IR camera using method M2 in E1 is 0.79 ms and E2 is
1.04 ms; and absolute difference (SD2) between cStress and IR
camera using method M2 in E1 is 5.34 ms and in E2 is 3.44 ms.
The results indicate that method M2 shows similar performance
for IR camera.

C. HRV

HRV features in both the time and frequency domains are
calculated for cStress, both methods, both environments and
both camera systems. A detailed description of the HRV feature
calculation is presented in our previous article [51]. Time do-
main features—1) meanNN = average of all beat-to-beat or NN
intervals, 2) SDNN = standard deviations of all NN intervals,
3) RMSSD = root mean square of successive differences be-
tween adjacent NN intervals and 4) SDSD = standard deviation
of successive differences between adjacent NN intervals—are
calculated in millisecond (ms) and presented in Table II. Fre-
quency domain features—1) LF = low frequency power (0.04–
0.15 Hz), 2) HF = high frequency power (0.15–0.4 Hz) and 3)
LF/HF Ratio = ratio between LF HF, are calculated and typi-
cally expressed in terms of “power”, i.e., milliseconds squared
(ms2) and presented in Table III.
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Fig. 12. Scatter plot of LF/HF and correlation co-efficient.

The scatter plot and correlation coefficient for LF/HF deter-
mined for both cameras and cStress, both methods and both
environments are shown in Fig. 12. Here, method M2 shows
better correlation coefficient than method M1 in both environ-
ments. However, for the IR camera the correlation coefficient
for method M2 is similar in E1 and 1% lower in E2 compared
to the RGB camera.

D. SpO2

The Correlation coefficient ‘r’ between the reference system
cStress and the camera systems using the two methods is cal-
culated for both environments and presented in Fig. 13. Under
the lower illumination condition, the correlation coefficient is
significantly increased for the proposed method than the state-
of-the-art method, which is which is similar to the IR camera
system. Under the lower illumination in E2, the correlation co-
efficient decreases with methods 1 and 2 for the RGB camera
and increases by 1% for the IR camera.

However, to show the agreement between the two systems,
the Bland Altman plot is presented in Fig. 14 for both methods
M1 and M2 in both environments. Here, the x-axis represents
the mean SpO2 of the two systems, and the y-axis represents
SpO2 differences between the two systems. For 95% agreement,
the first mean difference of the two systems is calculated, and
the upper and lower limits of the agreements are defined as
the mean ±1.96 × SD, where SD is the standard deviation
of the SpO2 difference. All the calculations are presented in
Table IV.

Again, various errors such as ME, RMSE and SDE are calcu-
lated between cStress and both methods, which are presented in
Table IV. In both environments, ME, RMSE and SDE decrease
significantly for method M2. However, for the RGB camera,
method M2 performs better in environment E1, and for IR cam-
era, M2 performs better in environment E2.

Fig. 13. Scatter plot and correlation co-efficient of SpO2 for both cam-
era and environment.

Fig. 14. Bland Altman plot for SpO2.

IV. STATISTICAL SIGNIFICANCE TEST

A Statistical significance test, one-way analysis of variance
(ANOVA1), is conducted for proposed method M2 comparing
RGB and IR camera with respect to the cStress sensor. In the
test, several statistical parameters—the sum of squares (SS) due
to each source; degrees of freedom (df) associated with each
source; mean squared error (MS), which is SS/df for each source
of variation; F-statistic (F), the ratio of the mean squared errors;
and probability of the significance test (P) are calculated for HR,
IBI and SpO2 and presented in Table V. For HR, the results show
that P(F > 0.05) = 0.95 in E1 and P(F > 0.04) = 0.96 in E2,
which indicates that there are no significant differences between
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TABLE IV
ERROR ESTIMATION OF SPO2 (ALL VALUES ARE %)

TABLE V
ANNOVA1 TEST RESULT FOR HR, IBI AND SPO2 (ALL VALUES ARE %)

Fig. 15. ANOVA test for HR considering method M2 in E1 and E2.

cStress and camera systems (i.e., RGB and IR cameras) for
method M2. Again, considering IBI and SpO2, the results show
that there are no significant differences between the proposed
method M2 and cStress.

For the visual comparison, box plots are drawn for method
M2 between cStress, RGB and IR cameras in both environment
E1 and E2. Fig. 15, Fig. 16 and Fig. 17 are presented below for
HR, IBI and SpO2 respectively. For every box, the central mark
indicates the median, the bottom edge indicates the 1st percentile
(25%) and top edge indicates the 3rd percentile (75%). The
whiskers extend to the most extreme data points not considered
outliers, and the outliers are plotted individually using the ‘.’
symbol.

V. DISCUSSION

Considering the simulator environment in this study, the re-
sults obtained for four physiological parameters demonstrate

Fig. 16. ANOVA test for SpO2 considering method M2 in E1 and E2.

Fig. 17. ANOVA test for IBI considering method M2 in E1 and E2.

that there is a strong correlation and agreement between the
proposed method and the reference cStress sensor. The correla-
tion coefficient of HR for method M2 under environment E1 is
0.96 for the RGB and IR cameras; under environment E2, the
correlation coefficients are 0.93 for the RGB camera and 0.95 for
the IR camera (Fig. 8). To our knowledge, only a few attempts
have been made to monitor non-contact HR using IR camera
such as [26] and [12]. However, the correlation coefficient for
their proposed method is unknown. For the RGB camera, sev-
eral authors find a correlation coefficient for non-contact HR
extraction in a normal sitting position. Although [22] finds a
correlation coefficient of 1.0 for the normal sitting position, no
correlation coefficient is reported taking into account illumi-
nation, motion, movement, vibration. In [22], RMSE for the
lab situation is 1.24 and [16] finds a correlation coefficient of
1.27 taking illumination into account, whereas in our proposed
method, the RMSE is 0.64 and 0.65 in environment E1 and E2,
respectively (Table I).

Considering the agreement between the camera system and
the reference sensor, [10] shows that the 95% limit of agreement
is −4.55 to 4.44. In our case, the 95% limit of agreement is
−0.91 to 0.88 (Table I), which represents an improvement to
the state-of-the-art value. Again, IBI was evaluated using QI
and Poincare’ plots. Considering environment E1, the obtained
highest QI value is 97.51% for the RGB camera and 96.51% for
the IR camera based on the threshold value, i.e., the difference
between two consecutive QIs. (Fig. 10). The results show that
the proposed method for both the RGB and the IR cameras
provides better IBI values in higher illumination. Both QI and
the Poincare’ plot present similar results. However, we could
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not compare our result for IBI with the state-of-the-art method,
as, to the best of our knowledge, we did not find any literature
to evaluate IBI using QI and a Poincare’ plot.

Considering HRV, the literature shows that the correlation
coefficient of LF/HF is 0.88 [22] in normal lab situations and
0.64 in driving situations [41]. In our case, the correlation coeffi-
cients for the RGB camera are 0.89 and 0.93 and for the IR cam-
era are 0.89 and 0.92 in environments E1 and E2, respectively
(Fig. 12). Considering SpO2, the correlation coefficients for the
RGB camera are 0.95 and 0.87 and for the IR camera are 0.95
and 0.96 in E1 and E2, respectively (Fig. 13). The results show
that the proposed method for the RGB camera works better in
E1, whereas the IR camera shows better performance in E2.

VI. CONCLUSION

Four physiological parameters, HR, IBI, HRV and SpO2, are
extracted in a simulator environment that takes into account il-
lumination, motion, vibration and movement. To extract colour
signals, four ROIs were selected based on 66 facial landmarks
for each facial image. Subsequently, extracted physiological pa-
rameters are quantified and compared with the reference sensor
by various statistical, graphical and geometrical methods both
in light and dark conditions. Bland Altman plots are used to see
the 95% agreement between the non-contact and reference sen-
sors, and the highest correlation coefficient achieved for both
HR and SpO2 is 0.96. For the inter-bit interval, the accumu-
lated percentage or quality index (QI) is estimated considering
a 100 ms R-peak error, and the achieved QI is 97.5%. Both time
domain and frequency domain features are calculated for heart
rate variability (HRV), and the highest correlation coefficient
achieved is 0.93. The results show that high degrees of accuracy
have been achieved compared to the reference measurements.
Again, one-way analysis of variance (ANOVA1) is applied be-
tween the proposed method and reference sensor cStress for the
parameters HR, IBI and SpO2. The ANOVA1 test indicates that
there is no significant difference between the proposed method
and the existing sensor system. In the future, the proposed
approach should be evaluated in a real-road driving environ-
ment and in other complex challenging situations, such as high
temperature; a completely dark/bright environment; unusual
movements; and facial occlusion by hands, sunglasses, scarves,
beards, etc.
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