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Abstract— Distributed quantum computation requires quan- algorithm, and the Deutsch-Jozsa algorithm for distinginig
tum operations that act over a distance on error-correction among certain classes of functions [13]-[15]. Shor’s atbor
encoded states of logical qubits, such as the transfer of qitb via appears to offer a superpolynomial speedup for factoring
teleportation. We evaluate the performance of several quanm . - '
error correction codes, and find that teleportation failure rates of compared to the best known classical algorithm. Grover has
one percent or more are tolerable when two levels of the [[23,7]] Shown that, for unstructured search problems, the best a
code are used. We present an analysis of performing quantum quantum computer can do is to search all possible so-
error correction (QEC) on QEC-encoded states that span two |ytions in O(v/N) operations, while Deutsch-Jozsa turns a
guantum computers, including the creation of distributed logical probabilistic problem into one with a deterministic, cérta
zeroes. The transfer of the individual qubits of a logical sate . . . '
may be multiplexed in time or space, moving serially across a 2NSWer after_a single iteration. All three have been demon-
single link, or in parallel across multiple links. We show that the ~ Strated experimentally at very small scales [16]-[18]. leoer,
performance and reliability penalty for using serial links is small designing and building quantum computers capable of splvin
for a broad range of physical parameters, making serial links  problems at scales that are classically intractable wijuie

preferable for a large, distributed quantum multicomputer when many more years of effort from physicists working on the
engineering difficulties are considered. Such a multicompter will

be able to factor a 1,024-bit number using Shor’s algorithm \ith basic technologies, theorists designing algorithms '““9"9'
a h|gh probab|||ty of success. quantum error CorreCtlon, and quantum Computer arChlteCtS

Quantum computation utilizes the quantum characteristics
of superposition, entanglement, quantum interference, and
measurement to achieve its speedup in computational class.

ISTRIBUTED quantum computation uses the physic&8uperposition, entanglement and interference refer to the

resources of two or more quantum computers to solvgavelike behavior of a quantum system. For our qubit, we
a single problem [1]-[6]. These computers may be geogragiave two basis statef)) and|1), which can be distinguished
ically distributed, or may be colocated, with the distrimit by measurement in the computational basis, giving a clalssic
nature of the system used to overcome the inherent limitatiovalue. A superposition state contains amplitudes|rand
on the size of a single quantum computer [7], [8]. Distriloute|1) at the same time. For instance, the superposititi) + |1)
guantum computation naturally depends on the developnienhas equal amplitudes for each basis state, meaning that ther
quantum networking technology to connect the computers [ a 50% probability of measuring the qubit|ie) and a 50%
[10]. probability in |1). Superpositions of quantum states are the

A quantum computer is a device that uses non-classicakource of the interference that drives a quantum computer;
quantum behavior of some physical phenomena to calculgigantum algorithms attempt to manipulate #maplitude and
certain functions asymptotically faster than a purely silzed  phase of various states so that desirable states (the answers to
machine can [11], [12]. The fundamental unit of data in the problem being solved) have a high probability of being
quantum computer is gubit, which has two possible statesmeasured while the undesirable states (the non-answers to
written |0) and|1), analogous to the 0 and 1 of a classical bithe problem being solved) have a low probability of being
These states may be the horizontal and vertical polarizatimeasured.
of a photon, the up and down spin of a single electron, or Superposition can extend beyond single qubits and can be
the direction of a single quantum of magnetic flux; dozens gken in multi-qubit situations. Two qubits (labellddand B)
quantum phenomena have been proposed as qubits, and nwmyexist in a quantum state such as
of them are under experimental evaluation [7], [11], [12bs¥l
systems, with the obvious exception of photons, hold qubits [¥)ap = 10)al)5 — [1)4l0)5- @
in a register, and execute “gates” on the qubits, manimgatiin this interesting state, if we measure the first qubit to be
their state like instructions in a classical computer mal#f® in the state|0)., then the second qubit has to be in the
the bits of a register. state|1)z; conversely, getting the measurement resijty

Perhaps the three most famous quantum algorithms ggarantees that we will fingd)s. The A and B measured
Shor’s algorithm for factoring large numbers, Grover'srsba results are perfectly anti-correlated. This multi-quhiper-

- . . _ position described above is generally given the specialenam
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multicomputer  qubus centimeters TABLE |
node connection to meters NUMBER OF TELEPORTATIONS NECESSARY TO EXECUTE THE FULL

‘ MODULAR EXPONENTIATION FORSHOR’'S FACTORING ALGORITHM FOR
DIFFERENT PROBLEM SIZES ON A QUANTUM MULTICOMPUTERS8], [24].

[

qubit microns
length teleportations #)
_ ; . 16 14000125000
wg\t/):rg%rid [ serial connection | ransceiver qub 128 8 x 106-108
& 1024 | 4 x 109-6 x 1010
or GO node-internal
/%nnection qubit
:%O{}O basic architecture is independent of this choice. The qubit
)00 may be solid-state qubits (such as quantum dots or one of

_ ‘_ ) several types of Josephson junction superconducting jubit
qubus=qubitqubit-qubit and are assumed to be capable of interacting with their
coupling  coupling . L . .
neighbors inside a single node or with the qubus.
Fig. 1. A quantum multicomputer architecture with detailqoibus connec- ~ The performance of any computing system must be mea-
tions. sured with respect to a particular workload; we have found
that this configuration works well for Shor’s factoring algo
rithm [13]. The most computationally intensive portion of
factored into a producty) ap # |x)aln) 5, for any choice of the algorithm is the modular exponentiation [46]-[48]. Fhi
basis transformation. Many gates that act on two qubits carodular exponentiation i©(n?) for factoring ann-bit num-
change their level of entanglement, increasing or deangasber, both in local gate count and in teleportation operation
it, depending on the gate and the initial state of the qubiffable [1 shows the number of logical qubit teleportations
Once a pair of qubits are entangled, they may be separatediegessary to execute the modular exponentiation portion of
any distance, and will retain their shared state. This hiehavShor’s algorithm for 16, 128, and 1,024 bits. The design
results in the “spooky action at a distance” that so distiirbehoices of the number of qubits per node and the addition
Einstein about quantum theory. The maximally entangled pailgorithm to be used are important. The carry-lookaheaéradd
of qubits are calledEPR pairs or Bell pairs, and can be used requires ten to fifteen times as many teleportations as ting-ca
to teleport quantum data, such that the unknown state of omipple adders (for 16 to 1,024 bits), but may produce results
qubit can be moved from one location to another withodaster under some circumstances; this accounts for theerang
transporting the physical carrier of information of the fub of values in Tablé¢ll [48]-[50]. The numbers in this table are
consuming an EPR pair in the process [19], [20]. used to choose the values for the results presented in[T&ble |
It has been shown that entanglement between the separat@dividual physical qubits are quite fragile and prone to
guantum computers, or nodes, of a distributed quantumrsysterrors and deterioration over time; therefore, applicatevel
is necessary if the system is to have the potential for exponalgorithms are generally assumed to run on logical qubits,
tial speedup over a classical computer (or cluster of adabsiencoded in multiple physical qubits viguantum error cor-
computers) [21]-[23]. At a practical level, this need fodee rection [51]-[55]. Such error codes are generally described
spanning entanglement arises because application &lgtxit as [[n, k, d]] codes, wheren is the number of lower-level
require gates that act on data that is stored in separgtebits in a block,k is the number of logical qubits the
nodes [8], [24], [25]. This can be achieved by teleportingadablock represents, anfl — 1)/2 is the maximum number of
from node to node and performing computation locally (whicérrors in the block that will not corrupt the state. The codin
we refer to ageledata), or, alternatively, by using essentiallyefficiencyk/n of quantum codes is lower than classical codes
the same techniques to execute the equivalent of a local gageause quantum states must be protected from errors in both
over a distance, without bringing the two qubits togeth&isT value and phase, as well as being inherently more delicate
technique is known as teleporting a gate (which we refer tban classical states. Research has concentratet en 1
as telegate) [26]. We have found that, for some applicatiorcodes both because simulating larger systems is difficuidt, a
workloads and a reasonable set of physical assumptiorss, ibecause executing logical operations/os- 1 encoded states
better to teleport data than gates [8], [24]. is substantially easier th&t> 1 states. Codes discovered early
Our quantum multicomputer (QMC) architecture is com- in the development of quantum computing include the [[7]1,3
posed of many small nodes, holding only a few logical qubitode based on a Hamming code, the quantum-unique [[5,1,3]]
each, with each node connected to two neighbors, left aodde, and the [[9,1,3]] code derived from the simplest atass
right, into a line, as shown in Figurdgl 1. The connectionsiple-redundancy protocol. More recently, Steane hasbee
are assumed to bgubus links, which entangle distant qubitsinvestigating larger known classes of classical codesHeir t
using a strong probe laser beam that interacts weakly wilmantum suitability and has recommended a [[23,1,7]] code
qubits connected to the bus, which we call tinansceiver based on a Golay code [56], and Bretral. have shown how to
qubits [27]-[29]. The connections could also be made usingase some of the restrictions on the choice of code by uatjjizi
single photons instead of the qubus [3], [30]-[45], though t entanglement [57]. In this paper, we examine the interactio



of the [[7,1,3]] and [[23,1,7]] codes with the teleportatio o 10 — N
necessary for distributed quantum computation. Because th |0)o ——
encoded states of the [[7,1,3]] code are easier to mangulat Node A b 10) @
than the states of the [[5,1,3]] code, it is generally coaed -+ c -l L EERREE TE5 (ETS CEPEPES :
more attractive. The [[23,1,7]] code is efficient relatizethe Node B d 0)3 SPTD >|O>L
strength of protection provided, as we will show in Secfi@h | |0)5 4 4
Therefore, we focus on these two codes. e 10)

This paper addresses two issues relevant to the design of 0
systems for distributed quantum computation: the necgssar [OF N D /

strength of error correction to provide a high probabilify o o o
success of a Iengthy but finite computation when teleponatiF'%' 2. Distributed circuit to create th®), state for the Steane [[7,1,3]]
coae.

is used as described above; and whether the quantum error
correction-encoded block may be transmitted serially ostmu TABLE I

be transmitted in parallel, which helps determine our hardw  BREAKPOINTS(CORRESPONDING TCFIGUREIZ) AND THE COST OF
design. Sectiofdll describes how distributed logical zeates TELEGATE V. TELEDATA TO CREATE A LOGICAL ZERO STATE FOR THE
can be constructed, providing the basis for doing erroremarr  STEANE([[7,1,3]] CODE, IN EPRPAIRS CONSUMER THE DIRECTION
tion on logical states that span multiple nodes. Sediigh [l QUBITS MUST BE TELEPORTED IS ALSO SHOWN FOR TELEDATA
shows the use of distributed logical zeroes in maintaining

distributed states and performing the error correctiorientie brea';po'm tel%gate T t(%ei?tj)
states are in motion. The next section discusses how differe b 3 2 (B — A)
error correction codes improve the allowable teleportatio c 4 3(B—4)
error rate, assuming that each logical qubit is teleported i g g ggﬁjgg
its entirety as necessary. Sectioh V shows that serial links f 2 1(A— B)

perform nearly as well as parallel links, before we conclude
in SectionV].
The logical|0) ;, can be created using the same two methods
1. DISTRIBUTED LOGICAL ZEROES as any other distributed quantum computation: we can djrect
Figure[2 shows a circuit for taking seven qubits initializet?realte the state in a distributed fashion, using telep_(gmels
telegate), or we can create the state within a single node

to zero and combining them into a logical zero stdt® ) ;
for the Steane [[7,1,3]] quantum error correcting code.sTh?nd teleport several of the qubits to the remote node before

) . . using the state in our QEC (teledata). First, consider tlee us
state is used in the fault-tolerant construction of quanturar of teleported gates to create i, state. Figur&l2 shows that
correction and in fault-tolerant logical gates on encodates. P 9 L -9

In distributed quantum computation. we mav need to erfOr?][;ilitting the|0), state across two nodes, as at the line labeled
9 P ’ y P “c”. forces the execution of four teleported CNOTSs, consugni

QEC on states that span two (or more) nodes, such as durfggr EPR pairs; breaking at “d” would require only three.

data movement between nodes in a guantum multicompu R the figure, the subscripts represent the bit number in the

QEC block; the qubits have been reordered compared to the

- common representation for efficiency. Our second alteraati

1) create a distributefd) . state; _ is to teleport portions of a locally-creaté) ;, state. If enough

2) do parity (error syndrome) measurements using only @ hits and computational resources are available at batbsyo
qubus’s weak nonlinearity approach or single photons Qf, re free to create the state in either location and telepor

or to maintain the integrity of a static state that spans iplelt
nodes. Thus, we must find a way to either

four or more qubits; or some of the qubits; thus, the maximum number of qubits
3) find some other way to do syndrome measuremenfs muyst be teleported isn/2], or 3 for the 7-bit Steane
without the full, distributed0) . state. code. Tabl€]l shows the number of gate or data teleporttion

Of these three options, we have chosen the first. We havecessary, depending on the breakdown of qubits to nodes,
also invested some effort in looking for a way to calculatéhowing that teledata requires the same or fewer EPR pairs,
the parity ofn qubits using the weak nonlinearity, but all ofand so is preferred.
the schemes we have found so far for more than three qubits
scale poorly in terms of noise; Yamaguehal. have designed n
a method that works for three qubits but not more [58]. o
Bacon has developed a new method for creating self-congectf™ Satic Distributed States
memories, using the original Shor [[9,1,3]] code, that may n If a logical data qubit«), is split between nodes A and
require the creation of logical zeroes; its implicationsdotual B in the same fashion as Figué 2, we will use distributed
implementation are exciting but still poorly understoo®][5 |0); states to calculate the syndromes for the error correc-
[60]. Thus, |0); states must be created, and this sectidion. Each syndrome calculation consumes d@g, state,
discusses the performance and error characteristics of finst executing some gates to entangle it with the logical
creation process. data qubit, then measuring the zero state. The [[7,1,3]Ecod

. DISTRIBUTED DATA



requires six syndrome measurements (three “value” an@ theefiber, interacting with a qubit at each end via single-photo
“phase” measurements), and Steane recommends measumethods, or a qubus that utilizes a strong probe beam and
each syndrome at least twice, so each QEC cycle consuraeweak nonlinearity, as noted above. Until we take up the
at least a dozen logical zero states. With;, divided at the issue of link design in Sectidn]V, we will assume that local
“d” point, each|0), creation requires three teleportations, fogates, memory, and measurements are perfect, or at leakt muc
a total of3 x 12 = 36 EPR pairs destroyed to execute a singldetter than EPR pair creation. Therefore, when we talk about
full cycle of QEC. limits on the failure rate of teleportation, we are reallfereing

The split described here allows a single logical qubit plus the fidelity (quality) of the EPR pair. The quality can be
its QEC ancillae, a total of fourteen physical qubits, to bienproved via purification [3], [30], [61], [62], which has a
split between two nodes. The same principles apply to statasst logarithmic in the starting fidelity; in this paper, wédlw
split among a larger number of nodes, potentially allowingot pursue further the best way to achieve EPR pairs of the
significantly smaller nodes to be useful, or allowing lafger necessary quality, though our results here may help toledtab
ical encoding blocks to used, spread out among small, fixettie target fidelity for qubit purification.
size nodes. More importantly for our immediate purposas, th The argument here falls much along the lines of the thresh-
analysis serves as a basis for considering the movementoltf argument for quantum computation in general [63], [64].

logical states from node to node. Because we are dealing with a small nhumber of levels of
concatenation and a finite computation, we are less inttest
B. Satesin Motion in the threshold itself than a specific calculation of thecass

When considering the teleportation of logical qubits anﬁrObab'“.ty for a chosen arrangement. A more Qeta|led B
their error correction needs, two general approaches ase p%on5|der|ng all three separate error sources in memorg loc
sible: ' gates, and teleportation, along the lines of Steane’s simul

1) Transfer the entire QEC block, then perform QEC IOt_|ons [56] would differ slightly; here we restrict oursed/éo

cally at the destination: or a simple gnalysis iqvqlving teleportation errors only, Metin
2) use one of the methods described above for distributleaég.r sections we will mtrgduce Memory errors, as we.II.

QECbetween the teleportations of the component qubits irst, let us brlefly consider _the failure prob_gbll|ty assom

o ) ) o error correction on our qubits. The probability of suscefs

The analysis in Sectidn 1V assumes the first approach, whigy entire computation, then, rests on the succestl aff the

is conceptually simpler; does the second approach, showgijvidual teleportation operations. #fis the total number of
in Figure[3, offer any advantages in either performance Qljenortations we must execute for the complete computatio

failure probability? Using this approach, we attempt toue 4, is the probability of failure of a single teleportation,
the overall error probability by incrementally correctittte  ,r success probability is

logical state as it is teleported; to teleport the seversthie we
perform local QEC before beginning, then do distributed QEC (l—p)t=1— t n t
after each of the first six teleportations, then local QECraga bs = pe) = 1)t 2

after the seventh teleportation. Each distributed QEC (DRE
- OFe (OR f[gr tp; < 1. Our failure probability grows linearly with the

block performs twelve distributed syndrome measuremen . -
We can again choose telegate or teledata for|the state NUMPer of teleportations we must execute, requiring< 1.
Error rates ofl0—° to 10~ !! are unlikely to be experimentally

creation; the figure illustrates teledata. Using telegate, hievable in th ¢ ick] lude thair
would need the sum of the telegate column in Tdhle I, levable in the near future, so we quickly conclude thauer

24+3+44343+2— 17, inter-node gates, for each Synolrom8orrection on the logical states being transferred is rezcgs

that must be measured. To perform twelve measurements wiVe have examined one-level QEC and two-level concate-
consume a total of2 x 17 — 204 EPR pairs. Using teledata,namd QEC. We have evaluated all of the one- and two-layer

we would need onlyl +2 +3 +3+ 2+ 1 = 12 per co_mbinati_ons of [[.7'1'3]] and [[23.’1’7]]' Fop <1, most
syndrome, or 144 EPR pairs for the full twelve syndromefg"'ureS will occur in the Iowest faﬂurg modé(d — 1)/2) -

in a cycle. The worst-case DQEC block isx 12 — 36 1= (d_4_— 1)/2 errors. We_\{wll approximate our total fgllure
teleportations. Obviously, the probability of error is Ihéy for probability as the probability ofd + 1)/2 errors occurring.

36 teleportations than for seven. Therefore, unless somedy® [[7,1,3]] code can restore the correct state only when at
develops a means of measuring syndromes without using fpgst one component qubit has been corrupted. The [[23,1,7]]

0, states, this second approach does not achieve its g agle can c_igfend against three errors, so we are inte_rested in
of reducing the total error probability. Performance-wite the probability of two and four errors, respectively, whaing

penalty for doing step-wise QEC is also stiff; we concludg1ese codes.

that this approach is not useful, given our current knowded Transferring the seven-qubit error correction code word
' gTrom one quantum computer node to another, illustrated in

Figure[4, consumes seven EPR pairs. The probabilitynof

L __errors occurring is
Teleportation is composed of several phases: EPR pair cre-

ation, local gates, measurements, and classical comntiamica _ (™ nem.m _ [T m 3
The EPR pairs necessary for teleportation can be created ove pe(nom) = N —p)" P = { )P ®)

>(_pt)2"' ~1—tp: (2)

IV. TELEPORTATIONFAILURE RATES
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Fig. 3. Teleporting logical state using intermediate, data distributed QEC.
- t is large. For the stronger [[23,1,7]] code,
5 5 23,4) = (23 (1 = p)1op ~ 8855p! 7
_| | ] S L (- pe( ) )_ 4 ( Dt) b = 'z (7

implying a desiredh; < 1/v/8855t = 1/9.7+/t.

For two levels of the [[7,1,3]] code, our total encoding
will consist of seven blocks of seven qubits each, and the
= computation will fail only iftwo or more of those blocks fail.

Of course, when using concatenation, the two codes need not
L be the same. Adapting Steane’s terminology and notatidh, wi

; ; refer to the physical-level code as the “inner” code, and the
Y )L code built on top of that as the “outer” code [56]a{[k*,d']]

or [[n,k,d]]* is the inner code, and#p,k°,d°]] or [[ n,k,d]]° is

Fig. 4. Spatially multiplexed, block-level circuit for &gorting logical state the outer code. Approximating the error probability acéaogd

using local QEC only, no intermediate QEC, over a parallétriace. The tqg Equation:*.:B andl4, we have
box holding a “T” is the teleportation circuit. Each line repents a qubit '
variable, independent of its location, so that the telegimm operation does

l
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not explicitly show the movement of the qubit from one nodeatwther. ne nt ; m?
LQEC, local quantum error correction. pp~ <m0> <(mz>p;n > 8)
for small p, wherem! = (d* + 1)/2 and likewise form?.

If p; is the failure probability of our total algorithm antd Tablgl;l]]] shows t_he .estimates for the _teleportation failure
is the total number oflogical qubit teleportations we use in Probabilityp: that will give us a_totalﬂalgorlthrrl failure proba-
the computation, then bility of Py < 0.1._ The column titled “scale-up” is the_number_

of physical qubits necessary to represent a logical qubit.
. t Although [[23,1,7]}+[[7,1,3]]° and [[7,1,3]]+[[23,1,7]F are
pr=1l-ps=1-(1~-pc) = (1)pe =tpe. (4 different, by coincidence, their failure probabilitiesalmost
identical. Note that [[23,1,7]] offers essentially the sam
For this approximation to be valid, we requife. < 1. For error protection as [[7,1,3]}[[7,1,3]]o, despite using half the

the [[7,1,3]] code, number of qubits and being conceptually simpler.
7 From this analysis, we see that teleportation errorg %f
Pe(7,2) = <2) (1 —pe)°p? ~ 21p? (5) or more allow factoring of a 1,024-bit number on a quantum

multicomputer. In this multicomputer, each of the 1,024 e®d
is the probability of two errors occurring in our block of sev contains nine logical qubits at a scale-up of 529, for a total
qubits. Two qubit errors, of course, is more than the [[-4]1’30f almost 5,000 physical qubits per node, when the Vedral-

code can correct. Our probability of algorithm failure bexes Barenco-Ekert (VBE) modular exponentiation algorithm is
used. Seven of these logical qubits are used for the VBE

pp A tpe = 21tp?. (6) algorithm, and one as a buffer for each teleportation link.
Requirements for additional ancillae used for fault tahea
Thus, we can say that, to have a reasonable probability mfy increase the needed number of physical qubits by an
success, we should haye < 1/+/21t. This is a significant amount dependent on the speed of the underlying technology
improvement over the case with no error correction sean creating high-quality zero states and the need for latat e
above, but is still a stringent physical condition to meet iforrection.



TABLE IlI
AN ESTIMATE OF THE NECESSARY ERROR RATE OF TELEPORTATIO(W:) TO ACHIEVE A SPECIFIC NUMBER OF LOGICAL TELEPORTATIONS WITH0%
PROBABILITY OF SUCCESYp; = 0.1) FOR THEentire COMPUTATION, FOR DIFFERENT ERRORCORRECTION SCHEMES

error-correcting code | scale-up | teleportations #) allowable teleportation error rae; for p; = 0.1
(none) 1 10° pe <ps/t=01/t=10"0
108 1079
10t 10-12
[[7,1,3]] 7 10° pe < /pp/21t = /0.1/21t = 2.2 x 10~*
108 7x 1076
101! 2.2 x 1077
[[23,1,7]] 23 10° pe < {/ps/8855t = 1/17/t ~ 3.3 x 1073
108 5.8 x 104
101! 1x 104
[[7,1,3]]%+[[7,1,3]]° 49 10° pe < \/\/pf/Qlt/Ql =0.057/t1/4 ~ 3.2 x 1073
108 5.7 x 104
101t 1x107%
[[23,1,7]1F+[[7,1,3]]° 161 10° pr < %/\/pf/Qlt/SSEJS =0.053/t'/% ~ 0.013
108 5.3 x 1073
10t 2.2 x 1073
[[7,1,3]1*+[[23,1,7]F° 161 10° pr < \/\4/pf/8855t/21 =0.053/t1/% ~ 0.013
108 5.3 x 1073
1011 2.2 x 1073
[[23,1,7]1F+[[23,1,7]]° 529 10° pt < §‘/ {/p;/8855t/8855 = 0.051/t1/16 ~ 0.025
108 0.016
1011 0.010
time

V. IMPLICATIONS FORLINK DESIGN

oni o HelH = ais

The performance of error correction influences animportant | |g | | | &= " L
hardware design decision: should our network links be keria| | g | |. u$ . L
or parallel? We can multiplex the transfer of the qubitseith |5| 18| |5 h— 138 “
temporally or spatially, as shown in Figlife 1. The figure show |8 | |g | |8 @ﬁ . |3 V)
qubus fibers or wave guides coupling to one or more qubits| |[g | | NI
In the figure, the fiber and qubit are drawn approximately the| | | g ‘ @ R
same size, but in reality the fiber or wave guide is likely to - - L] el
be many times the size of the qubit. Thus, these connections : A t)

a

may require large amounts of die space, force large qullnitqu ML

spacing (which affects the quality of interaction for soyees

of qubits), and make high-quality connections difficuliglue- Fig. 5. Temporally multiplexed, logical circuit for encatistate transfer over

ing manufacturing yield. Each qubus connecton is theeefof, 72 Merce: LOEC loca auantur err corecioneporing ogca

expensive, and minimizing their number is desirable. Wei@rgthe teleportation circuit. Each line represents a qubitatse, independent of

that the difference in both reliability and performancekgly its location, so that the teleportation operation does npticitly show the

to be small, assuming that the reliability of teleportatign ™°vement of the qubit from one node to another.

less than that of quantum memory and that teleportationstime

are reasonable compared to the cycle time of locally-execut

QEC. if the increase in wait time caused by the lengthening of the
Figure[4 shows a [[7,1,3]] state being transferred in pakallinterval from the point marked “a” to the point marked “b”

and Figurd b shows the serial equivalent. In these diagrarims FiguresC 4 andl5 has an unacceptably large impact on our

each line represents a qubit that is a member of a codeerall failure rate.

block, essentially following the variable rather than tterage The gray areas in Figufé 5 indicate increased wait time for

locations; at &’ block, representing teleportation, of cours¢he qubits. They totak(n — 1) for an [[n,k,d]] QEC code. For

the qubit moves from one node to the other. If the transfére [[7,1,3]] code, each qubit spends one cycle teleparéind

is done serially, the wait tetart the QEC sequence is seversix waiting for the other teleportations.pf,, is the probability

times as long, but théotal time for transfer plus QEC (that of error for a single qubit during the time to execute a single

is, time from the start of one QEC cycle to the next, from thieleportation, then the probability of no error on one bitidg

first [¢) 1, to the point marked “b” in the figures) won't growthat time is(1 — p,,,)¢ for the [[7,1,3]] code. For an {[,k,d]]

by nearly as large a factor if local QEC requires significamode, the failure probability of that qubit during the skria

time compared to a teleportation. Thus, we need to determinansfer waiting time i9/,, = 1—(1—p,,)"~*. The probability



of m memory errors is

par(n,m) = (;)pinm(l gl

to proceed with a high probability of success. This estinste

for a data encoding of [[23,1,7#[[23,1,7]]° on the link. Our

analysis supports Steane’s recommendation of the [[Z3,1,7

code. Replacing one level with the [[7,1,3]] code still alfan

(”>p/ m error rate of one part in a thousand or better, with a notieeab
m)=" savings in storage requirements. Of course, we do not have to

(n> (n— 1)p™. compute or store data using the same encoded states that we
m m use during data transport, as noted by Thadteal. [60]. In

Combining Equation§]9 anfl 3, we need the two errdpis paper, fo_r simplici_ty, we have _assumed that the system
sources together to generate less thar- (d + 1)/2 errors. US€S only a single choice of encoding.
We will constrain the final combined memory and teleportatio W& have argued that the difference in both performance

error ratep; for the serial link to be similar to the teleportatior@"d reliability between serial and parallel network linksi w
errors for the parallel link be small for a reasonable set of assumptions. A memory error

rate in the time it takes to perform a teleportation at least
two orders of magnitude better than the teleportation failu
—~ rate results in 5 — 50% increase in the computation failure

For th d ideri 713 Fte, an increase we consider acceptable in exchange for the
or the error codes we are considering, [[7.1,3] anflnefits of serial links. Serial links will dramatically guify
[[23,1,7]], numeric evaluation fop,, = p;/10(n — 1) gives

. . ) N > our hardware design by reducing the number of required
25% and 50% increase in failure probability, reSpeCt'VeIYransceiverqubits in each node, and eliminating conceras s
compared to the, = 0 (perfect memor_y) case. Thg_S, WE€3s jitter and skew between pairs of conductors or wave guides
can say, very roughly, that a memory failure probability tw

Rioreover, if we do choose to have multiple transceiver gubit

orders Of. magnitudg Ies§ than the failure prqbability qf i each node, system performance on some workloads may be
teleportation operathn_wnl mean that the choice of seoial boosted more by creating a richer node-to-node intercdannec
f;;a”el buses has minimal impact on the overall SySterWert‘t‘&pology than by creating parallel channels between pdirs o

nodes in a simpler topology.
Although this section has focused on reliability rathemtha P pology

performance, the choice of serial or parallel links alsect#
performance. It is easy to see that choosing a serial linls doe
not result in a factor of. degradation in system performance The authors thank MEXT and QAP for partial support for
when QEC is taken into account. L&t be our teleportation this research. We thank Kohei M. Itoh for technical help.
time, andt .o rc be the time to perform local error correction.
t, is related to the detector time for measuring the probe beam
on the long-distance links, whilg,g ¢ is related to the local
qubit measurement time. (1]
If nt; < trorc, then in accordance with Amdahl’s Law 2]
the choice also has minimal impact on our overall perfor-

~
~

)

~
~

Dy (na m) = ZPM (n’ i)pe (TL, m — Z) ~ Pe (n’ m) (10)
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