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Abstract—The Radio Frequency IDentification (RFID) technology is greatly revolutionizing applications such as warehouse manage-
ment and inventory control in retail industry. In large RFID systems, an important and practical issue is tag searching: Given a particular
set of tags called wanted tags, tag searching aims to determine which of them are currently present in the system and which are not. As
an RFID system usually contains a large number of tags, the intuitive solution that collects IDs of all the tags in the system and compares
them with the wanted tag IDs to obtain the result is highly time inefficient. In this paper, we design a novel technique called testing slot,
with which a reader can quickly figure out which wanted tags are absent from its interrogation region without tag ID transmissions. The
testing slot technique thus greatly reduces transmission overhead during the searching process. Based on this technique, we propose
two protocols to perform time-efficient tag searching in practical large RFID systems containing multiple readers. In our protocols, each
reader first employs the testing slot technique to obtain its local searching result by iteratively eliminating wanted tags that are absent
from its interrogation region. The local searching results of readers are then combined to form the final searching result. The proposed
protocols outperform existing solutions in both time efficiency and searching precision. Simulation results show that, compared with the
state-of-the-art solution, our best protocol reduces execution time by up to 60 percent, meanwhile promotes the searching precision by
nearly an order of magnitude.

Index Terms—RFID system; tag searching; time-efficiency; multiple reader; testing slot
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1 INTRODUCTION

The Radio Frequency IDentification (RFID) technologies
are greatly revolutionizing applications in retail industry
such as warehouse management and inventory control
[1]–[3]. Many modern warehouses and supermarkets
install RFID systems to efficiently manage their prod-
ucts. Since the interrogation region of a single reader is
usually very limited, large RFID systems need to deploy
multiple readers to cooperatively cover all the tags in the
system. These readers identify tags by collecting their
IDs, which enables the warehouse to make inventory of
the products automatically.

Instead of making inventory of all the tags in the
system, some applications require searching a particular
set of tags (referred to as wanted tags hereinafter) with
the given tag IDs to confirm which of them are currently
present in the system [4]–[6]. Imagine a big warehouse
that stores many kinds of products from different manu-
facturers. Every manufacturer wants to make inventory
of only its own products. In this case, a time efficient
tag searching protocol will be of great help. There are
many other practical applications of tag searching, such
as frequent inventory of a specified kind of products in a
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shopping mall and finding which products contain flaws
in order to recall and fix them.

In this paper, we study the practically important tag
searching problem in large RFID systems that contain mul-
tiple readers. We call the wanted tags that are currently
present in the system and thus should be included in the
searching result as target tags, and call the other wanted
tags as nontarget tags. It may appear that we can collect
the IDs of all the tags in the system and find the result
by comparing the collected tag IDs with the wanted
tag IDs. Such a tag collection solution, however, may
incur too long time because it wastes time in collecting
IDs of non-wanted tags (i.e., tags not in the wanted
tag set), which usually form the majority of the tag
population in the system. Another intuitive solution is
to broadcast wanted tag IDs and let tags respond to the
reader only when they hear their own IDs. This method’s
performance heavily depends on the number of wanted
tags. Moreover, when there are multiple readers, every
reader has to broadcast all the wanted tag IDs. When
there are many more wanted tags than tags covered by
one reader (every reader covers only a small part of tags
in the system), this solution may perform even worse
than the collection approach.

There were some studies on efficient tag searching in
recent years, e.g., [4]–[6]. In [4] the authors proposed the
Compact Approximator based Tag Searching (CATS) proto-
col to solve the tag searching problem. CATS employs
Bloom filters to compact the information exchanged be-
tween the reader and tags, which avoids time-consuming
tag ID transmissions and thus reduces searching time.
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However, CATS’s performance greatly degrades when
the wanted tag number increases. When the number of
wanted tags is greatly larger than the number of tags
in the reader’s interrogation region, CATS may even
not work [5]. Instead of using a single large Bloom
filter, the Ierative Tag Searching Protocol (ITSP) proposed
in [5] uses a series of short filtering vectors to filter out
nontarget tags. As nontarget tags are gradually filtered
out, the size of the filtering vector decreases, which
contributes to the high time efficiency of ITSP. ITSP filters
out approximately half nontarget tags in each round,
which is not optimal in many cases. In [6] the authors
proposed a tag searching protocol for multiple reader
RFID systems. However, the protocol proposed in [6]
utilizes only replies from tags to filter out nontarget tags,
and its performance degrades greatly when the number
of tags in the reader’s interrogation region is large.

It is very challenging to quickly search a group of
wanted tags in an RFID system containing multiple
readers. In fact, as tags may enter or leave the system
frequently, it is difficult for a reader to know exactly
which tags are in its interrogation region. Thus a reader
does not know whether there are some wanted tags in
its interrogation region and which they are. Each reader
needs to quickly distinguish wanted tags from non-
wanted tags. As we have mentioned, collecting all the
tag IDs is highly time inefficient. We need to design new
techniques with which a reader can quickly differentiate
between wanted tags and non-wanted tags without time-
consuming tag ID transmissions.

In this paper, we design a novel technique called
testing slot that can quickly test the presence of wanted
tags without tag ID transmissions. Based on this tech-
nique, we propose a Searching by iterative Testing and
Eliminating Protocol (STEP), which can quickly search
tags in multiple reader systems with high time efficiency.
In STEP, every reader obtains its local searching result
by employing the testing slot technique to quickly e-
liminate nontarget tags from the wanted tag set. The
local searching results are then combined to form the
final searching result. We find that the time efficiency of
STEP degrades when the ratio of the nontarget tags to
the non-wanted tags in the reader’s region decreases. We
then propose a novel approach to dynamically adjusting
the ratio of the two types of tags, based on which we
develop the E-STEP protocol. The proposed protocols
outperform existing solutions in both time efficiency
and searching precision. Simulation results show that,
compared with the state-of-the-art ITSP solution, E-STEP
reduces execution time by up to 60 percent and promotes
the searching precision by nearly an order of magnitude.

The rest of this paper is organized as follows. In Sec-
tion 2, we review related work. In Section 3, we describe
the system model and define the problem. In Section
4, we describe STEP and analyze its execution time. In
Section 5, we propose E-STEP that further improves time
efficiency of STEP. Simulation results are reported in
Section 6. At last, Section 8 concludes the paper.

2 RELATED WORK

2.1 Tag Identification
The tag searching problem can be naturally solved with
tag identification protocols, but their time efficiency might
be low because they waste time in collecting IDs of
nontarget tags. Existing tag identification protocols fall
into two categories [7]: Tree-based protocols [8]–[10] and
Aloha-based protocols [1], [11]–[18].

In tree-based tag identification protocols, the read-
er iteratively splits the replying tags into two subsets
until at least one of them contains only one tag, in
which case the tag can be identified. The adaptive query
splitting (AQS) protocol and the adaptive binary splitting
(ABS) protocol proposed in [8] leverage the information
collected in previous identification processes to reduce
collisions between tags. The tree hopping (TH) protocol
proposed in [9] estimates the optimal query level before
starting a query according to the number of tags in the
system, which significantly improves tag identification
throughput. The QQTT protocol proposed [10] detects
the first colliding bit in the received reply, according
to which it smartly separates colliding tags to promote
identification efficiency.

In Aloha-based identification protocols, tags are iden-
tified in a series of frames. The main objective is to tune
the frame size to optimize the time efficiency [19], [20]
or energy efficiency [11]. The DDC protocol [12] and
the FACT protocol [13] further enhance identification
throughput by extracting tag IDs from signals received
in collision slots. DDC uses a novel random number
pattern to extract tag IDs from colliding signals, while
FACT utilizes analog network coding to do this. In [16],
[17], the authors proposed a set of protocols to enhance
identification efficiency by collecting IDs of only new
tags. The LOCK mechanism proposed in [21] could be
used to perform spot scanning in large RFID systems.

2.2 Tag Searching
The tag searching problem was first defined and studied
in [4], where the authors proposed the CATS protocol
to solve it. CATS uses Bloom filters to compact the
information exchanged between the reader and tags,
which avoids tag ID transmissions and hence reduces
the searching time. CATS consists of two phases. In
the first phase, the reader constructs a Bloom filter that
represents all the wanted tag IDs and broadcasts it to
tags. Upon receiving the filter, tags in the system check
whether they belong to the filter and determine whether
to participate in the second phase. In the second phase,
the reader collects replies from tags and constructs the
second Bloom filter, with which it filters out nontarget
tags from the wanted tag set. CATS performs well when
the number of wanted tags is significantly less than
the number of tags in the reader’s interrogation region.
However, when the number of wanted tags is large, the
performance of CATS degrades dramatically. In practical
multiple reader RFID systems, CATS might perform
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poorly as the tags covered by a single reader are usually
far less than the wanted tags.

The ITSP protocol proposed in [5] improves CATS
from two aspects. First, it enhances the time efficiency by
using a series of short filtering vectors instead of a long
Bloom filter. Different from CATS, ITSP uses multiple
rounds to iteratively filter out nontarget tags. In each
round, the reader broadcasts a filtering vector to filter out
nontarget tags in the reader’s interrogation region. It also
uses replies from tags to filter out nontarget tags from the
wanted tag set. As nontarget tags are gradually filtered
out, the size of the filter vector decreases, and thus ITSP
achieves higher time efficiency than CATS. Second, ITSP
can work well even when there are far more wanted
tags than tags in the reader’s region. However, there are
two factors that make the performance of ITSP far from
optimized. First, ITSP tries to filter out about a half of
nontarget tags in each round, which is not optimal in
many cases. Our protocols optimize the length of the
filter to minimize the average time in filtering out nontar-
get tags. Second, ITSP prefers filter vector to replies from
tags when filtering nontarget tags, which incurs high
transmission overhead when the wanted tag set is large
and most of tags in the reader’s interrogation region are
target tags. In contrast, our protocols use the testing slot
to filter out nontarget tags, which can effectively reduce
transmission overhead in such cases.

In [6], the authors studied the tag searching problem
from the energy efficiency aspect. The protocols pro-
posed in [6] use only replies from tags to filter out
nontarget tags, which limits its time efficiency. When
most of wanted tags are target tags, the performance of
the protocols proposed in [6] is poor. The authors also
considered joint optimization of tag searching and reader
scheduling in [6].

2.3 Multiple Reader Scheduling

How to schedule readers to work in parallel is impor-
tant for multiple reader systems. A distributed read-
er scheduling algorithm based on graph coloring was
proposed in [22]. In [23], the authors formalized the
reader scheduling problem as a maximum independent
set problem, and proposed approximation algorithms
based on spatial time division multiple access (STDMA)
to solve it. They considered both single channel cases
and multiple channel cases. The RASPberry algorithm
[24] schedules readers in a way that makes the system
work stably in a long term when the arrival rates of
tags are in the capacity region of the readers. In [25],
the authors studied a general case of reader scheduling
and proposed a scheduling algorithm to maximize the
number of tags identified per time slot while avoiding
interferences among readers. The joint optimization of
reader scheduling and tag identification was considered
in [26]. They first shelve the interference among read-
ers and schedule all the readers to work, which could
identify most tags in the collision-free areas, and then

TABLE 1
Notations used in this paper.

Notation Meaning
R/T Set of readers/tags in the system

ri/S(ri) The i-th reader/The local searching result of ri
X The set of wanted tags
Li The set of local tags of reader ri
Yl The set of candidate target tags in the l-th round
Zl The set of nontarget tags in the l-th round
Nl The number of active local tags in the l-th round
Cl Time to eliminate a nontarget tag in the l-th round
Nδ The number of false positive tags
Δ The threshold of Nδ

preq The probability of Nδ ≤ Δ

identify other tags by scheduling only a part of readers to
work. Recently, in [15] the authors proposed the parallel
identification protocol (PIP) that encodes tag IDs into a
special pattern and recovers them from colliding signals
to improve tag identification throughput.

For simplicity in implementation, in this paper we use
a simple graph coloring based algorithm [27] to find a
feasible reader scheduling. However, all the aforemen-
tioned reader scheduling algorithms could be used in
our tag searching protocols.

3 PROBLEM DESCRIPTION

Table 1 summaries the main notations used in this paper.

3.1 System Model
We consider an RFID system that consists of three
components: a back-end server, a set of readers R =
{r1, r2, . . . , rM}, and a set of tags T = {t1, t2, . . . , tN}.
Here M and N are the total numbers of readers and of
tags in the system, respectively. The server connects the
readers via wired or wireless links, and issues orders to
schedule their working. Every reader covers a part of
tags that are referred to as its local tags. The local tag
set of reader ri is denoted as Li, which is a subset of T .
Every tag is covered by at least one reader, i.e., it should
satisfy that T =

⋃M
i=1 Li.

The system uses the frame-slotted Aloha protocol
to transmit data between the reader and tags. In this
protocol, a reader first broadcasts a query <f, s> (f is
the frame size and s is a random seed), and receives re-
sponses from its local tags in a frame that is divided into
f slots. Upon receiving the query, a tag randomly selects
a slot in the frame with a hash function H(ID, s) mod f
and transmits its response in that slot. According to
the number of responses, a slot can be in one of three
different states: empty (when no tag responds), singleton
(when only one tag responds) or collision (when more
than one tags respond). The reader receives responses
successfully in only singleton slots. When receiving a
response successfully, the reader replies an ACK to ac-
knowledge that tag and prevents it from attending the
following processes until the next protocol execution. If
the reader fails to receive the response, it will reply a
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NAK to keep the tags active. At the end of the frame, the
reader will issue another query and start a new frame if
it detects any active tags. The reader repeats this process
until all the tags are acknowledged. In the rest of the
paper, when we mention the local tags of reader ri, we
mean the active tags in ri’s interrogation region that have
not been acknowledged.

In tag identification protocols, the tag needs to trans-
mit its ID to the reader. Our protocols only need to
distinguish between empty slots and non-empty slots,
which could be achieved by transmitting a one-bit short
response. We denote the time duration of an empty slot
as te, the time to transmit a tag ID as tid, and the time to
transmit a short response as ts. The relationship among
them are te < ts � tid.

3.2 Problem Statement
Given a group of wanted tags X = {w1, w2, . . . , wH}, the
tag searching problem is to quickly determine which tags in
X are currently present in the system, i.e., find X∩T . We call
tags in X ∩T as target tags, and call tags in X−T and in
T −X as nontarget tags and non-wanted tags, respectively.
The problem has to be cooperatively solved by multiple
readers. The server sends the wanted tag set X to all the
readers. Each reader individually finds out target tags in
its local region, i.e., X ∩ Li. By combining the results of
all the readers, the server can get the searching result as
X ∩ T =

⋃M
i=1(X ∩ Li). Our goal is to find the target tags

for an individual reader ri, i.e., X ∩ Li, as fast as possible.
Our protocols are probabilistic, and thus the searching

result may contain some false positive tags. The objective
is to bound the number of false positive tags in ri’s local
searching result within a small constant value with high
probability. Denoting the local searching result of ri as
S(ri), the number of false positive tags in S(ri) is Nδ =
|S(ri)− (X ∩ Li)|. We want to guarantee that

Pr{Nδ ≤ Δ} ≥ preq, (1)

where Δ is a small constant and preq is a predefined
probability threshold. For example, if Δ = 1 and preq =
0.95, then our protocols can guarantee that there at most
one false positive tag in the searching result with a
probability higher than or equal to 0.95.

4 STEP: SEARCHING BY ITERATIVE TESTING
AND ELIMINATING PROTOCOL

4.1 Design Guideline
To reduce the transmission time, our protocol design
follows a main guideline: Avoid tag ID transmissions
during the searching process in which the reader con-
firms the presence or absence of wanted tags. To achieve
this goal, we design a novel technique called testing slot
with which a reader can quickly test the presence or
absence of wanted tags without transmitting tag IDs.

We call a slot as testing slot if at least one wanted
tag maps to it. In Aloha-based protocols, with the same

hash function H , the reader could predict which slot a
tag will select if it knows the tag’s ID. Thus the reader
can compute which slots are testing slots according to
the wanted tag set X . We leverage the testing slots
to determine which wanted tags are not present in the
system: When no response is received in a testing slot,
the corresponding wanted tags must be absent from the
reader’s region. Such tags are nontarget tags and should
be eliminated from the wanted tag set.

During the searching process, the reader cares only
the state of the slot, i.e., empty or non-empty. We let
tags transmit one-bit short responses [5] to notice the
reader of their presence. This can effectively avoid tag
ID transmissions and reduce the searching time.

4.2 Protocol Overview
To find the target tags, every reader first executes STEP
to obtain its local searching result S(ri). The local search-
ing result may contain false positive tags (S(ri) ⊇
(X ∩ Li)). The back-end server combines all the local
searching results to obtain the final searching result as
S =

⋃M
i=1 S(ri).

STEP consists of multiple rounds. In each round, the
reader uses testing slots to find nontarget tags and elim-
inates them from the wanted tag set. In the l-th round,
the reader maintains a candidate target tag set Yl that
contains all the possible target tags in its interrogation
region. (Y1 = X in the first round.) It computes the
testing slots with tags in Yl. After checking all the testing
slots, the reader obtains the updated candidate target tag
set Yl+1. It then checks whether the termination condition
is met. If the termination condition is not met, the reader
issues a new round to further eliminate nontarget tags
from Yl+1. Otherwise, it treats Yl+1 as the local searching
result, i.e., S(ri) = Yl+1, and sends S(ri) to the back-end
server to form the final searching result. The termination
condition is given in Section 4.5

Non-wanted tags in the reader’s local region may
interfere with the elimination of nontarget tags from Yl,
because they may select testing slots. Note that a testing
slot can help eliminate nontarget tags only when no
response is received in it. If some non-wanted tags select
testing slots, their responses will disturb the elimination
of nontarget tags from Yl. To solve this problem, we use
non-testing slots to acknowledge non-wanted tags and
mitigate their interference. Non-testing slots are slots
that are not selected by any wanted tags. As all the
target tags respond in only testing slots, the responses
received in non-testing slots must be from non-wanted
tags. When the reader receives responses in a non-testing
slot, it replies an ACK to acknowledge these non-wanted
tags and prevent them from attending the next round.

4.3 Protocol Description
STEP consists of multiple rounds. In the l-th round, the
reader first computes testing slots and non-testing slots
according to the candidate target tag set Yl, and then
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replies to tags
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eliminateeliminate

eliminate

acknowledge

Fig. 1. An example of iteratively testing and eliminating
nontarget tags from Yl.

eliminates nontarget tags from Yl and acknowledges
non-wanted tags in the local region. It repeats the process
until the termination condition is met.

At the beginning of the l-th round, the reader broad-
casts a query < fl, s > and computes the testing slots
according to Yl. After receiving the query, local tags
select their slots with the same hash function used
for testing slots computation, and then transmit short
responses to the reader in the selected slots. The reader
eliminates nontarget tags from Yl as follows:
• In a testing slot, if the reader receives some respons-

es, it replies a NAK to keep the tag(s) active. If the
reader receives no response, it eliminates wanted
tags that select this slot from Yl.

• In a non-testing slot, if the reader receives some
responses, it replies an ACK to acknowledge these
tag(s) to prevent them from participating in the
following rounds.

At the end of the round, the reader obtains the updated
candidate target tag set Yl+1 and checks whether it
should terminate. If it does not satisfy the termination
condition, it will start a new round and repeat the testing
and eliminating process.

Fig.1 illustrates how STEP works. In this example,
dotted arrows represent the mapping between candidate
target tags and testing slots, and solid arrows represent
the transmissions between local tags and the reader. The
initial candidate target tag set is Y1 = {w1, w2, ..., w6}.
There are five local tags, among which w2 and w4 are
target tags. Fig.1(a) and Fig.1(b) illustrate the first round
execution of STEP. The reader first computes testing
slots for tags in Y1 and collects responses from local
tags (Fig.1(a)), then eliminates nontarget tags from Y1

and acknowledges non-wanted tags in the local region
(Fig.1(b)). The reader replies NAK in testing slots 1, 3,
and 5 in which it receives responses. The testing slot
6 is empty, so the reader eliminates the corresponding
nontarget tags w1 and w6 from Y1. Meanwhile, it replies
ACK to acknowledge non-wanted tags t2 and t3 in slot
4. Fig.1(c) and Fig.1(d) illustrate the second round exe-
cution. The reader re-computes the testing slots with the
updated candidate target tag set Y2 = {w2, w3, w4, w5}
and local tags also reselect their slots. Similar as in the
first round, the reader eliminates nontarget tags w3 and
w5 from Y2 that map to testing slot 3, and acknowledges
non-wanted local tag t1 mapping to the non-testing slot
4. If the protocol terminates after the second round, the
local searching result would be S(ri)={w2, w4}.

4.4 Optimal Frame Size Setting
In this section, we analyze how to set the frame size
to minimize the average time cost Cl to eliminate a
nontarget tag from Yl.

Without loss of generality, we consider the l-th round.
Let Nl

1 be the number of active local tags of the reader
ri, and let fl be the frame size. For a slot in the frame,
the probability that it is empty equals the probability
that none of local tags select that slot, which is

pe = (1− 1

fl
)Nl ≈ e−Nl/fl . (2)

Obviously, the probability that a slot is non-empty is (1−
pe). The total duration time of the whole frame is

Ttotal = fl ∗ pe ∗ te + fl ∗ (1− pe) ∗ ts
= fl ∗ ts + fl ∗ e−Nl/fl ∗ (te − ts). (3)

Note that te is the duration time of an empty slot, and
ts is the duration time of a short response slot.

Let Zl be the set of all the nontarget tags in the l-
th round, i.e., Zl = Yl − (X ∩ Li), where X ∩ Li is the
target tag set of reader ri. So the total number of tags
that can be eliminated from Yl is |Zl|. A tag in Zl will be
eliminated if its selected testing slot is actually empty.
Because wanted tags select slots uniformly, the expected
number of eliminated nontarget tags in this round is

Neli ≈ |Zl| ∗ pe. (4)

The average time cost to eliminate one nontarget tag
from Yl is

Cl =
Ttotal

Neli
=

ts
|Zl| ∗ fl ∗ e

Nl/fl +
1

|Zl| ∗ fl ∗ (te − ts). (5)

To minimize Cl, we let

∂Cl

∂fl
= 0, (6)

1. In the first round, N1 = Ni can be estimated by using estimation
algorithms like [28], [29]. In the following rounds, the reader can
leverage information collected in the l-th round to estimate the number
of acknowledged non-wanted tags and update Nl accordingly, as to
be discussed in Section 4.6.
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Fig. 2. Optimal load factor (ρ) when te/ts varies.

and know that Cl takes its minimum value when

eNl/fl(1− Nl

fl
)− (1− te

ts
) = 0. (7)

Define the load factor as ρ = Nl/fl. Then Cl takes the
minimum value when the following equation holds:

eρ(1− ρ)− (1− te
ts
) = 0. (8)

We can see that the value of the optimal ρ is solely
determined by te/ts. In our system setting (see Section
6), te = 0.184ms and ts = 0.2ms. In this case, the
optimal value of ρ is 0.9697, and the optimal frame size
is fl = Nl/0.9697 = 1.03 ∗Nl.

As the data transmission rate between the reader and
tags varies in a range, te and ts may vary in different
applications. Fig. 2 plots the optimal ρ when te/ts varies
from 0.1 to 1.

4.5 Termination Condition
We now analyze how to set the termination condition
for STEP to achieve the required precision requirement.
Note that (X ∩Li) ⊆ S(ri). The number of false positive
tags is Nδ = |S(ri)| − |X ∩ Li|. Fig 3 illustrates the
relationship among X , Li, and S(ri). Our goal is to
guarantee that Nδ does not exceed a threshold Δ with
probability at least preq , i.e.,

P{Nδ ≤ Δ} ≥ preq. (9)

For example, if Δ = 2 and preq = 0.95, satisfying Eq. 9
means that there are at most two false positive tags in
the local searching result with probability higher than or
equal to 0.95.

In STEP, we iteratively eliminate nontarget tags from
the candidate target tag set Yl round by round. If in a
certain round (e.g., the l-th round) no nontarget tag is
eliminated from Yl and no non-wanted tag is acknowl-
edged, we can speculate that the number of false positive
tags is small. To guarantee that the number of false
positive tags is no larger than Δ with a high probability
(i.e., satisfying Eq. 9), we need to observe k consecutive
rounds. If there are no nontarget tags eliminated in all
the k rounds, then the reader terminates the protocol.
Otherwise, the reader continues the searching procedure.

False positive tags (S(ri) - X Li)

XLi

Target tags (X Li)

Wanted tagsLocal tags

Fig. 3. The relationship among X, Li, and the searching
result S(ri). S(ri) is the union of target tags (X ∩ Li) and
false positive tags (S(ri)−X ∩ Li).

We now analyze how to set k to satisfy Eq. 9 for given
Δ and preq . Denote by Ek the event that there are no
nontarget tags eliminated in all the k consecutive rounds,
and denote by Ev the event that there are exactly v false
positive tags in the result. Then we have

P{Nδ ≤ Δ|Ek} =
Δ∑

v=0

P{Ev|Ek}. (10)

According to Bayes’ Theorem, the probability P{Ev|Ek}
can be calculated as

P{Ev|Ek} = P{Ek|Ev} ∗ P{Ev}
P{Ek} . (11)

From the law of total probability it follows that

P{Ek} =
∞∑
v=0

P{Ek|Ev}P{Ev}. (12)

Substituting Eq. 11, 12 into Eq. 10, we have

P{Nδ ≤ Δ|Ek} = 1−
∑∞

v=Δ+1 P{Ek|Ev}P{Ev}∑∞
v=0 P{Ek|Ev}P{Ev} . (13)

P{Ek|Ev} is the probability that there are exactly v
false positive tags and none of them are eliminated in
all the k consecutive rounds. A nontarget tag cannot
be eliminated from the candidate target tag set when it
maps to a non-empty testing slot. Thus P{Ek|Ev} equals
the probability that all the v false positive tags choose
non-empty testing slots in all the k rounds, which is

P{Ek|Ev} = ((1− pe)
v)k = (1− pe)

vk, (14)

where (1 − pe) is the probability that a testing slot is
non-empty.

Because we have no knowledge of the distribution of
v, we can assume that v follows the uniform distribu-
tion2, i.e.,

P{Ev} =
{ 1

|S(ri)|+1 , 0 ≤ v ≤ |S(ri)|
0, v ≥ |S(ri)|+ 1

. (15)

2. Actually, v has higher probability to be a small value than to be a
large value. However, the uniform distribution assumption makes the
estimation of k feasible and actually coincides well with our simulation
results reported in Section 6.
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Substituting Eqs. 14 and 15 into Eq. 13, we can derive

P{Nδ ≤ Δ|Ek} = 1−
∑|S(ri)|

v=Δ+1(1− pe)
vk

∑|S(ri)|
v=0 (1− pe)vk

≥ 1−
∑∞

v=Δ+1(1− pe)
vk∑∞

v=0(1− pe)vk

= 1− (1− pe)
(Δ+1)k. (16)

To satisfy Eq. 9, we let

1− (1− pe)
(Δ+1)k ≥ preq, (17)

from which we have

(Δ + 1)k ≥ log1−pe
(1− preq). (18)

This requires that

k ≥ log1−pe
(1− preq)

Δ + 1
. (19)

As analyzed before, the optimal ρ is 0.9697, with which
pe = e−ρ ≈ 0.3792. Denote by φ = 1 − pe = 0.6208. In
TABLE 2 we list the minimal value of k for different
combinations of Δ and preq .

TABLE 2
The minimum k for different combinations of Δ and preq.

Δ=0 1 2 3 4 5

preq = 0.95 6 3 2 2 1 1
preq = 0.99 10 5 3 2 2 2

4.6 Discussions
The average time to eliminate a nontarget tag (Cl) varies
in different rounds. Combining Eq. 8 and Eq. 5, Cl can
be expressed as

Cl =
ts
|Zl| ∗

Nl

ρ
∗ eρ + 1

|Zi| ∗
Nl

ρ
∗ (te − ts)

=
Nl

|Zl|
(
ts ∗ eρ

ρ
+

te − ts
ρ

)
. (20)

In our system setting, te = 0.184ms, ts = 0.2ms, and
ρ = 0.9697. Thus we have

Cl =
0.5274 ∗Nl

|Zl| . (21)

Obviously, Cl may vary in different rounds because Zl

and Nl vary round by round. The ratio Cl−1/Cl shows
the variation trend in two consecutive rounds, which is

Cl−1

Cl
=

Nl−1

Nl
÷ |Zl−1|

|Zl| . (22)

|Zl| denotes the number of nontarget tags after some
nontarget tags have been eliminated from Zl−1 in the
(l-1)-th round. Combining Eq. 2 and Eq. 4, we have

|Zl| = |Zl−1| − |Zl−1| ∗ pe
≈ |Zl−1| ∗ (1− e−Nl−1/fl−1). (23)

Following a similar process, we can derive the rela-
tionship between Nl and Nl−1. Different from nontarget
tags in Zl−1 that will be eliminated in empty slots with
probability pe, the non-wanted tags would be acknowl-
edged in only non-testing slots, i.e., the slots that wanted
tags do not select. Thus the probability of acknowledging
a non-wanted tag is

p′e = (1− 1

fl−1
)|Zl−1| ≈ e−|Zl−1|/fl−1 , (24)

with which we have

Nl ≈ Nl−1 ∗ (1− e−|Zl−1|/fl−1). (25)

Substituting Eq. 23 and Eq. 25 into Eq. 22, we have

Cl−1

Cl
=

1− e−Nl−1/fl−1

1− e−|Zl−1|/fl−1

= 1 + e−|Zl−1|/fl−1 ∗ 1− e(|Zl−1|−Nl−1)/fl−1

1− e−|Zl−1|/fl−1
. (26)

Eq. 26 shows that Cl−1

Cl
< 1 when |Zl−1| > Nl−1, which

indicates that if the number of nontarget tags in Yl is
larger than the number of non-wanted tags, the time
efficiency of STEP decreases. In Fig. 4 we plot the value
of Cl for the first ten rounds in 500 independent runs
of STEP, with the wanted tag number |X| = 5000, the
local tag number |L| = 1000, and the target tag number
|X ∩ L| = 200. Fig. 4 shows that Cl gradually increases
along with the increase in rounds, which coincides well
with our analysis. In the first several rounds, tags in Zl

are eliminated rapidly. In this case, most slots in the
frame might be testing slots, as the nontarget tags in
Zl are significantly more than local tags. In contrast,
it is difficult to decrease Nl because non-wanted local
tags cannot be acknowledged in testing slots. Since Nl

does not decrease a lot, the frame size of the following
rounds will be almost the same as in the current round.
With the same frame size and much smaller |Zl|, the
proportion of empty testing slots will decrease. As a
result, it becomes more difficult to eliminate nontarget
tags from Yl, because many testing slots will be also
selected by local tags. Eq. 22 indicates that, to keep
high tag elimination efficiency, we should shrink Nl

proportionally when eliminating tags from Zl.

5 ENHANCED PROTOCOL

The E-STEP protocol proposed in this section improves
time efficiency by acknowledging non-wanted tags to
shrink Nl proportionally when eliminating tags from Zl.

5.1 Design Guideline
To decrease Nl, we use an indicator vector [30] to
suppress non-wanted tags and prevent them from par-
ticipating in the following rounds. In the l-th round,
before broadcasting the query < fl, s > and eliminating
nontarget tags from Yl, the reader first broadcasts a
query < bl, s > and a bl-bits indicator vector. Each bit
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Fig. 4. Cl in different rounds of STEP.

in the vector corresponds to a slot in the frame at the
same index location. If the slot is a testing slot, the bit
value is ‘1’; otherwise, the bit value is ‘0’. The reader
divides the vector into segments of 96 bits (i.e., equal to
the length of a tag ID) and transmits each segment with
time tid. When receiving the query from the reader, local
tags select slots in a frame of bl slots. Then a local tag
will check the bit value at the index of its selected slot. If
the bit value is ‘0’, the tag suppresses itself and will not
participate in the following procedure. Note that in this
phase tags actually do not transmit responses to the reader,
they only receive the indicator vector and suppress
themselves accordingly. After broadcasting the indicator
vector, the reader broadcasts a new query <fl, s> and
scans the responses to eliminate nontarget tags from Yl

and acknowledge non-wanted tags as does in STEP.
The transmission of the indicator vector incurs addi-

tional time cost. For some rounds, using the indicator
vector may not effectively improve the time efficiency.
We have to determine when we should use an indicator
vector, and how to set the optimal length of the vector
if we need to use it.

5.2 Protocol Overview

Consider an arbitrary round l. We first calculate the
difference ΔC = C1

l −C2
l , where C1

l is the average time
to eliminate a nontarget tag if the indicator vector is not
used, and C2

l is the average time if the indicator vector
is used. Only when ΔC > 0, the reader will broadcast
the indicator vector to suppress non-wanted tags.

There are two cases to consider:
1) The reader does not broadcast the indicator vector.

In this case, the average time to eliminate a nontarget tag
from Yl is (Eq. 20):

C1
l =

Nl

|Zl|
(
ts ∗ eρ

ρ
+

te − ts
ρ

)
.

2) The reader broadcasts the indicator vector. In this
case, the average time to eliminate a nontarget tag from
Yl consists of two parts:
• For the first part, the reader uses a bl-bits indicator

vector to suppress non-wanted tags. The time cost

of the first part is Tp1 = 
 bl
96� ∗ tid. A local tag

would be suppressed if it maps to a slot whose bit
value is ‘0’. The probability that a local tag maps to
such a slot equals the probability that no tags in Yl

choose this slot, which is p0 = (1− 1
bl
)|Yl| ≈ e−|Yl|/bl .

Thus the expected number of suppressed tags is
approximately Nl ∗ p0 = Nl ∗ e−|Yl|/bl .

• For the second part, the reader tests and eliminates
nontarget tags from Yl. We can derive that the
number of remaining local tags after suppressing
tags with the indicator vector would be N ′

l ≈ Nl ∗
(1−e−|Yl|/bl). Thus the optimal frame size should be
fl = N ′

l/ρ. From Eq. 3, the time cost of the second
part is Tp2 =

N ′l
ρ ∗ ts + N ′l

ρ ∗ e−ρ ∗ (te − ts).
The total time of the two parts is

Ttotal = Tp1 + Tp2 (27)

= 
 bl
96
� ∗ tid + N ′

l

ρ
∗ ts + N ′

l

ρ
∗ e−ρ ∗ (te − ts).

To calculate C2
l , we need to know how many nontarget

tags would be eliminated from Yl when the indicator
vector is used. As we have pointed out in the analysis
of STEP (refer to Section 4.4), the expected number of
nontarget tags that would be eliminated is

Neli ≈ |Zl| ∗ e−N ′l/fl = |Zl| ∗ e−ρ, (28)

where Zl = Yl− (X ∩Li). In the first several rounds, |Yl|
is usually much larger than |X∩Li|, thus we can assume
that |Zl| ≈ |Yl|.

The average time to eliminate a nontarget tag from Yl
in the second case is

C2
l =

Ttotal

Neli

=
� bl
96
�tid +

N′l
ρ
ts +

N′l
ρ
e−ρ ∗ (te − ts)

|Zl|e−ρ

=
1

|Zl|
(
eρ� bl

96
�tid +

N ′
l

ρ
tse

ρ +
N ′

l

ρ
(te − ts)

)
(29)

≈ 1

|Yl|
(
eρ� bl

96
�tid+(

eρts
ρ

+
te − ts

ρ
)(1−e−|Yl|/bl)Nl

)
.

To compare the time efficiency in the two cases, we
calculate their difference, which is

ΔC =
1

|Yl|
[
(
tse

ρ

ρ
+

te − ts
ρ

)Nle
−|Yl|/bl − eρ� bl

96
�tid

]
. (30)

In case of the EPC C1G2 tag specification [31], we
have tid = 2.4ms, te = 0.184ms, and ts = 0.2ms.
Meanwhile, as have been derived in the analysis for
STEP, the optimal load factor under this time setting is
ρ = 0.9697. Thus we have

ΔC =
1

|Yl|
[
0.5274 ∗Nl ∗ e−|Yl|/bl − 4.0668 ∗ 
 bl

96
�
]
.

(31)
The value of ΔC represents the expected time reduc-

tion when we use an indicator vector. The larger ΔC is,
the more time would be reduced. In the l-th round, with
the given number Nl and |Yl|, the value of ΔC depends
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only on the length of the indicator vector bl. Let b∗l denote
the optimal bl that maximizes the value of ΔC, i.e.,

b∗l = argbl maxΔC, (32)

and let ΔCmax denote the value of ΔC when bl = b∗l .
If ΔCmax is smaller than 0, which means that using an
indicator vector cannot improve the time efficiency, we
should not use the indicator vector in the l-th round.
Otherwise, we should use an indicator vector of length
b∗l to further improve time efficiency.

5.3 Protocol Description
E-STEP also consists of multiple rounds. Every round is
divided into two phases: the suppressing phase and the
eliminating phase. Consider the l-th round without loss
of generality.

In the suppressing phase, with the number of candi-
date target tags |Yl| and the number of local tags Nl, the
reader first calculates the value of b∗l and ΔCmax.
• If ΔCmax ≤ 0, the reader enters the second phase

directly.
• If ΔCmax > 0, the reader broadcasts a query <b∗l , s>,

and broadcasts a b∗l -bits indicator vector. The reader
constructs the vector by mapping candidate target
tags in Yl to a frame containing b∗l slots: If a slot
is a testing slot, e.g., some tags in Yl select it, the
reader will set the bit at the same index location to
‘1’; otherwise, it sets the bit to ‘0’.

Tags do not respond to the reader in this phase. When a
local tag receives the query and the vector, it first checks
the bit at the same index location of its selected slot. If
the bit is ‘0’ (i.e., the tag maps to a non-testing slot), the
tag will suppress itself and does not participate in the
following round. If the bit is ‘1’, the tag will continue to
receive the query from the reader in the second phase.

In the eliminating phase, the reader issues a new
query <fl, s> and receives responses from local tags.
Note that fl is calculated according to number of remain-
ing local tags as discussed in the Section 5.2. With these
responses, the reader eliminates nontarget tags from Yl

and acknowledges non-wanted tags as in STEP.
At the end of this round, the reader checks whether

it should terminate or not. It starts a new round if
the termination condition is not met. The termination
condition of E-STEP is the same as in STEP.

The indicator vector can effectively reduce per tag
elimination time in the first several rounds. Fig. 5 plots
Cl (the average time cost to eliminate a nontarget tag) in
STEP and E-STEP in the first eight rounds in one random
chosen example, when the wanted tag number |X|=5000,
the local tag number |L|=1000, and the target tag number
|X ∩ L|=200. We observe significant reduction of Cl in
E-STEP compared with in STEP, especially in the first
several rounds. For example, in rounds 2 to 4, E-STEP
reduces Cl by almost a half. As most nontarget tags are
eliminated in the first several rounds, E-STEP effectively
reduces the total execution time.

1 2 3 4 5 6 7 8
0

1

2

3
 STEP
 E-STEP

C
l (

m
s)

#Round

Fig. 5. Comparison of Cl in STEP and E-STEP in one
example run.

5.4 Fault Tolerance
The indicator vector transmitted from the reader to tags
might be corrupted due to channel errors. In this case, if
a tag receives a wrong bit, it may take incorrect action.
Recall that when a tag finds that its corresponding bit
is ’0’, it will be suppressed and will not participate in
the following rounds. If the actually sent bit is ’1’ but
the received bit is ’0’, the tag will exit the protocol
incorrectly. If this tag is actually a target tag, then it is
possible that this tag is incorrectly eliminated from Yl

and thus will not be included in the searching result,
which will affect the correctness of E-STEP.

To fix this problem, we can add a cyclic-redundancy
check (CRC) code in each segment when transmitting
the indicator vector. The tag can thus check whether
the received information is correct or not. If the corre-
sponding bit is correctly received, the tag takes its action
accordingly as described in our protocol. Otherwise, it
will reply to the reader in its selected slot and ignore
the corresponding bit in the vector. For example, if the
tag finds that the segment containing its bit is ruined, it
will reply to the reader in the selected slot, even though
the corresponding bit is ’0’. With this mechanism, the
correctness of E-STEP can be guaranteed in the meaning
that there will be no false negative results. The time
efficiency of E-STEP might degrade slightly when this
scheme is used.

6 PERFORMANCE EVALUATION

We developed a simulator with JAVA and implemented
five protocols to compare their performance: STEP, E-
STEP, CATS [4], ITSP [5], and the baseline Collection so-
lution. Two metrics are used to compare the performance
of different protocols: (a) The execution time measured
in seconds, and (b) the number of false positive tags in
the searching result (Nδ). We consider three parameters
that may affect the performance of different protocols:
(a) The total number of wanted tags (|X|), (b) the ratio
of target tags to the wanted tags, which is defined as
η = |X⋂

T |/|X|, and (c) the number of readers in the
system (M ). For STEP and E-STEP, we also investigate
the impact of Δ, i.e., the threshold of false positive tags,
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Fig. 6. Nδ of E-STEP in 500 runs when Δ changes.

on their performances. For each parameter setting, we
run the considered protocols 100 times and report the
average result. The detailed description of the simulator
could be found at [32].

6.1 Simulation Scenarios and Time Setting
Simulation scenarios: We consider two different simula-
tion scenarios. The first scenario is a single reader RFID
system, in which 2000 tags are deployed. This scenario
is used to investigate how different parameters affect
the performance of STEP and E-STEP, meanwhile com-
pare their execution time and precision with CATS and
the state-of-the-art ITSP protocol. The second scenario
considers multiple reader RFID systems. In default, we
deploy 64 readers and 50000 tags in the system. The
readers are deployed in a grid pattern with distance
between adjacent readers set at

√
2r, where r is the

interrogation radius of a reader. This results in about
1500 local tags for each reader. The default number of
wanted tags (|X|) is set at 10000, and the default ratio of
target tags (η) is set at 0.2. For multiple reader scenarios,
we use the graph coloring algorithm developed in [27]
to find a feasible scheduling of readers.

Time setting: We set the time duration of different slots
according to the time specification of the EPC C1G2 UHF
RFID tags [31]. The data rate between the reader and
tags is set at 62.5Kbps. Under this data rate, the time of
different slots are as follows: tid = 2.42ms, te = 0.184ms,
and ts = 0.2ms. We note that when the data rate changes,
the absolute metric data might be different, but similar
conclusions could be reached.

6.2 Single Reader Scenario
6.2.1 Impact of False Positive Tag Number Threshold
The false positive tag number threshold Δ affects the
performance of STEP and E-STEP. A smaller Δ results
less false positive tags in the searching result, but it also
requires the reader to observe more rounds before it
terminates and consequently increases execution time.
Fig. 6 plots the number of false positive tags of E-STEP
in 500 runs when Δ varies from 0 to 5. The results
validate the speculation that larger Δ results in more

false positive tags. Meanwhile, the proposed protocol
guarantee the searching precision well. The ratios of runs
in which Nδ > Δ to the total runs are 0.972, 0.99, 0.99,
0.996, 0.986, and 0.994 when Δ changes from 0 to 5,
respectively, all larger than the required probability 0.95.

Fig. 7 plots the average execution time of E-STEP
when Δ changes. The execution time decreases when
Δ increases, because more false positive tags could be
tolerated when Δ is larger. When Δ increases from
0 to 5, the execution time decrease from 1.2s to 0.9s,
approximately 25 percent reduction. The execution time
of STEP shows the similar trend. Thus Δ could be used
to make tradeoff between time efficiency and searching
precision: If the application prefers high time efficiency
and can tolerate false positive tags, it can set Δ to
a relatively large value. In contrast, if the application
requires very precise searching result, it should use a
small Δ. In the following experiments, we set Δ = 0
and preq=0.95, i.e., there are no false positive tags in the
searching result of STEP and E-STEP with a probability
no smaller than 0.95.
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Fig. 7. Execution time of E-STEP when Δ changes.

6.2.2 E-STEP vs. STEP
Fig. 8(a) and Fig. 8(b) plot the execution time of STEP
and E-STEP for different η when there are 200 and
2000 wanted tags, respectively. Two conclusions can
be drawn. First, E-STEP significantly outperforms STEP
when |X| � |T |. When X is small, most of the reader’s
local tags are nontarget tags, which can be quickly
filtered out by the bit vector used in E-STEP. Compared
with STEP, E-STEP reduces execution time by 81% when
η=0.1 and 60% when η=0.9, respectively. Second, the im-
provement of E-STEP over STEP becomes less significant
when either η or the wanted tag number (|X|) is large.
When η or |X| is large, most of the reader’s local tags are
target tags and cannot be filtered out by the bit vector.
When |X|=2000, E-STEP reduces execution time by 40%
and 6% when η=0.1 and η=0.9, respectively.

6.2.3 Comparison with CATS and ITSP
Fig. 9(a) plots the execution time of the three protocols
in 500 runs when |X| = 200, 2000, and 10000, respec-
tively. For ITSP and CATS, we set the false positive tag
ratio, defined as pf = |S−X

⋂
T |

|X−T | , as 10−3. All the three
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Fig. 9. Comparison between E-STEP, ITSP, and CATS: (a) Execution time, (b) false positive tag number, (c) execution
when pf = 10−4 in ITSP.
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Fig. 8. Execution time of STEP and E-STEP when η
changes (|T |=2000): (a) Small |X|; (b) large |X|.

protocols perform well when |X| is small, due to the
high efficiency of the bit vector in filtering out nontarget
tags. When |X|=200, the average execution time of E-
STEP, ITSP, and CATS are 0.213s, 0.305s and 0.295s,
respectively. Compared with CATS and ITSP, E-STEP
reduces searching time by 30% and 28%, respectively.
When |X| is comparable to |T |, e.g., |X| = 2000, E-STEP
performs much better than CATS and ITSP, using 47%
and 46% less time, respectively.

Both ITSP and E-STEP perform much better than
CATS when |X| is much larger than |T |. For example,
when |X| = 10000, the average execution time of E-
STEP, ITSP, and CATS are 0.639s, 0.656s, and 1.273s,
respectively. E-STEP and ITSP use only about half of
searching time of CATS. However, ITSP generates much
more false positive tags than E-STEP does when |X| is
large. As shown in Fig. 9(b), there could be up to 20 false
positive tags in ITSP. In contrast, the number of false
positive tags of E-STEP is independent to |X| and always
smaller than 2. In fact, in most runs (1470 out of 1500)
there are no false positive tags in E-STEP. Fig. 9(c) plots
the execution time of E-STEP and ITSP when pf is set at
= 10−4 in ITSP, in which case ITSP can achieve similar
searching precision as E-STEP does. In this case, E-STEP
obviously outperforms ITSP and reduces execution time
by more than 28%.

0.4 0.8 1.2 1.6 2.0
0

10

20

30

40

E
xe

cu
tio

n 
tim

e 
(s

)

Number of wanted tags (x103)

 Collection
 CATS
 ITSP
 STEP
 E-STEP

 
(a) Small |X|

4 8 12 16 20
0

20

40

60

80
 Collection
 CATS
 ITSP
 STEP
 E-STEP

E
xe

cu
tio

n 
tim

e 
(s

)

Number of wanted tags (x103)

 

(b) Large |X|

Fig. 10. Execution time of different protocols when the
number of wanted tags changes: (a) Small |X|; (b) large
|X|. 64 readers, |T |=50000, η=0.2.

6.3 Multiple Reader Scenario

6.3.1 Impact of Wanted Tag Number

Fig. 10 plots the execution time of different protocols
when the wanted tag number increases. We have two
observations. First, in all the considered protocols (ex-
cept Collection), the execution time increases when there
are more wanted tags. CATS’s execution time increases
much faster than the other three protocols. It performs
even better than STEP and ITSP when |X| ≤ 400, but
performs even worse than Collection when |X| ≥ 10000.
Compared with CATS, STEP and E-STEP reduce execu-
tion time by up to 84% and 87%, respectively. Second,
there is a cross point between STEP’s and ITSP’s execu-
tion time: ITSP uses less time than STEP when |X| ≤ 400,
but uses more time than STEP when |X| is large. E-
STEP always outperforms STEP and ITSP. Compared
with ITSP and STEP, E-STEP reduces execution time by
60% and 52% in average, respectively.

Fig. 11 plots the number of false positive tags (Nδ)
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in E-STEP and ITSP 3 when |X| increases from 2000 to
20000. In ITSP the false positive tags increase propor-
tionally to the wanted tags, while in E-STEP the number
of false positive tags is not affected by the wanted tags
and is always small. Recall that E-STEP can guarantee
P{Nδ < Δ} ≥ preq . In our simulation setting, the theo-
retical expected number of false positive tags in E-STEP
is approximately Δ∗(1−preq)∗M = 1∗(1−0.95)∗64=3.2,
which well coincides with the simulation results. In
contrast, Nδ increases from 10 to 60 in ITSP. Define the
searching precision as the ratio of Nδ to |X⋂

T |. E-STEP
promotes the searching precision by nearly an order of
magnitude with only half searching time.
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Fig. 11. Number of false positive tags in E-STEP and
ITSP when |X| increases from 2000 to 20000. 64 readers,
|T |=50000, η=0.2.

6.3.2 Impact of Target Tag Ratio
Fig. 12(a) plots the execution time of different protocols
when η varies from 0.05 to 0.95. While the execution
time of STEP, E-STEP, ITSP all increases when η becomes
large, the execution time of CATS is not affected by η.
This is because in CATS the size of the Bloom filter is set
according to |X|, which is independent to η. In contrast,
when η increases, there would be more target tags in
each reader’s region, in which case our protocols and
ITSP need to run more rounds to meet the precision
requirement. However, STEP and E-STEP always outper-
form CATS and ITSP. Compared with CATS and ITSP,
E-STEP reduces execution time by up to 86% and 57%,
respectively.

Fig. 12(b) plots the number of false positive tags in
ITSP and E-STEP when η increases. Along with the
increase of η, the number of nontarget tags (i.e., X − T )
becomes smaller, and thus the number of false positive
tags in ITSP decreases, as validated by Fig. 12(b). In
contrast, the false positive tags in E-STEP are not affected
by η and are always less than that in ITSP.

6.3.3 Impact of Reader Number
We change the number of readers in the system by
varying the size of the deployment region to investi-

3. STEP and CATS have the similar false positive tags as E-STEP and
ITSP, respectively.
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Fig. 12. Execution time and Nδ in different protocols
when η changes: (a) Execution time; (b) false positive tag
number. 64 readers, |T |=50000, |X|=10000.

gate how the system scale impacts different protocols’
performance. We increase the number of readers (|M |)
from 16 to 121 and keeps the tag density and distance
between adjacent readers unchanged. This means that
|T | increases from 12500 (when M=16) to 100000 (when
M=121).

Fig. 13(a) and Fig. 13(b) plot the execution time and
the number of false positive tags in different protocols,
respectively. Contrary to the intuition that the execution
time will increase when the system scales up, it is
shown in Fig. 13(a) that the execution times in both our
protocols and ITSP decrease. The reason is as follows.
Because the number of target tags is fixed, the target
tags in each reader’s interrogation region become less
when M increases. This is equivalent to decreasing η,
in which case nontarget tags will be filtered out more
efficiently. In contrast, the execution time of CATS is
not affected by η and remains unchanged. Moreover, we
should point out that although the number of readers
increases, the total rounds to schedule all the readers
to work does not change. Actually, in all the cases the
readers are scheduled in 4 rounds. In average, compared
with CATS and ITSP, E-STEP reduces execution time by
82 percent and 53 percent, respectively.

The numbers of false positive tags in E-STEP and ITSP
when M increases are plotted in Fig. 13(b). In both our
protocol and ITSP, Nδ increases when M becomes larger.
However, our protocol achieves much higher searching
precision than ITSP does. The false positive tag number
in the searching result of E-STEP is smaller than 5 even
when there are more than 100 readers in the system,
while the false positive tag number of ITSP is larger than
50 in the same case.

7 DISCUSSIONS ON IMPLEMENTATION ISSUES

The STEP protocol could be implemented on current
EPC C1G2 [31] tags and readers after some slight modi-
fications are made on them. First, the reader needs to
know the hash function that tags use to select trans-
mission slots in order to calculate the testing slots. To
achieve this goal, we can let the readers and tags use the
same hash function to select transmission slots. Second,
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Fig. 13. Execution time and Nδ in different protocols
when M increases: (a) Execution time, (b) false positive
tag number. |T | increases from 12500 (M=16) to 100000
(M=121), |X|=10,000, η=0.2.

STEP requires tags to transmit short responses rather
than their IDs when receiving the searching command.
This can be accomplished by adding a new state in
the tag-side software implementation and triggering the
short-response mode in this state. Third, the reader
needs to detect the status of each slot and send different
acknowledgement (ACK or NAK) to tags accordingly.
All these modifications are in the software level and
could be accomplished by adding some new states and
corresponding transition conditions in the software im-
plementation.

E-STEP uses the indicator vector technique that could
be implemented on EPC G1G2 compliant tags by using
the method given in [33]. To broadcast an indicator
vector, the reader first divides the vector into segments
of 96 bits and encapsulates each segment into a tag
ID. The segments are broadcasted one after another. A
tag buffers the segment in which its corresponding bit
resides in and acts correspondingly. To further enhance
the robustness of the indicator vector, cyclic-redundancy
check (CRC) code could be added into each segment
to help tags check whether the segment is correctly
received. This approach to implement indicator vector
has been adopted in many excellent existing researches
[4], [5], [30], [33].

8 CONCLUSION

Searching a particular set of tags in multiple reader RFID
systems is very important to many RFID applications
but has not been thoroughly investigated yet. In this
paper, we propose two highly time-efficient tag search-
ing protocols, STEP and E-STEP, which are applicable
to a broad set of application scenarios. Our protocols
iteratively eliminate nontarget tags round by round to
obtain the searching result, and minimize the average
time to eliminate nontarget tags in every round to
achieve high time-efficiency. Simulation results exhibit
the superior performance of our protocols. Compared
with the state-of-the-art ITSP protocol, our best protocol
reduces searching time by at most 60%, and greatly

reduces the number of false positive tags in the searching
result by nearly an order of magnitude.

The merits of our protocols would be more signifi-
cant in large-scale RFID systems that contain tens of
thousands or more tags. The simulation results and
findings obtained in this paper represent an important
step towards understanding the characteristics and core
requirements of an efficient tag searching protocol for
large-scale RFID systems. In the future, we would like
to deploy our protocols, along with ITSP and CATS, to
operate in a real setup of a reasonably large-scale envi-
ronment to validate the characteristics of our protocols
found in this paper.
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