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Abstract—In this manuscript, we present a redundant data storage system based

on NAND flash memory chips for in-line Pipeline Inspection Gauges (PIGs). The

system is the next step for a technique that reduces data from 1,024 to 37 bytes by

80 transducers used for straight-beam ultrasonic inspection. Each inspection is

costly, because PIGs check pipelines up to 100 Km, collecting data every 3 mm

and reaching speeds of 2 m/s. These conditions require that the storage system

must be redundant, and able to maintain a minimum data flow, thus avoiding

bottlenecks. To achieve this, we analyzed the variables that influence the

inspection process in real-time, and we structured our Flash Translation Layer

(FTL) to eliminate the latencies generated by the computation of the Error

Correcting Codes (ECC) and redundancy bytes. Our controller computes the ECC

and redundancy bytes while it transfers the information to the cache register of the

selected die in the memory chips. At the hardware level, we interleaved 8 NAND

flash chips in a Redundant Array of Independent Disks (RAID) type-6 architecture.

We tested the storage system considering the incorrect response of up to 2 chips

and ensuring a throughput up to 7.28 MB/s. Finally, we expanded the analysis of

the data flow, whereby this system is profitable for different pipeline diameters or

compression techniques.

Index Terms—Data storage systems, error correction codes (EEC), field

programmable gate arrays (FPGA), NAND flash memory, parallel architectures,

pipeline inspection gauge (PIG), reed-solomon codes (RS)

Ç

1 INTRODUCTION

WE present the design and experimental results of a data storage
system based on a Field Programmable Gate Array (FPGA), and
8 NAND flash memory chips in a RAID-6 architecture useful for
in-line Pipeline Inspection Gauges. For pipeline inspection, the
one-channel ultrasound system is capable of operating with up to
80 transducers multiplexed. This amount is due to the Pulse Repe-
tition Frequency (PRF) and the necessary data for each transducer
[1]. Our storage system keeps up the maximum performance of
one-channel ultrasound system, because it ensures a minimum
data flow of 80 transducers, avoiding bottlenecks. The system com-
putes the ECC and redundancy bytes while it writes data in the
memory chips. Nevertheless, this system is adaptable for a vast
Number of Transducers (NT ). To achieve this, we analyzed the
inspection process in function of the number of Bytes per Trans-
ducer (BT ), the data burst generated at the maximum Frequency
(F ), and the Capacity of Storage of the memory chips (CS).

The pipeline inspection allows the prevention of failures which
would be more expensive and problematic, should they happen to
occur [2]. The inspection involves preparing, inspecting, and

reactivating the pipeline operation, which causes high operating
costs. Due to this, we consider that the storage system should be
redundant to reduce the risk of a second inspection if the storage
units are damaged.

The Non-Destructive Test (NDT) based on ultrasound systems
checks the correct operation of pipelines for hydrocarbons and
water. Ultrasonic techniques allow volumetric and automatic
inspection [3]. Automatic in-line inspection of pipelines is done
through intelligent PIGs [4], [5], [6]. This equipment has ultrasound
systems focused on the detection and sizing of defects, for exam-
ple, metal loss caused by corrosion. The requirements for an ultra-
sonic inspection system for PIGs are governed by international
standards (see Table 1). For example, to inspect a pipeline up to
100 Km in length, collecting a data set every 3 mm in 203.2 mm
(8 inches) diameter pipeline, the PIG must be able to store the infor-
mation of 80 transducers, and the number of transducers increase
with diameter [4], [7], [8].

In our case, each ultrasonic transducer generates a 1,024 data
frame of 8 bits from the straight-beam ultrasound technique. The
FPGA reduces these signals through 4 steps: Noise reduction, Sig-
nal rectification, Envelope detection, and Maxima detection [1]. In
this way, the controller only stores the necessary information to
determine the thickness of the pipeline. The thickness is estimated
using the local maximum of each rectified echo (1 byte) and its tem-
porary location (2 bytes). The reduction technique [1] is adjusted to
generate 37 Bytes per Transducer. The first byte identifies the maxi-
mum number, and the next 12 groups of 3 bytes represent each one
of the detected echoes.

For 203.2 mm diameter pipeline, the PIG inspects with 80 trans-
ducers at a speed of up to 2 m/s, at this speed the data flow can
reach 1.88 MB/s. Storing data in the NAND flash memory chips
could generate a bottleneck under these conditions, because the
data storage system should maintain a minimum data flow.

At the hardware level, we connected the NAND Flash memory
chips in a particular arrangement, where the memory chips are
treated as an improved super chip with two internal targets [9].
Seong et al. [10] proposed the super chip concept, which alludes to
interleaving several memory chips through their control signals
pins. At the software level, the main advantage of our data storage
system against the existing ones is that it does not generate any
latency to protect the information. Our controller computes the
ECC and redundancy bytes at the same time while it stores the
information in the cache register of the selected die in the memory
chips (a NAND Flash die is the minimum unit that can indepen-
dently execute commands and report status [11]). Our key contri-
butions can be summarized as follows:

1) A storage system for raw data that computes the ECC and
redundancy bytes at the same time while it writes the
information in the cache register of the selected die in the
memory chips.

2) We present the analysis to implement this storage system
in function of the Number of Transducers, Bytes per Trans-
ducer, data burst generated at the maximum Frequency
(F ), and the Capacity of Storage (CS) of the memory chips.

3) We validated the storage system when the PIG runs at the
speed of up 2 m/s, reaching a data flow of up to 14.05 MB/
s without failing in any memory, and a minimum data
flow of 7.28 MB/s if two memory chips fail in different
arrays.

Section 2 presents the preliminaries and the related work rele-
vant to these contributions. Section 3 describes the real-time inspec-
tion analysis, the physical connection of the memory chips and the
structure of the controller. Section 4 shows the tests applied and
the results obtained. Section 5 presents the discussion of possible
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applications and performances for different Bytes per Transducer,
pipeline diameters, and Number of Transducers. Finally, Section 6
outlines the conclusions of this work.

2 PRELIMINARIES AND RELATED WORK

2.1 Typical Data Storage Systems for PIGs

For PIGs, FPGAs andDSPs are the preferred schemes for the process-
ing and reduction of the information, and a computer for controlling
Hard Disk Drives (HDDs) for the storage [12]. In other structures, 3
FPGAs are the preferred scheme [5]. The first one for the control, the
second for the signal processing and data compression, and the third
FPGA for the interface between the second FPGA and an HDD. For
our PIG, we discarded an HDD due to mechanical overhead and the
need for another hardware element. In this sense, our storage system
consists of an FPGA and 8NAND Flashmemory chips, which results
in a smaller architecture than that mentioned in [5], [12], allowing
small-diameter pipeline inspections.

Solid State Drives (SSDs) have advantages such as a compact
size, low power consumption, and physical durability [13]. How-
ever, SSDs have a rigid architecture (black-box system) that does
not maximize the NAND flash memory performance for storing
raw data [14]. File formatting slows down the writing processes;
this is the reason why the embedded systems work better with
raw data.

2.2 Maintaining a Minimum Data Flow

A NAND flash storage system consists of two principal layers:
Memory Technology Device Layer (MTD) and Flash Translation
Layer (FTL). The MTD layer generates the operations on NAND
flash memory chips such as write, erase, and read. FTL allows
users to work with the memory as a block, to control file location,
memory degradation, and bad blocks[15].

Different FTL and MTD improvements allow maintaining a
minimum data flow and avoiding bottlenecks: Park et al. [16]
used a 2-channel, 4-way-interleaving interface scheme with a
software architecture adopting a hybrid-mapping algorithm.
Seong et al. [10] created the Hydra controller, which achieves
high performance through bus-level and chip-level interleaving.
To speed up writing request processing, Hydra has an FTL
based on block mapping. Kang et al. [17] designed a multi-
channel architecture called Dumbo. This controller exploits I/O
parallelism through striping, interleaving, and pipelining. To
achieve the high speed, it uses 4 channels with several memory
chips in each channel. These approaches [10], [16], [17] have
some drawbacks as complicated controller design if increasing
the number of channels, significant consumption of RAM, and
several super-chips that consume many FPGA pins. In addition,
Gupta et al. [18] proved that a page-level FTL without adjustable
parameters can achieve a more straightforward solution with
good performance. Because of this, our FTL works in page-level
address mapping, where each page is interpreted as an estab-
lished number of compressed ultrasound signals.

Wu et al. [9] developed a dynamic scheduling strategy to fur-
ther explore parallelism at the target level in the memory chip. The
name of the system is Dysource. It exploits the synchronous inter-
face for NAND flash chips with multiple targets. However, to

achieve high write processes, Dysource requires several controllers
implemented on the FPGA. Also, Dysource interprets each target
as a storage unit; this action would complicate the implementation
of the RAID scheme.

Congming et al. [19] enhanced the performance of the control-
lers by exploiting parallelism through the creation of batches. The
host creates an I/O scheduler, which coordinates requests for data
input and output. Eui-Young et al. [20] developed a controller that
uses a double-data-rate synchronous NAND flash interface to
improve reading and writing performance. These controllers
require many memory chips and slices in the FPGA to achieve this
performance. Nevertheless, in PIGs-subsystems the priority is to
optimize the writing process because the reading of the informa-
tion is done off-line and can be much slower. Unlike the existing
improvements in controllers that have been through interleaving,
chip upgrading, target level operation, or batch creation. Our con-
troller improves the writing speed performance and eliminates the
latencies generated by the processes of information protection,
such as ECC and redundancy computation.

2.3 Redundant Controllers

RAID [21] is the standardized scheme for the design of redundant
multi-unit systems. The RAID systems have two primary goals,
one is to increase performance by increasing the bandwidth, and
the other is to enhance fault tolerance through redundancy. Luo
et al. [22] implemented a RAID controller within a single SSD
board, using Security Digital cards (SD) or Multi Media Cards
(MMC) embedded in the same board, showing that the redundant
systems become less expensive and having excellent performance
in a smaller configuration. The problems with this controller are
that it needs a microprocessor and uses SD or MMC devices, gener-
ating considerable latencies in the writing process. Alistair and
Irfan [23] developed an FTL customized for RAID-based SSD stor-
age. This system offers reliability enhancement under both sequen-
tial and random write patterns and works with RAID-4 and RAID-
5 systems. The disadvantages of this system [23] are that it does
not compute the ECC bits in the same layer, and the redundancy
must be computerized sequentially before starting the data writ-
ing, which generates a latency in each writing process.

2.4 Criteria for Improving Information Protection

RAID-6 provides a high data reliability, which results in an
improved Mean Time to Data Loss (MTDL) over other redundancy
schemes. The RAID-6 scheme has two different parity calculations,
and there are different techniques to compute them [24]. The crite-
ria for selecting the parity calculations were the limited RAM in
the FPGA and the difficulty to implement them. We selected the
Reed-Solomon (RS) technique [25], [26] for RAID-6 redundancy.
This technique is based on 8-bit Galois finite fields [27]. The advan-
tage of using operations in the Galois field is that fractions and neg-
ative numbers do not exist. All mathematical operations result in
another value within this same field, which in this case is 8-bit
data. Some authors developed RAID-6 techniques only with or-
exclusive operations, like EVENODD [28], RDP [29], P-Code [30],
Minimum Density [31] and the Liberation Codes [24]. The problem
with these techniques is that they require data codified diagonally
from past or future moments, increasing the amount of use in
RAM and execution times due to the interleaving of the memory
chips in our arrangement.

We use Hamming codes [27] as ECC scheme in column mode
because ECC codes and redundancy are on the same board, and
the Hamming codes are handy if they are in smaller constituent
codes along rows and columns. The Hamming codes reach a
higher ECC because of the cross-parity checking and present a sig-
nificant advantage for the lower hardware overload [32].

TABLE 1
Typical Requirements for PIGs [4], [7], [8]

Characteristic value

Inspection distance 100 Km
Inspection speed 2 m/s
Pulse Repetition Frequency (PRF) 600 Hz
Circumferential spatial resolution 8 mm
Axial Spatial Resolution (ASR) 3 mm
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3 DATA STORAGE SYSTEM ARCHITECTURE

3.1 Real-Time Inspection Analysis

In pipeline inspection, international standards [4], [7], [8] deter-
mine the maximum PRF of each transducer at 600 Hz. PRF is the
maximum Frequency (F ) at which each transducer generates data
burst, and it changes with the type of material and the inspection
technique. The inverse of F is the pulse repetition time (tM ), which
is the time available to process one ultrasound signal before re-
exciting the same transducer, and has the value of 1666 ms.

For carbon-steel pipelines inspection is necessary to acquire
data sets of 1,024 elements using an 8-bit Analog to Digital Con-
verter (ADC) with a sampling rate of 50 MHz (20 ns) [1], [4], [5].
The acquisition time (ta) of the data then takes 20.48 ms. Soto et al.
[1] analyzed the ultrasound signal to develop a reduction tech-
nique which generates 37 Bytes per Transducer in the time ta.

If tM is divided by ta, then 81 transducers could be excited
before re-exciting the same transducer. In this way, the PIG obtains
the maximum performing from one-channel ultrasound system,
composed of a pulser-receiver circuit, a mux, a T/R switch, and an
ADC (see Fig. 1). However, the design should consider the switch-
ing times of the mux and the generation of the high voltage pulse;
this is the reason why we set this storage system to process 80
transducers (NT ). If more transducers are required, then the ultra-
sound system is duplicated (transducers, ADC, mux, pulser-
receiver, and T/R switch). This has the advantage of increasing the
diameter of the pipeline to be inspected and therefore the space
available.

Equation (1) establishes the total information in GB to store for
the system

Information ¼ D

ASR � 10243 �BT �NT: (1)

Where D is the total Distance to inspect, ASR is the Axial Spa-
tial Resolution, BT is the Bytes per Transducer, and NT is the
Number of Transducers. For example, for a Distance (D) of
100 Km, an ASR of 3 mm, 37 BT , and 80 NT the total information
to store is 91.89 GB. The selected memory chip was Micron
MT29F128G08 with a CS of 16 GB. The chip specifications are com-
patible for 8, 16, 32 and 64 GB [11] (see Table 2). We selected this
chip because of the availability for purchase it in small quantities
and its surface mount type of a 48-TSOP device package. Dividing

the total information of 91.89 GB by the CS of 16 GB the total of the
memory chips is 6. In Section 5, we analyzed how with this amount
of memory chips and this controller it is possible to cover a wide
combination of inspection parameters, only by changing CS

between the values of 8, 16, 32 and 64 GB.

3.2 Physical Connection

A NAND flash memory has 15 pins for the interface. Eight pins are
used to transfer data, commands, and address (IO0 to IO7). The
control signals are five pins (CLE, WE, ALE, RE, and CE). Two
pins are for hardware write protection (WP) and monitor device
status (R/B). Fig. 2 shows the interleaving of the memory chips for
our storage system, where six chips (1-3,5-7) are used to store the
information corresponding to the ultrasound signals, and two
chips (4, 8) stores the redundant information. We connected the
chips in 2 arrays of 4 chips. The WE, RE, and 8 DIO pins are shared
by pairs of chips (1 with 5, 2 with 6, 3 with 7, and 4 with 8) because
they are the highest frequency signals.

Pins CE, WP, and R/B were considered individually for each
chip. In this way, interfacing with a single memory chip is possi-
ble. ALE, CLE pins are shared by all chips. Of the 120 connection
pins that initially would be necessary, with this arrangement
only 66 pins were used. This arrangement allows the other pins
of the FPGA to be used to carry out other processes such as the
control of ultrasonic circuits, or for the telemetry of the PIG. The
NAND flash R/B pin provides a hardware method of indicating
whether a memory is ready or busy. Utilizing this signal, the
controller knows when to start another process. This time
depends on the (2) [11]

tlp ¼ tP ðlpÞ þ tP ðlp� 1Þ � cltðlpÞ � altðlpÞ � dltðlpÞ: (2)

Where lp is the last page, tlp is the last page programming oper-
ation time, tP is the page programming operation time, clt is the
command load time, alt is the address load time, and dlt is the data
load time. Due to (2), the programming time of each page is differ-
ent. The interleaving allows the controller to write in the same
page location of the four memory chips, which also keeps the pro-
gramming times balanced to have similar writing times.

3.3 Memory Technology Device Layer

The seven asynchronous interface bus modes used to control
the memory are bus idle, command input, address input, data

Fig. 1. One-channel ultrasound system that can control up to 80 transducers for
this application.

TABLE 2
Memory Specification [11]

Characteristic value

Page size 8,640 bytes (8192 + 448 spare)
Block size 256 pages
Plane size 2 plane x 4096 blocks
Data storage capacity 8, 16, 32 or 64 GB
Page program time 2,600 ms (max)

Fig. 2. Physical arrangement of the memory chips.
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output, data input, write protect, and standby mode. The correct
combination of these modes allows the correspondingmemory chip
operation. Fig. 3 shows our MTD Layer. This MTD consists of 8
Finite StateMachines (FSMs), where 7 of them are used for the direct
interface with memory chips, and the other FSMmonitors the 4 R/B
outputs of the array.

The Asynchronous Interfaces Administrator Module (AIAM) is
responsible for controlling the FSMs according to the operation to
be performed. In the case of the page program operation: First, the
AIAM activates the communication with the memory chips
troughs the FSM of idle. Second, it sends the serial data input com-
mand activating the FSM of command. Third, it sends the address
of the page to be written by the FSM of address. Fourth, it loads the
data into the cache register of the selected memory chips (array 1
or 2) using the FSM of write, in this step, the FSM of write first
loads the 8,192 bytes of information, and later the 448 bytes of the
spare region of the page. Fifth, the AIAM activates the FSM of com-
mand to send the program command. This action initiates the page
programming process in the chips. The AIAM can detect the end
of a page program operation by monitoring the R/B output. R/B
changes logic status from “1” to “0” when the page programming
process starts and takes a maximum time tP of 2600 ms to return to
its logical state of “1” [11].

The task that the FSM of error performs is monitoring the 4 R/B
outputs of the array with which the AIAM is working. If the pro-
gram command is activated, and some R/B output does not change
from “1” to “0” logic, then the FSM of error automatically discards
the timeout for that chip. If the R/B output of a chip changes from
“1” to “0” logic but does not rise after the maximum time tP , then
the FSM of error generates a flag for the writing process to con-
tinue. This action ensures that storage operation continues even
though some memory chips fail during the pipeline inspection.

3.4 Information Protection

Fig. 4 shows how in each page program operation the information
is written in a four memory chips array. In the first step, the con-
troller writes the array one. This step includes chip 1 through 4,
where the memory chip 4 stores the sum. In the second step, array
two is written, which includes chips 5 through 8, where the chip 8
stores the product.

3.4.1 RAID-6 Architecture

In the FPGA, the NAND flash controller operates at 100 MHz. For a
page program operation, when the AIAM loads the data into the
cache register of the selected memory chips (array 1 or 2) using
the FSM of write, the signal that determines the frequency at which

the controller sends the data is WE. The frequency of theWE pin for
the memory chip operations is 10 MHz, so the FPGA has five clock
cycles (cc) during which the data are placed in the port while infor-
mation is being transferred to compute the ECC and the redun-
dancy. While the controller transfers the 8,192 bytes of information,
it calculates the redundancy P and Q and the ECC bits for the spare
area. When the controller has finished sending the 8,192 bytes of
information, it already has the ECC bits that it sends to the spare
region of the page.

The first redundancy unit is based on xor-operation and is
considered as the sum operator. Equation (3) shows this opera-
tion, where P refers to the sum of the data of each memory chip,
i refers to the page number, and k corresponds to the memory
number

Pi ¼
X6

k¼1

ðDi;kÞ 1 � i � n� 1: (3)

Each Di;k represents the information per page, and n is the total
number of pages in memory. Q denotes the second redundancy
unit. It refers to the sum of the data of each memory chip multi-
plied by a power of 2. To achieve this, we used the bit per bit
method of operation proposed by Mastrovito [33]. The main
advantage of this method is that it does not consume any RAM
block of the FPGA and allows the calculation of the product in 1 cc.
Equation (4) shows the product

Qi ¼
X6

k¼1

2k�1 � ðDi;kÞ 1 � i � n: (4)

Algorithm 1 shows the procedure performed for the redun-
dancy computation. It has a 1-bit register named Flat. This register
starts at “0” logic when the controller writes information in the
array number 1 (see Fig. 4). The index j indicates the number of
data within each page. For example, p2;100 indicates that it is the
data number 100 of the sum P2, and d30;5;200 indicates that the
addressing is the data number 200 in memory 5 on page 30.

Algorithm 1. Procedure for the Computation of the Sum and
Product within Each Page of Memory

Ensure: Flat is 1-bit register, 1 � j � 8191
1: if Flat is 0 and falling edge of WE pin then
2: Download pi;j�1

3: pi;j ¼ di;1;j þ di;2;j þ di;3;j
4: qi;j ¼ 20 � di;1;j þ 21 � di;2;j þ 22 � di;3;j
5: else if Flat is 1 and falling edge of WE pin then
6: pi;j ¼ di;4;j þ di;5;j þ di;6;j þ pi;j
7: qi;j ¼ 23 � di;4;j þ 24 � di;5;j þ 25 � di;6;j þ qi;j
8: Download qi;j
9: end if

To perform all redundancy operations in 5 clock cycles, the con-
troller has a dedicated module to work with 2 RAMs named P and

Fig. 3. Memory technology device layer.

Fig. 4. Memory chips arrangement.
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Q (see Fig. 5). The RAM P stores the sums and the RAM Q the
products. The redundancy module begins operations on the falling
edge of WE pin. In the first clock cycle (cc), the controller sets the
8-bit data pi;j�1 in the BUS 4 from memory 4 and 8 (see Fig. 2). In
the second and third cc, the sum of data from chips 1 to 3 and its
product (lines 2 to 4) are calculated in parallel and are stored in the
RAMs P and Q respectively.

When the writing of memory chips 5 to 8 begins, the controller
works with array number 2, and the Flat register changes to value
1. In the first and second cc, the controller computes the total sum
and product and stores them in RAMs P and Q respectively. In the
third cc, the controller sets the product qi;j in the BUS 4.

We do not save the backup of the sum on the first page of the
array 1 (see Fig. 4), so the first P is denoted by P�. In the second
write process of the array 1, the sum P1 of the data D1;k is written,
and in the second write process of the array 2 the product Q2 of the
data D2;k is written. In this way, the only page that does not have a
complete redundancy of the information is the last one to be writ-
ten (page n).

3.4.2 Hamming Codification

The MT29F128G08 memory must have an error correcting code
(ECC) for 24 bits per every 1,080 bytes of data [11]. We used the
ECC technique of extended Hamming (256,247) [27]. This tech-
nique permits the correction of one error or to detect up to three.
Because the Hamming method performs bitwise operations, we
developed the encoding of the information vertically. We used
an ECC module for each one of the 8 I/O data lines. In this way,
32 Hamming codes are computed in parallel when the controller
sends the information to the chips. Fig. 6 shows how we orga-
nized the ECC bits and the redundancy bytes in the memory
arrangement.

The Algorithm 2 shows the procedure performed in 5 clock
cycles for the ECC bits. Our algorithm uses two registers of 8 bits
named Reg and u as support. Reg is the counter that determines
which bit of the register u computes the xor-operation with the
input bit (a memory I/O pin). The u register stores the ECC bits cal-
culated by Hamming. In the first cc, the ECC module increases the
Reg register; then it computes the xor-operation of each incoming
bit, and the corresponding position bit (lines 3 through 7). In the
second cc, the ECC module increases Reg register, and if its value
is a power of 2, Reg again is increased. The ECC module repeats
this process for each 8-bit data sent to memory until Reg changes
to 0 (Reg is an 8-bit register, so the next value of 255 is 0), indicating
that 247 bits have been computed. Finally, in the third, fourth and
fifth cc the ECC module computes the xor-operation of 8-bits of the
register u (line 12) and writes the data to the RAM used for ECC
(line 13). For our data storage system will be compatible with

others industrial applications, it is necessary that the FPGA will be
10 times faster than the frequency of the WE pin. In this manu-
script, the discussion is limited only to showing the controller
structure to generate redundancy and ECC codes during data
transfer. However, the interaction between ECC by Hamming and
RAID-6 by RS is an important topic which is kept open for future
research.

Algorithm 2. Parity Bits Calculation x32, Hamming Extended
(256,247)

1: Reg ¼ 3; u ¼ 00000000; sum ¼ 0; bit; j
Ensure: Reg and u are 8-bit register, 0 � j � 7
2: while Reg 6¼ 0 do
3: Reg ¼ Regþ 1
4: sum ¼ sum xor bit
5: if RegðjÞ ¼¼ 1 then
6: uj ¼ uj xor bit
7: end if
8: if Reg ¼¼ 4; 8; 16; 32; 64 or 128 then
9: Reg ¼ Regþ 1
10: end if
11: end while
12: sum ¼ sum xor u0 xor u1 . . . xor u7

13: Transfer the data to ECC RAM

3.5 Flash Translation Layer

Fig. 5 shows the architecture of our FTL. The FTL-FSM of the con-
troller allows direct access to RAMs 1, 2, and 3. The RAMs 1’, 2’, 3’,
4’, P, and Q are not writable directly, only the internal modules can
write to them. The connection of the 4 NAND flash chips in parallel
increases the bandwidth by 4, so in each page program operation,
the information to be stored increases from 8 to 32 KB; however,
the inspection process only considers 24 KB of data, since 8 KB cor-
responds to a redundancy memory. To start a page program opera-
tion, it is necessary to fill the RAMs 1, 2 and 3 as much as possible,
since the memory MT29F128G08 only allows one programming
operation per page before an erase operation [11]. Equation (5)
shows the Number of Signals acquired needed to Full a memory-
Page (NSFP )

NSFP ¼ 24576

BT
: (5)

The number 24,576 is due to the sum of the capacity-bytes of
the 3 RAMs (1, 2 and 3) that are available for storing data. Con-
sidering 37 BT , we have a total of 664 NSFP . In this case, 8 bytes

Fig. 5. Block diagram of the FTL designed.

Fig. 6. Structure of data protection by Hamming (256,247) and RAID-6.
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remain on each page programming process. These 8 bytes store
additional inspection data.

4 SYSTEM IMPLEMENTATION AND PERFORMANCE

EVALUATION

We implemented the NAND flash controller in the Xilinx Virtex-4
FPGA (XC4VLX25). Through simulation, we determined that the
controller take a maximum time of the page program operation
(tw) of 3.297 ms. Fig. 7 shows the time analysis. The time tw includes
6 steps: 1) Loading the data into RAM (24 KB). 2) Sending the com-
mands and addresses to the NAND flash chips. 3) Sending the
8,640 bytes (8,192 bytes of information and 448 of the ECC). 4)
Sending the program command. 5) Waiting for the maximum pro-
gramming time (tp). 6) Checking for the status of the operation.
The computation of the redundancy and the ECC bits does not
appear within the six steps, since the controller computes them
internally, eliminating them from the sequential process.

The condition that governs the writing process in real-time
requires that tw < tfram, where tfram is the time to fill the 24 KB of
information, resulting from the multiplication of NSFP of 664 per
ta of 20.48 ms. Giving a time tfram of 13.598 ms. Therefore, the con-
troller satisfies the condition tw < tfram.

4.1 Comparison of the Data Storage System

We validated the ECC and redundancy modules by comparing
the results against the Matlab Communications system Toolbox.
Table 3 summarizes the space used in the FPGA of the proposed
controller against other existing controllers FPGA-based. The main
advantage of the proposed system is that it focuses on the low con-
sumption of slices and LUTs, mainly due to the optimization of the
controller to work with raw data.

4.2 Interleaving Validation

We carried out the characterization test of the page program
operation in a sequential way. We used the Hantek oscilloscope
model DSO-2090 USB for the data capture, with an error per test
of +/- 0.8 ms. Fig. 8 shows the controller characterization when
writing on the 4 memory chips for 64 consecutive pages. From
the test, we observed that none of the 64 writing processes
reached 3.297 ms. Also, we corroborated interleaving behavior.
Fig. 8 shows that in memory 1, when programming page 48,
and in memory 3 when programming page 7, the page program
operation time takes less than the expected time. However, this
behavior does not affect the controller since the time does not
exceed 3.297 ms.

4.3 Data Flow Validation

Equation (6) shows the variables necessary for the data flow esti-
mation of the proposed controller

Dataflow ¼ NT �BT � F
10242

: (6)

Where NT is the Number of Transducers, BT is the Bytes per
Transducer, and F is the maximum Frequency at which data bursts
are generated. F can be expressed as the PRF, or the division of the
PIG velocity by the ASR. A crucial test was to find themaximumdata
flow that the controller can reach to store raw data. Fig. 9 shows that
the controller can reach a data flow of 14.05 MB/s if there is no fault
in the memory chips response. According to Equation (6), with this
data flow, if F is equal to 600 Hz, with 37 BT , the controller could
store the information of up to 664 transducers (NT ). This amount of
transducers corresponds to 8 channels of ultrasoundworking at their
maximum performance (8 channels per 80 transducers, according to
Fig. 1). Equation (1) gives the distance (D) that the controller could
storewith the 8 channels.

The worst cases in terms of the time for the page program opera-
tion are when the program command is activated, and the R/B pin
of the chip changes logic state from “1” to “0” but does not rise after
the maximum time tP . If this incorrect response is presented in one
or two memory chips of the same array, the data flow drops to 9.68
MB/s, which is equivalent to 457 transducers, or 5 channels of ultra-
sound at maximum performance. If the fault occurs in 2 memory
chips, one in each array, the data flow drops to 7.28 MB/s, which is
equivalent to 343 transducers, or 4 channels of ultrasound at maxi-
mumperformance.

4.4 Using the Controller with Other Data Compressors

We tested the controller with two other compression techniques
widely used in PIGs. The goal was to check the page-level mapping
and the controller compatibility with other compressors. The first
technique was ALOK [4], [35]. This technique determinates the
maximums in a half wave of the ultrasonic signal. The ALOK tech-
nique recognizes only those data values which fall within a time
window, and are greater than or equal to the predecessor “i” of
8-bit data and which is greater than the successive “k” of 8-bit data

Fig. 7. Acquisition and storing of 24 KB of information.

TABLE 3
Comparison of Data Storage System with Existing SSD Structures Based on FPGA

Logic utilization FPGA Slices LUTs Block RAMS NAND flash
memory chips

FPGA-based SSD [13] Virtex-5 (XC5VLX330) 18 720 22 960 not specified 40
Ozone (O3) Flash memory controller [34] Virtex-5 (XC5VFX130T) 6 253 11 453 59 not specified
Hydra SSD [10] Virtex-4 (XC4VFX100) 25 159 36 299 139 32
Our design Virtex-4 (XC4VLX25) 1 301 2 465 24 8

Fig. 8. Test of page program operation time and interleaving validation.
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of the positive half-wave of the signal. This technique has a com-
pression ratio of 7.7 percent. The second technique was that pro-
posed by Lei et al. [5]. This technique stores all values that do not
fall within a pre-set threshold of zero. The technique places an
8-bit value of zero and a counter register that indicates the number
of zeros that are consecutive. The technique has a compression
ratio of 12 percent. Table 4 shows the results obtained using one-
channel ultrasound system to its maximum performance, indicat-
ing that our storage system is compatible with the most used
compressors in PIGs.

5 DISCUSSION

In this work, we set the number of memory chips as 8, where 6 of
them are for storage and 2 for redundancy. The CS of the chips can
be 8, 16, 32 or 64 GB, giving a total capacity to store information of
48, 96, 192 and 384 GB respectively. Equation (1) allows the calcula-
tion of the total capacity during the inspection process. The control-
ler can maintain a data flow up to 7.28 MB/s. Equation (6) gives the
maximum data flow generated by an inspection process. Fig. 10
shows a graph that allows selecting the CS of the memory chips
according to BT and data flow. In Fig. 10, the diagonal lines facili-
tate the selection of the CS of the chips according to the diameter
of the pipeline to be inspected. The diagonal lines were calculated
considering the circumferential resolution of 8 mm, an ASR of
3 mm, a PIG velocity of 2 m/s, and a Distance (D) of 100 Km. For
example, if a PIG inspects a 254 mm diameter pipeline with a data
compressor that generates 45 BT , then the PIG should have
100 transducers (NT ), and the CS of the memory chips should be
32 GB. If the pipeline diameter is greater than 355.6 mm, the inspec-
tion system needs to handle more than 140 transducers, so it would
be necessary to duplicate the storage system to achieve inspecting
100 Km.

This data storage system can be useful for other applications,
where is necessary to store continuous raw data. To achieve this, in
(6) the controller interprets NT as the sources of information, BT
as the maximum number of bytes for each source of information
and F as the maximum frequency at which data bursts will be gen-
erated. According to the analysis presented, this controller could
be used with another compressor of signals, and for other pro-
cesses where raw data generation is continuous.

6 CONCLUSIONS

The development of adaptable technologies has become an area of
interest for PIG-subsystems [2], such as storage systems customiz-
able for these devices, where the goal is to reduce costs. In this sense,
we presented and validated the development of a NAND flash con-
troller for a pipeline inspection process, where we used the RAID-6
scheme to protect the integrity of the information. The Reed Solo-
mon redundancy and Hamming parity bits are computed in real-
timewhile the controller writes the information in the cache register
of the selected die in thememory chips. Themain advantages of this
controller are 1) Improved data flowby the elimination of sequential
ECC and redundancy computation processes. 2) Usefulness for
multiple pipeline diameters and different amounts of bytes per
transducer, leading to the application in other techniques of com-
pression and reduction of signals. 3) Storage validation when the
velocity of the PIG reach up to 2 m/s. 4) System compatibility for
other applications with similar characteristics.

ACKNOWLEDGMENTS

This work has been partially funded by the Fondo Sectorial de
Investigaci�on para el Desarrollo Aeroportuario y la Navegaci�on
A�erea (ASA-CONACYT), through Project Number 242864. All
authors would like to thank Joseph Moeller for his help in improv-
ing the English manuscript. The first author would also like to
thank the anonymous reviewers for their detailed comments which
helped to improve the quality of this paper.

REFERENCES

[1] J. Soto-Cajiga, J. Pedraza-Ortega, C. Rubio-Gonzalez, M. Bandala-Sanchez,
and R. D. J. Romero-Troncoso, ‘‘FPGA-based architecture for real-time data
reduction of ultrasound signals,” Ultrason., vol. 52, no. 2, pp. 230–237, 2012.

[2] Z. Liu and Y. Kleiner, “State of the art review of inspection technologies for
condition assessment of water pipes,”Meas., vol. 46, no. 1, pp. 1–15, 2013.

[3] W. M. Alobaidi, E. A. Alkuam, H. M. Al-Rizzo, and E. Sandgren,
“Applications of ultrasonic techniques in oil and gas pipeline industries: A
review,” Amer. J. Oper. Res., vol. 5, no. 04, 2015, Art. no. 04.

[4] G. Dobmann, O. A. Barbian, and H. Willems, “State of the art of in-line non-
destructive weld inspection of pipelines by ultrasonics,” Russian J. Nonde-
structive Testing, vol. 43, no. 11, pp. 755–761, 2007.

[5] H. Lei, Z. Huang, W. Liang, Y. Mao, and P. W. Que, “Ultrasonic PIG for
submarine oil pipeline corrosion inspection,” Russian J. Nondestructive
Testing, vol. 45, no. 4, pp. 285–291, 2009.
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