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Abstract—Graphics Processing Units (GPUs) have evolved as powerful co-processors for the CNN training. Many new features have
been introduced into GPUs such as concurrent kernel execution and hyper-Q technology. It is challenging to orchestrate concurrency
for CNN (convolutional neural networks) training on GPUs since it may introduce synchronization overhead and poor resource
utilization. Unlike previous research which mainly focuses on single layer or coarse-grained optimization, we introduce a critical-path
based, asynchronous parallelization mechanism, and propose the optimization technique for the CNN training that takes into account
global network architecture and GPU resource usage together. The proposed methods can effectively overlap the synchronization and
the computation in different streams. As a result, the training process of CNN is accelerated. We have integrated our methods into
Caffe. The experimental results show that the Caffe integrated with our methods can achieve 1.30X performance speedup on average
compared with Caffe+cuDNN, and even higher performance speedup can be achieved for deeper, wider, and more complicated

networks.

Index Terms—Deep learning, parallelism optimization, scheduling, GPU

1 INTRODUCTION

EEP neural networks (DNN) have been widely applied for
D solving problems in many practical fields such as
image classification, object detection, speech recognition,
and language translation. Since training deep neural net-
works is a very time and resource consuming task, general-
purpose graphics processing units (GPUs) are often used to
accelerate the neural network training process. Several deep
learning platforms have been developed to train DNN,
especially convolution neural networks on GPUs [1], [2], [3],
[4]. It should be noted that although the existing platforms
are optimized for current GPUs, they may need to be
revised as the GPU architectures evolve in order to make
efficient use of the added features in new architectures and
retain good performance. This type of re-optimization is a
non-trivial task.

Graphics Processing Units (GPUs) have evolved as powerful
co-processors for many applications. In addition to the signi-
ficant increase in on-chip resources, e.g., more and faster
compute cores, larger shared memory , and more registers,
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many new features have also been introduced recently, such
as Hyper-Q technology, concurrent kernel execution, and
dynamic parallelism. Since the NVIDIA Kepler architecture,
concurrent kernel execution is designed to enable the simulta-
neous running of multiple CUDA streams on GPU. Multiple
streams bring several desired advantages. For example, data
transfer between host memory and device memory can be car-
ried out in parallel with the kernel computation to effectively
overlap the computation with the communication/memory-
copy. The execution of multiple kernels can also be interleaved
to enhance the resource utilization. Many GPU programs have
applied the concurrent kernel technique to enhance the perfor-
mance. A well known example is the CNN (convolution neural
network) training framework Caffe+cuDNN [2], [5].

By applying the concurrent kernels, we can also effec-
tively enhance the performance of CNN training which
requires frequent synchronization during the computation.
A convolution neural network consists of a number of
layers, ranging from several to a few hundreds of layers. The
BP (back propagation) algorithm is widely used for CNN train-
ing. BP is an iterative computational algorithm and in each
iteration a forward computation is performed layer by layer
from the first layer to the last to obtain the losses. Then a
backward computation is performed to back-propagate the
losses to update weight parameters for each layer in the
reverse order.

In the CNN training it may take a model multiple mil-
lions of such iterations to converge. During this process, the
strict global synchronization is needed. Generally speaking,
simply creating multiple streams for a computational layer
between two consecutive synchronization points may not
give a substantial performance improvement as the accu-
mulative overhead from frequent global synchronization
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may be high and can have significant impact on the overall
performance. Moreover, workloads often vary significantly
between inter-layer and inner-layer. Frequent synchroniza-
tion can result in poor resource utilization on GPU.

However, we argue that in each layer the computational
task can be partitioned into several sub-tasks with careful
dependency analysis for the whole training DAG. Although
all the sub-tasks need to be synchronized at the beginning
as they require the output of previous layers as their input,
some sub-tasks are just local sub-tasks, the output of which
is not passed to next layer as its input. Therefore these out-
puts do not need to be carried over. More specifically, in the
backward computation stage of training, feature maps,
weight, and bias in each layer need to be updated indepen-
dently by a loss function. The gradients for feature maps are
carried over as input of next layer, while the computation
and update of weight and bias gradient are local to each
layer. Therefore, the feasibility of fine-grained task parallel-
ism and the discrepancy of dependency between back-
propagation of losses and the updating of weight and bias
gradient bring opportunity to promote performance, if han-
dled properly.

Existing studies mainly focus on single layer optimiza-
tion, coarse-grained parallel or distributed communication
reduction. They fall short in matching the characteristics of
the network architecture and the dependency with the sup-
porting GPU, which may introduce synchronization over-
head and low resource utilization. In this work, we exploit
this global dependency discrepancy to embrace the new fea-
tures of GPU such as concurrent kernel executions, aiming
to improve GPU resource utilization while reducing the
synchronization cost. First, through the careful dependency
analysis of the network modelled as DAG (directed acyclic
graph). we apply the fine-grained task parallelism supported
with multi-stream to the inner-layer. Then, the asynchro-
nous execution is performed on inter-layers to eliminate the
synchronization cost and balance the workload between dif-
ferent layers. Last, a critical-path based scheduling strategy
is developed to both effectively use contending resources
and fully use idle resources. More specifically, we propose
the following methods.

1) Weapply the fine-grained task parallelism by careful
dependency analysis and utilize multiple streams on
GPU, each being responsible for one gradient
subtask. If one stream does not need all the comput-
ing cores, those idle cores can be allocated to
other streams so as to increase inner-layer resource
utilization.

2)  Only the stream which computes the gradient of fea-
ture map has to be synchronized at both the begin-
ning and the end of the computation phase in each
layer. In order to overlap the synchronization and the
computation in different streams, we adopt the asyn-
chronous mechanism, such as events, to control the
execution of the streams for updating local weight
and bias. As a result, the strict global synchronization
can be eliminated. With the asynchronous execution,
the gradient computation of weight and bias in a layer
can be performed concurrently with the computation
in its successive layers. Consequently, the workload

among different layers can be balanced and resource
utilization can be improved.

3) We identify the streams which need strict synchroni-

zation discussed above. We call them critical streams.
The streams which update local parameters (thus do
not need synchronization) are called non-critical
streams. We propose a critical-path based priority
scheduling strategy. This way, the execution of non-
critical streams can be delayed and performed only on
idle computing cores left by the critical streams. By
doing so, we can effectively utilize the resources that
are either idle or contended in the whole iterations.

We implement our methods into Caffe and develop an
efficient deep learning framework called TurboDL. The
experimental results show that TurboDL is able to improve
the performance by approximately 30 percent.

The rest of this paper is organized as follows. The detail
of TurboDL and the optimization methods are presented
in Section 2. The system design and implementation are
described in Section 3. The experiments with TurboDL are
presented and the results are analyzed in Section 4. Related
work is discussed in Section 5 and finally, the conclusions
and future work are presented in Section 6.

2 METHODOLOGY

In this section we elaborate our motivation first and then
propose a few simple yet effective optimization methods for
the CNN training, which include the fine-grained parallel-
ism in the inner-layer, an asynchronous execution mecha-
nism to eliminate the synchronization cost and balance the
inter-layer workload, a critical path based scheduling policy
to effectively utilize the resources that are either idle or con-
tended in the whole iterations.

2.1 Motivation

Changes of both neural network models and GPUs architec-
tures drive us to rethink the optimization scope for DNN
training. On the one hand, neural networks are becoming
wider and deeper with complicated, dense connections and
multi-paths due to the introduction of more convolution
layers with small kernels [31], depth-wise separable convo-
lution [11], deep residual learning [12], channel shuffle [13],
and dense connection [14]. On the other hand, advanced
features are gradually introduced to new generation GPUs,
such as concurrent kernel execution and hyper-Q technol-
ogy, which provide users more opportunities to improve
the performance of their applications.

We installed the popular deep learning frameworks,
Caffe [2] along with cuDNN, on morden NVIDIA GPUs
P100 and K20 and conducted a number of experiments
using typical neural networks such LeNet [33], VGG [30],
ResNet [12], GoogLeNet [31], CaffeNet [32] to identify the
performance issues of these popular frameworks. We uti-
lized the NVIDIA profile tool [27] to obtain the resource
usage of GPUs. Although Caffe+cuDNN uses the optimized
functions from cuDNN and applies concurrent streams and
batch techniques to enhance the resource utilization, we
observed poor GPU resource utilization while the kernel
occupancy was low (less than 30 percent on average) even
when being run with multi-streams. The warp occupancy
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Fig. 1. Flops for main layers in AlexNet. C and F stand for convolution
and full connection layer respectively.

for most kernels was lower than 25 percent during the com-
putation. We also observed peaks and valleys in resource
utilization and periodic synchronization between the layers
during the whole training process (the detailed profiling
results are presented in Section 4.3 and the issues for other
frameworks are discussed in Section 3.3). Those results indi-
cate that it may not produce a substantial performance
improvement by simply applying multiple streams to CNN
training but being ignorant of the underlying network struc-
ture features and computation characteristics.

There are two issues which impact on the efficiency of
resource utilization. A typical CNN consists of multiple dif-
ferent layers such as convolution, polling, batch normaliza-
tion, and loss. The CNN training is a very time consuming
process. In particular, computation for the backward phase
is more expensive than that for the forward phase, and
most computations are performed in the convolution layers.
Since the computation is performed layer by layer, the
imbalanced workloads among different layers can signifi-
cantly affect the resource utilization. For example, in Alex-
Net as illustrated in Fig. 1, the workload in terms of flops
for main layers such as convolution and full-connection can
vary by as much as 56X. Even for the same type of convolu-
tion, the flops can vary from 74M to 223M. Other neural net-
works have similar characteristic. Since the output of one
layer is the input of the next layer, the parallelization in
most existing CNN platforms is coarse-grained and they
perform the computation synchronously from one layer to
another. Frequent synchronization between layers can also
reduce the resource utilization. Based on above observation,
we propose the techniques in the following subsections to
effectively address these problems.

2.2 Data Dependency Analysis and Fine-Grained
Task Partitioning

Multi-stream concurrency is an efficient way to utilize the
characteristic of GPUs multi-cores. For the complicated
GPU workloads such as CNN training, our studies suggest
that the fine-grained parallelism is feasible. Through depen-
dency analysis and data parallelism, we can decompose the
task into independent sub-tasks with each sub-task being
run by a kernel concurrently, so as to improve resource uti-
lization in GPU.

For the CNN training, previous research mainly focuses
on the parallelism 1) between layers such as independent
scale convolution layers in inception [31], 2) between
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Fig. 2. Fine-grained decomposition of one in backward

propagation.

layer

different images in a mini-batch, and 3) between different
convolution groups in an image. We call those parallel
methods the coarse-grained parallelism [35]. Finding fine-
grained parallelism between different sub-tasks in a layer
for CNN training can potentially improve resource utiliza-
tion further. Specifically, a convolution layer involves the
following computations in CNN training.

A =W, ® A, + B (6))
VW, = VA, @A 2

VB, =Y VA, 3)
VA, =VA. eW,. 4)

The forward convolution computation can be expressed
by formula 1. In this formula 4;, W;, and B; are activation
(also called feature map), weight, and bias, respectively, in
convolution layer i. In the backward computation the gra-
dients computation for feature, weight, and bias of layer i,
denoted by VA;, VIW;, and V B;, respectively, are calculated
using Formulas 2, 3, and 4!

We can see from the above formulas that the computa-
tion of VA;, VW;, and VB; all need VA;;; from layer i + 1
in addition to local data A; and W; in backward stage , while
VA;, VW;, and VB; are independent to each other. More
general, several layers of a typical CNN architecture are
depicted in Fig. 2 to illustrate the data dependencies
between the layers.

In the figure, the rectangles represent the layers (Note it is
a non-linear CNN for generality and a linear CNN is just a
special case). The orange ellipses on the right represent sub-
tasks for VA, VW, and VB in two consecutive layers i and
1 + 1, while the data dependencies are denoted by the dashed
blue arrows. Using this representation we can easily draw a
fine-grained DAG to identify the data dependencies for back-
ward (or forward) computations in CNN training. Based on
the derived DAG, we implement those sub-tasks with indi-
vidual kernels and then create multiple streams, each for run-
ning one sub-task in a layer, to realize the concurrent kernel
execution. Moreover, the characteristic of the fine-grained
dependency provides us the space for further cross-layer
optimization, which will be discussed in next subsection. It is

1. For brevity, we have simplified the formulas to highlight their
core dependencies, in which ® stands for convolution operation, which
can be implemented by various methods (such as imtocol and then
matrix multiplication), while @ stands for the backward convolution
process by matrix multiplication or other methods.
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Fig. 3. Synchronous/asynchronous execution between layers in back-
ward propagation. Blue striped rectangle indicates the synchronization
overhead.

worth noting that except weight definitions, this sub-task
decomposition can be applied to many layers with learnable
parameters such as convolution, full-connection.

2.3 Asynchronous Execution Between Layers
Now the computational task in each layer is partitioned into
several sub-tasks. Although all the sub-tasks will be syn-
chronized at the beginning as they require the output of the
previous layers as their input, the synchronization relation
of those sub-tasks may only rely on some particular parts of
the previous layers (not on the entire layers). The outputs of
some sub-tasks in previous layers are kept local and do not
need to be carried over to the current layer. We call these
sub-tasks local sub-tasks. This insight provides us new
scope for further performance improvement. We introduce
the pipeline mechanism along with asynchronous execution
to further improve the degree of parallelism between layers.
By doing so, we can eliminate strict global synchronization
in many occasions and also balance the workloads between
different layers.

After partitioning the task of a layer into several sub-
tasks and identifying the data dependencies, we can apply

concurrent kernels to execute the sub-tasks in each layer
simultaneously, as shown in Fig. 3a. As mentioned previ-
ously, simply running multiple streams may not achieve
substantial performance improvement. The main problem
is the strict synchronization between layers, that is, a global
synchronization is placed at the beginning of layer i to block
its computation until the completion of the computations in
layer 7+ 1. This kind of frequent global synchronization
incurs large overhead and causes severe load imbalance
across layers. As the consequence, GPUs resources may be
wasted, which causes low resource utilization, especially in
the backward computation stage.

Fortunately, fine-grained task parallelism not only pro-
vides us with the opportunity to increase resource utiliza-
tion with kernel concurrency but also eliminate a lot of
synchronization overhead with asynchronous execution,
which is impossible in previous coarse-grained layer-centric
approaches. We can see from Fig. 2 that the sub-task for acti-
vation gradient map VA4, in layer i only needs VA, as its
input and can start immediately when V A;, becomes avail-
able from layer i + 1. Thus it is independent of both VW,
and VB;,; and no longer waits for completion for all com-
putation of layer ¢ + 1. Applying the asynchronous execu-
tion mechanism such as events to control the sub-task
execution, we may largely remove the strict global synchro-
nization as partial sub-tasks in a layer can be fully asynchro-
nous scheduled in a pipeline manner. An ideal case is
depicted in Fig. 3b. In the figure the computation of VA;
and VA, are still strictly synchronized. However, the syn-
chronization can effectively overlap the computation of
VWi, 1. The computation, e.g., of VW, in this example, in
layer i + 1 is also performed simultaneously with the com-
putation in layer i or other layers to achieve the workload
balance across the layers.

Two more issues need to be discussed here. First, to
make our asynchronous execution of multi-stream work,
the initial task partition is very important. We need to care-
fully partition the task into sub-tasks so that only a subset
of the sub-tasks need synchronization at both ends, while
different sub-tasks should be independent to each other.
Second, so far our optimization technique provides the
opportunity to overlap the computation and synchroniza-
tion across the layers. Fig. 3b shows one possible situation.
Another possible situation which is not ideal is depicted in
Fig. 3c. We can see from this figure that if VA;; takes the
longer time to complete in layer ¢ + 1, no computation in
layer i can start before completion of VA; . This is effec-
tively the similar situation as the one where strict global
synchronization is performed between layers. Another opti-
mization technique to address this problem is discussed in
next sub-section.

2.4 Critical Path Based Sub-Task Scheduling

As discussed above, fine-grained inner-layer parallelism and
asynchronous inter-layer execution produce a higher degree
of parallelism. When GPUs resource is sufficient, these dif-
ferent sub-tasks can execute concurrently in individual
streams and kernels, such as VA;, VIW;, VB;, VW, 1, and
VB, (note that VA;; has completed). However, GPUs
resource may not be always sufficient to afford running the
kernels in parallel especially when VA;,; is longer than
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VWii1. When the resource shortage occurs, the problem
arises how we can schedule different sub-tasks in an efficient
manner so that the resource is efficiently utilized and the
overall iteration time is minimized.

From the perspective of DAG, different sub-tasks in a
layer have different characteristics, some are local sub-tasks
with long reuse distance between iterations (specifically, the
distance between the gradient computation point in current
iteration to the parameter usage point in subsequent itera-
tion for the same layer), while some are on the critical path
of the DAG. Based on this observation on the discrepancy of
dependency, we propose a novel critical-path based sched-
uling mechanism, which assigns different priorities to the
sub-tasks according to their paths in CNN training.

The execution order of the sub-tasks affects the global
iteration time and resource efficiency. If the output of a sub-
task (e.g., the one for computing VA;.) in layer ¢ + 1 needs
to be synchronized and used immediately as the input of
layer ¢ in the backward phase, the sub-task is deemed as a
critical sub-task. The critical sub-tasks then constitute the
critical path. The sub-tasks whose outputs are not needed
immediately (for example, the sub-tasks for calculating
VW; and VB;, whose outputs are only needed in next itera-
tion) are classified as non-critical sub-tasks. The paths con-
taining the non-critical sub-tasks are non-critical paths.

Then we assign different priorities to those paths utiliz-
ing path discrepancy. The rationale behind this assignment
strategy is that 1) prioritizing the execution of critical tasks
will advance the execution of the following layers, and can
also effectively overlap the computation of non-critical sub-
tasks with the synchronization of the critical sub-tasks; 2)
the streams that run the non-critical sub-tasks can take full
advantage of idle resources in GPU. The non-critical sub-
tasks are not restricted to run in the same layer as the critical
sub-tasks, but can be run in other layers in which there are
free GPU resources. For example, the computations of
VWii1 and VB, are not restricted to layer i + 1, but can be
run in a layer (e.g., layer ¢) which is the predecessor accord-
ing to the topological order when there are idle resources in
the layer. This strategy not only speeds up the execution of
critical sub-tasks, but also significantly improves the
resource utilization during the whole training process. Next
we will discuss the priority policy in detail by conducting
the analysis for the critical paths, starting from the analysis
in a single layer to the analysis for the entire network.

Path Analysis in a Single Layer. In a single layer, there are
different types of computation paths as follows in the CNN
training. 1) Parameter gradient paths such as VI¥; and V B;.
2) Activation gradient paths, such as VA;. 3) Parameter
update paths, which update the weight according to gradi-
ent. 4) Data transfer paths, which exchange the gradients in
the parameter server [19], [20] architecture with multiple
nodes or one node equipped with multiple GPUs.

These computation paths have different characteristics.
For example, activation gradient computation paths are crit-
ical paths as their outputs are needed immediately by the
subsequent layers along with strict synchronization. There-
fore, delaying the execution of the sub-tasks on this type of
paths will also delay the start of the subsequent layers.
Scheduling the sub-tasks in these paths with the high prior-
ity can reduce the overall training time.

IEEE TRANSACTIONS ON COMPUTERS, VOL. 70, NO. 4, APRIL 2021

Parameter gradient paths are non-critical since the execu-
tion of a sub-task on these paths can be delayed as long as it
can finish before the forward computation in next iteration
for the same layer. Therefore, it is possible to postpone the
executions of the sub-tasks in these paths until better tim-
ing, such as when GPUs resource utilization is low or the
critical sub-tasks are in synchronization.

Transfer paths in the parameter server architecture have
the similar feature as the parameter gradient paths since the
sub-tasks in these paths can overlap their communication
with the computation by starting pushing the data to
parameter server after the computation of parameter gradi-
ent and finishing pulling from parameter server before the
computation in next iteration for the same layer.

Take the situations in Figs. 3a and 3b as an example.
When the critical-path based scheduling is applied, VA,
is assigned with a high priority as it is on the critical paths
according to the above analysis. Therefore thread blocks
from kernel VA4, have the higher priority to be scheduled
and run on GPUs, which leads to the prompt start of the ith
layer. On the contrary, VW;,, is on the non-critical paths.
Its execution can be postponed until fewer critical sub-tasks
are utilizing the GPU resources (e.g., VA is in synchroniza-
tion, or the workload of VA is low in some particular
layers). Moreover, VW, as the non-critical sub-task does
not have to be restricted to run in layer ¢ + 1, but can be run
concurrently with the sub-tasks in other layers. By doing so,
it not only balances the workload among all layers, but also
reduces the idle GPU resources in the whole iterations as
much as possible. This method reduces the computation
time of the critical sub-tasks significantly in the whole train-
ing process while imposing no side effect on the execution
of non-critical sub-tasks.

Path Analysis of the Entire Network. In the entire network,
there are multiple groups of convolution channels for one
image or a mini-batch. Moreover, there are multi-scale con-
volutions and dense connections to previous layers. All
these complicated connections among layers increase both
the quantity and the complexity of the paths in a network.
In this section, we extend the path analysis in a single layer
to that in the entire network.

In order to gain insight into this complex network struc-
ture, we would like to identify the global critical path in the
entire network. We abstract the DAG representing the entire
network to a sequence of layer blocks. Each layer block
includes of a number of layers. Each block starts from a fork
layer and ends with a merge layer, which represents syn-
chronization. Fig. 4 illustrates the structure of an exemplar
network in terms of layer blocks. The entire network con-
sists of two layer blocks (blocks 1 and 2) in this figure. Block
1 starts from layer L1 (a fork layer) and ends with layer L6,
which is a merge (i.e., synchronization) layer. After block 1
is completed, block 2 then starts from Layer L7 (fork) and
ends with Layer 13 (merge). The layer-block structure of
this type is ubiquitous in many networks, such as inception
unit in GoogLeNet [31], residual block in ResNet [12], and
dense block in DenseNet [14].

Since the layer blocks are run in sequence, we only need
to analyze the critical paths in each layer block. In a layer
block, there are different paths from the fork layer to the
merge layer, which we call layer paths since a path consists
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Fig. 4. The path analysis for the entire network.

of layers. We assign different priorities to different layer
paths (Note that there are two levels of priorities, the prior-
ity for layer path and the priority for sub-tasks as presented
in previous subsection). The path priority is assigned as fol-
lows. We estimate the computation time of activation gradi-
ent (i.e.,, VA;) in each layer in a path. The total computation
time of V4; in all layers of a path is regarded as the distance
of the path. The longest layer path in a layer block, which is
the critical path in the block, is assigned with the highest
priority. Note that when assigning the path priority, we
only consider the computation time of VA;, not VB; and
VW;, since VB; and VIW; can be run fully asynchronously
with the layers in other layer blocks. Take Fig. 4 as an exam-
ple.” We assign the highest priority to the yellow layer path
in the backward layer block 1, which includes layers L1, L2,
L3, and L6, since it is the longest layer path in the block.
After assigning the priorities to the layer paths, the
method presented in path analysis in a single layer is then
applied to assign the priorities to individual sub-tasks in
each layer. With this hierarchical priority assignment, our
scheduling strategy is aware of the underlying network
structure as a DAG and is able to work effectively in the
ever-increasingly complicated networks as they evolve
towards the trend with denser connections and more paths.

3 SYSTEM DESIGN AND IMPLEMENTATION

We apply our methods discussed in previous section into
the CNN training. Then based on Caffe [2], we develop a
highly efficient neural network training framework, called
TurboDL. In this section, we first present the architecture of
our system by introducing the main components. Then we
describe how we integrate our three methods into Caffe [2]
and also discuss a few issues.

3.1 System Overview

Fig. 5 shows the system architecture of TurboDL. The system
contains four main modules: network decomposition mod-
ule, critical path identification module, schedule module,
and dependency maintenance module. Network decomposi-
tion module receives the network as input, then decomposes
the network into fine-grained sub-tasks. The critical path
identification module identifies the critical paths in the
decomposed DAG by taking into account network structure
and computation dependency. The schedule module sched-
ules the kernels of different paths to run in parallel on GPUs

2. Note that some layers may not have W or B such as the MaxPool-
ing layer.
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Fig. 5. System architecture.

with different priorities (specially, with multiple streams).
The dependency maintenance module maintains the syn-
chronization through events and callback to guarantee the
correct training.

Network Decomposition Module. The network decomposi-
tion module automatically processes the network file (such
as prototxt file). By doing so, TurboDL does not require any
change in users’ program codes and therefore TurboDL is
transparent to the users. It collects the whole network infor-
mation including connection relatives of each layer, layer
type, input tensor dimensions, whether the parameters of
each layer needs to be updated, memory footprint through
automatic inference, GPUs information such as the number
of cores, register, shared memory capacity, peak flops. Note
that we use the same methods from [10], [17] to estimate the
calculation time of each layer and each sub-task, and revise
it with profiling the stand-alone running of one iteration
since it has been shown that the CNN training has the char-
acteristic of repetitive computation and predictability [34].

Based on these information, we further decompose the
network into fine-grained sub-tasks in each layer such as
parameter gradient computation, activation gradient com-
putation, and parameter updating, and implement these
sub-tasks in individual kernels. Then edges among these
fine-grained sub-tasks are reconstructed according to their
dependencies. In our current implementation, the sub-task
decomposition process for a layer is manual. We analyze
the mathematical relationship between the input and output
of the layer, obtain independent computational subsets for
each input through the automatic derivative function. If an
unknown layer is encountered, it can be decomposed recur-
sively into basic known operations such as linear layer, and
the dependency among the subtasks corresponding to each
part of the input is then recorded. After the decomposition,
the entire fine-grained DAG is constructed automatically
according to the dependency.

We batch all the images in a mini-batch to form a big ker-
nel as cuDNN [5]. Thus, it reduces the cost of kernel launch-
ing because a bigger matrix multiplication is more efficient
than multiple small matrix multiplications [6]. We rebuild a
more accurate DAG in which each vertex represents a com-
putation sub-task with its estimated time and each edge rep-
resents their reading after writing dependency. Therefore it
is completely different from the original DAG in Caffe [2],
MXNet [1], and TensorFlow [4]. If the vertices of an edge in
the DAG are in different paths, the edge leads to the auto-
matic injection of synchronization codes. The DAG construc-
tion is conducted automatically. First, the popular layers
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(about 15 typical layers) are decomposed into sub-tasks
(individual kernels) offline. Then when the network is pro-
vided online, the DAG is re-factored layer by layer according
to the topological order. In particular, the fine-grained nodes
and edges are added based on the dependency between the
layers. This process is conducted only once for the whole
training with thousands of iterations. Moreover, it is scalable
as its complexity depends on the number of layers in the net-
work, which is usually in the range of dozen to hundreds.

Algorithm 1. Critical Path Identification and Construc-
tion Algorithm

Inpput: G:fine-grained graph; g, a:relative priority adjustment
parameter
Output: paths:paths consisting of all sub-tasks with priority
: for each node € G do

compute DD(node) using SSP;
end for
: topological sorting for each node in G
: segment G into layer_blocks
: for each block in layer_blocks do
for each layer_path in block do

t(layer_path)« > time(V A;)(i€layer_path)

9: end for

10:  Sort(layer_path,t)
11:  assign priority to layer_path according to order
12:  for each layer_path in blocks do

PN XN

13: create paths[sub-task.type.num]

14: for each layer in layer_path do

15: for each sub_task in layer do

16: AssignPath(sub_task, DD(sub_task), paths)
17: if DD(sub_task)==1 then

18: sub_task.path«—criticalpath

19: end if

20: end for

21: end for

22: for pathepaths do

23: if path.sub_task.type == V B then

24: path.priority<—layer_path.priority — B
25: else

26: if path.sub_task.type == VW then
27: path.priority—layer_path.priority — o
28:

29: else

30: path.priority—layer_path.priority
31: end if

32: end if

33: end for

34:  end for

35: end for

Critical Path Identification Module. After the fine-gradient
DAG graph is built, more opportunities for inner-layer and
inter-layer parallelization can be exploited. The critical path
identification module is responsible for path identification,
classification, and construction. We implement the critical
path analysis and hierarchical priority assignment for each
layer block. The critical-path identification algorithm is out-
lined in Algorithm 1. In the algorithm, DD ( dependency dis-
tance) is the metrics to quantify the importance of different
sub-tasks, defined by the distance from a certain node (sub-
task) to its first reused node across iterations, which is similar
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Fig. 6. A scheduling example with multiple streams.

to the aforementioned reuse distance. It is worth noting that
when there are group convolution applied to a convolution
layer, we only need to build the streams for each convolution
group as they can be executed in parallel. Thus we omit it in
our algorithms for simplicity. Through the critical path iden-
tification module, we only need to build as many steams as
the number of the layer paths, rather than the total number
of sub-tasks for all the layers. This method can reduce the
overhead of streams creation, management while retaining
the correct dependency relation.

Schedule Module. The schedule module is responsible for
scheduling at run-time and implementing our asynchro-
nous and critical-path based schedule strategy. It first builds
multiple streams with different priorities using the CUDA
API cudaStreamCreateWithPriority and assigns the paths
to the streams. At run-time, the schedule module schedules
the vertex in the DAG to the corresponding streams and all
vertexes in the same path will be assigned to the same
stream. These vertexes in the same path can safely maintain
dependency and correctness since the kernels in the same
stream are executed sequentially. Moreover, different ver-
texes in different paths can be executed concurrently across
the streams as long as there are GPU resources available.
If the kernels in different streams have a dependency edge,
the dependency maintenance module will apply the event-
based lightweight synchronization and callback mechanism
to enforce the dependency, which will be presented in next
subsection.

As illustrated in Fig. 6, we use a typical partial network
architecture with six layers as an example. In the figure, the
backward-propagation of the layers is decomposed into nine
independent computing paths. Calculations of VA;.9, VA1,
V A; are on the critical layer path. Thus we assign them to the
stream with the highest priority. While VA;_;, VA;_5 are on
the less critical path, they have higher sub-task priorities than
other sub-tasks for calculating VW and V5. VIV and VB are
in the stream with the least priority. Since VA; is dependent
on VA;1, we put them into the same stream. VW;, VA;, VB,
have no dependency with VW, ; and VB, the execution of
VW1 and VB, can be delayed and executed in parallel
with other kernels in the subsequent phases until when GPU
resource utilization is low. Because VA, is in the stream
with the highest priority, the waiting time of VA; can be
reduced, which, as a result, shortens one iteration time.

Dependency Maintenance Module. We assign different sub-
tasks in different streams to fully exploit the parallelism.
However, problems arise when the reading-after-writing
dependency is broken, which may cause the incorrect train-
ing results. In Fig. 6, VIW; and VB; depend on the results of
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VA;;1. If this dependency is not met, VIW; and VB; will get
the stale result from last iteration, which can affect the conver-
gence speed. To synchronize VA; , before VIV; and VB;, we
apply the CUDA event and light-weight synchronization
between the streams. When visiting the DAG, if there is a
dependency edge between the kernels in different paths,
we use CUDA API cudaFventCreate to create an event
and record the event at the synchronization point in the
source stream by using cudaFventRecord, and then use
cudaStreamWait Event to synchronize and wait in the target
stream. For example, we assign event;; to streaml after ker-
nel VA;;;, and synchronize this event before issuing VIW;
and VB, to the stream?2 and stream3. Moreover, the callback
functions are added by calling cudaStreamAddCallback for W;
and B;. This way, we can update the parameters further asyn-
chronously according to their gradients. In order to reduce
the synchronization cost, we use cudaStreamWaitEvent
instead of cudaDeviceSynchronize because the former is light
while the later synchronizes all the streams, which incurs a
higher cost.

3.2 Integrate Into Caffe

We integrate the proposed methods into Caffe, and modify
the layer schedule code in the Net class, which is responsible
for layer schedule and kernel execution. Unlike Caffe-
cuDNN, we create the streams in Net globally rather than cre-
ate the streams per-layer. By doing so, we can facilitate the
global scheduling, easily enforcing our priority assignment in
different paths and adding the dependencies if necessary. In
the per-layer implementation, we modify the forward and
especially backward process to decompose the layer into the
fine-grain sub-tasks and implement them in individual ker-
nels, which can then be launched independently.

3.3 Discussion

Some Implement Issues. In this paper, we assign different pri-
orities to the sub-tasks in order to efficiently utilize the
GPUs resources across different layers. We implement this
method based on the accurate global dependency analysis,
the support of multiple streams, and hierarchical priority
assignment. There are multiple levels of priority (e.g., there
are three priorities, which are highest, less, and least prior-
ity, in Fig. 6). However, in our testbed 100, there are only
two priorities (-1 and 0). To solve this problem, we propose
two methods, In method one, we assign the kernel with
least priority to the hardware stream with the priority of 0
(low priority). Both the kernels with the highest and the less
priority are assigned to the stream with priority -1. But we
control the running order of these two kernels by control-
ling when the kernels are put into the run-queue of the
stream as well as their positions in the queue.

In method two, we add additional synchronization to
simulate priority difference between multiple streams with
the same setting of original priority. For example in Fig. 6,
we set stream 1, 4, 7 with high priority (eg, -1 for P100), and
add a synchronization from VA;;; to VA;_» and VA4, 3.
This method makes the overall priority of stream 1 higher
than streams 4, 7. Although both methods may introduce
some overhead, our hierarchical path and priority analysis
can be applied to the higher-end or future generation GPU
devices, in which more priority levels are supported.

Extension to Multiple GPUs. Our method is general and it
can be easily extended to the system with multiple GPUs. In
the system setting with multiple GPUs, the main difference
is an extra parameter propagation process across multiple
GPUs through the communication scheme such as using the
CPU to act as the Parameter Server and collect the local
updates from multiple GPUs [19], [20], or using the all-
reduce communication to aggregate local updates [40]. The
computation process in each GPU is the same as in Section 2.
We can use the following mechanism to further improve the
performance of running TurboDL in the multi-GPU setting.
In the backward propagation phase, we can use the no-wait
propagation optimization presented in [16] to communicate
the gradients. Namely, once the gradient of a layer is calcu-
lated, we assign the kernel for the gradient propagation to
an individual stream and move on to calculate the gradient
of the previous layer. By doing so, we can effectively over-
lap the communication and the computation of the gra-
dients by making use of the GPU support for concurrent
communication and computation.

In next iteration, the forward phase of a layer cannot start
until its parameters have been updated. Thus we can add a
synchronization event between the parameter updating and
the forward computation. By using the fine-grained subtask
synchronization within a layer across iterations as above,
we can effectively eliminate the global synchronization at
the beginning of each iteration. This way, we can fully over-
lap communication and computation, and make next itera-
tion start earlier. Moreover, we can assign different
priorities to individual communication streams (for com-
municating the gradients of the layers). When the reuse dis-
tance of a gradient (the reuse distance is defined at the
beginning of the second paragraph in Section 2.4) is shorter,
the communication stream for sending this gradient can be
assigned with a higher priority. This way, we can reduce
the waiting time of subtasks.

Extension to Other Applications. Although in this paper,
we mainly utilize CNN as the example to show the effec-
tiveness of our methods, our methods have an excellent
potential to be applied to other complicated multi-stage
applications, such as database query processing, and other
network architectures, such as RNN, tree neural network,
generative adversarial network, Graph-based Convolutional
Neural network (GCN). This is because the characteristics of
those workloads indicate that the critical path analysis and
the asynchronous execution proposed in this work should
also be applicable to improve the performance, although
more complicated dependencies may have to be taken into
account. For example, in RNN, we can build the critical
paths not only for the layers but also for the steps within a
layer to capture the time dependency. For GCN, we need to
analyze the critical path and apply the pipeline and the
asynchronous optimization between the layers among the
consecutive graph levels. We leave these detailed extension
work in these aspects to future work.

Applicability to Other Frameworks. It is worth noting that
our methods are equally applicable to other data-flow based
deep learning frameworks such as MXNet [1], TensorFlow
[4], Caffe2 [3], and PyTorch [41]. Those graph-based analysis
systems utilize the data-flow based mechanism to schedule
the operators. As long as the inputs for an operator are ready,
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the operator can be scheduled to execute. Even though those
systems apply many techniques to optimize the graph execu-
tion such as operator fusion, common subexpression elimi-
nation, they lack the fine-grained decomposition within the
operators and ignore the dependency difference between
fine-grained subtasks. Also they do not consider the critical
path in the network, but use a simple topological order. Due
to their coarse-grained nature, those systems also incur the
unnecessary synchronization overhead between layers (or
operators), lower the resource usage, and cause the limited
degree of parallelism as what happen in Caffe-cuDNN.
These three optimization methods developed in TurboDL
can be applied to those systems too. Extending the existing
framework to integrate our method includes the following
work: 1) modifying the schedule module of the existing
framework, 2) conducting fine-grained decomposition based
on the existing DAG, 3) utilizing automatic derivative func-
tion and kernels inside the operation to build a fine-grained
DAG, 4) analysing the cross-iteration dependency distance
to prioritize different streams for different paths before
scheduling. The applicability of our methods have been
demonstrated by the implementation of the methods in Caffe
for fast prototype implementation.

4 EVALUATION

To evaluate the efficiency of our proposed optimization
methods, we integrate those methods into Caffe [2], a popu-
lar deep learning framework used in many deep learning
research due to its easy programming feature. Users only
need to write a network file to construct their custom net-
work and specify the hyper-parameters. Moreover, Caffe
can utilize highly optimized deep learning library such as
cuDNN [5] to accelerate the computation for most layers
optimized for NVIDIA GPU. Our experiments are con-
ducted on different NVIDIA GPUs with many well-known
networks.

4.1 Experiment Setup

Cluster Configuration. We conduct our experiments on two
different GPUs, P100 and K20, those two GPUs have differ-
ent number of cores from diverse architecture generations
(Pascal and Kepler respectively) and with different compu-
tation capacity. Both of them support multiple streams and
hardware-managed connection from Hyper-Q, which allow
the parallel execution of more kernels without the effect of
false dependency. Our testing platform is equipped with
two eight-core Xeon-2670 2.60 GHz CPUs with 32 GB mem-
ory, we run our system on CenterOS 7.5, with the gcc ver-
sion 4.9. We use cuda 9.0 with cudnn V7.4.2 for all the
experiments. The experiments are conducted on a single
NVIDIA P100 GPU except the experiments in Fig. 10, which
are conducted on K20 and P100.

Workload Configuration. Our experiments use three famous
datasets for image classification. (1) MNIST, which contains
60K images for training and 10K for testing with 10 catego-
ries. (2) CIFAR-10, which contains 50K colored images for
training and 10K for testing with 10 categories. (3) ILSVRC-
12, which contains 1.28 million training set and 50K test set
with 1000 categories. We test our system efficiency with vari-
ous kind of networks: (1) LeNet [33], (2) AlexNet [29], (3)
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Fig. 7. End-to-end training time of one iteration. X-axis is different sys-
tems (Caffe-cuDNN, TurboDL), and Y-axis is the time of one iteration in
milli-seconds.

CaffeNet [32], (4) VGG [30], (5) GoogLeNet [31], (6) ResNet
[12]. These networks are the most typical deep convolution
networks in the field of image classification.

System Configuration. We use the latest version of Caffe
(V1.0) as our system prototype and integrate our methods
into it (the improved system is called TurboDL). We con-
duct the experiments to compare TurboDL with the Caffe
accelerated with cuDNN [5] (denoted by Caffe-cuDNN).

4.2 Running Time Evaluation

Fig. 7 shows the end-to-end training time of six different net-
works on different systems. The batch sizes for these six net-
works are CaffeNet(256), VGG-16(100), LeNet(64), ResNet
(32), GoogLeNet(32), AlexNet(128), respectively. Our pro-
posed methods outperform Caffe-cuDNN in all those cases.
TurboDL can achieve significant speedup (5.3X on average)
compared with the original Caffe (its running time is not pre-
sented as it does not represent the best performance in the
state of the art). This result supports our claim that our fine-
grained parallel method can benefit from combining concur-
rent kernel execution with the network computation charac-
teristic as original Caffe runs different sub-tasks in a layer in
sequence. We achieve the 1.30X performance speedup on
average compared with Caffe-cuDNN and LeNet (1.38X),
VGG-16 (1.27X), Alexnet (1.21X), GoogleNet (1.30X), ResNet
(1.35X), CaffeNet (1.31X), respectively. The speedup is lower
than the speedup over original Caffe because Caffe-cuDNN
utilizes multiple streams for parallel execution and the
batching technique with the dedicated implementation for
each kernel on NVIDIA GPUs. However, our methods elimi-
nate the synchronization overhead between layers and
exploit the characteristic of the network architecture to accel-
erate the critical computations, thus further reduce one itera-
tion time.

From the figures, we observe that TurboDL shows differ-
ent speedup for different networks. For example, our meth-
ods achieve higher speedup on ResNet (35 percent)
compared with VGG (27 percent). This is due to the differ-
ence between their network architectures. ResNet has more
complicated dense connections (e.g., residual paths) and
deeper layers (e.g., tens to hundreds layers). Thus it provides
more opportunity for concurrent execution of kernels and
more valley of GPU resource utilization from different
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layers, which can be used by other non-critical sub-tasks.
This result also indicates that our approaches will bring
greater benefits for future networks which are shown to bear
the trend of having denser and more paths and even having
the combination of multiple models.

Fig. 8 presents the speedup of TurboDL with different
batch-size of LeNet, VGG-16, AlexNet, GoogLeNet, ResNet,
CaffeNet on P100. Compared with Caffe-cuDNN, our perfor-
mance advantage decreases when the batch size increases for
those networks. For example, the performance advantage
decreases from 27 to 18 percent for VGG-16 when the batch
size increases from 100 to 400. This is to be expected because
when the batch size increases, the computation complexity
of sub-tasks also increases linearly as we batch all images in
a mini-batch to a bigger kernel for efficiency, making kernels
harder to execute in parallel and leaving little idle resource
for inner-layer processing. Therefore the sub-tasks in non-
critical paths will block the whole iteration due to the
resource shortage. Even in this situation, our methods out-
perform Caffe-cuDNN because of the better usage of the
cross-layer resources. Although large batch improves the

M caffe+cuDNN ® TuboDL W caffe+cuDNN ® TuboDL

1000 400 1500

M caffe+cuDNN M TuboDL

561

@ caffe-cuDNN O TuboDL

time:ms
8
8

200
b .
0

layersize=18

]
]

layersize=34  layersize=50 layersize=101 layersize=152

Fig. 9. The running time of one iteration of ResNet with different layer
size.

computation efficiency, it hinders the statistical efficiency
and requires more epochs to converge [39].

Fig. 9 shows the running time of one iteration when the
number of layers increases from 18, 34, 50, 101 to 152 with
the batch size being 32, 32, 32, 28, and 18, respectively. We
reduce the batch size for the last two cases because of the out
of memory problem on P100). Our methods achieve the
speedup of 1.27X, 1.29X, 1.35X, 1.38X, and 1.40X compared
with Caffe-cuDNN, which shows the increasing trend
because the path experienced by one iteration becomes lon-
ger when the number of layers increases. Since TurboDL is
based on the critical path and the asynchronous execution of
sub-tasks, it can fill the idle resources between the layers
with non-critical calculations, resulting in higher perfor-
mance. We also measure the performance on different GPUs,
K20 and P100. The results are presented in Fig. 10. Our meth-
ods achieve better performance compared with Caffe-
cuDNN on different GPUs. The speedup on P100 is higher
than on K20. This is because there are much less cores and
less support of hardware parallelism on K20. The results
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suggest that TurboDL can gain more benefits when the GPUs
are more powerful and have higher parallel capacity.

In order to evaluate how much each optimization strategy
in Section 2 contributes to the final performance gain, we
conduct the experiment with different combinations of the
methods to break down where the gains come from. The run-
ning time of different strategies is presented in Fig. 11a for
LeNet, VGG-16, AlexNet, GoogLeNet, ResNet, and Caffe-
Net. Since the effectiveness of fine-grained parallelism with
multiple streams can be verified by significant improvement
over original Caffe. In Fig. 11b, we only depict other two
strategies with Caffe-cuDNN as the baseline. For example,
when only inner-layer asynchronous parallelism and inner-
layer multiple streams are applied on ResNet (50), our meth-
ods can achieve the speedup of about 1.15X over Caffe-
cuDNN. After adding the critical-path based scheduling, the
speedup increases to 1.35X. The result shows both methods
contribute to the final performance improvement for differ-
ent networks.

4.3 Resource Evaluation
Fig. 12 shows the resource profiling results for VGG-16 on
Caffe-cuDNN and our system TurboDL. We only present
VGG since other networks have similar results. We obtain
the line of the execution time by using the NVIDIA visual
profiler tools [27]. For Caffe-cuDNN, even if there are multi-
ple streams the profiling result in Fig. 12a shows that: 1)
Periodic synchronizations between successive layers exist
throughout the whole backward process. 2) Workloads vary
significantly from layer to layer. 3) The kernel concurrency
is very low in each layer. We also profile major kernels in
the training phase. We find that the warp occupancy for
most kernels is low (about 25 percent).

The result regarding TurboDL is presented in Fig. 12b, we
can see that the kernel concurrency is very high as most
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TABLE 1
The Convergence Comparison
Iteration Loss Iteration Loss
Caffe-cuDNN TurboDL Caffe-cuDNN TurboDL
0 7.21 7.20 1000 1.77 1.75
200 2.52 2.52 1200 1.66 1.62
400 2.29 2.31 1400 1.75 1.62
600 2.07 2.05 1600 1.63 1.59
800 1.91 1.98 1800 1.59 1.58

kernels from no-critical paths overlap with the kernels in crit-
ical paths. At the same time, there are not periodic synchroni-
zations between layers, and the kernels on non-critical paths
mostly overlap with other kernels from different layers. This
complete asynchronous execution is achieved thus TurboDL
can utilize resources from different layers and balance the
workloads between different layers as much as possible.
Moreover, from the figure, the critical paths are mostly busy,
suggesting that the critical paths are prioritized to execution
than other less or non-critical paths computations, which
results in the shorter overall iteration time. Last, there are
tens to hundreds of streams on Caffe-cuDNN (e.g., 38
streams on VGG-16), while there are only a few streams on
TurboDL (e.g., 3 for VGG-16). Fewer streams lead to less
overhead of creating, managing, and scheduling streams.
We also observe the inefficiency of single kernel execution
because of the contention of register allocation and under-
utilization of share memory. We leave these to future work.

4.4 Convergence Evaluation

In order to verify that our proposed methods guarantee the
correctness through only retaining the least but necessary
dependencies, we compare the convergence speed every
200 iterations for VGG-16 with cifarl0 dataset as an exam-
ple. Table 1 shows that the loss decreases as the iteration
increases. Our methods have nearly the same loss rate as
Caffe-cuDNN, which shows the correctness of our system.
Moreover, our methods have shorter time with the same
convergence for one iteration. Therefore the overall training
time to convergence with thousands of iterations can be
reduced. Both systems show uneven convergence trend for
model parameters with a long tail effect. This provides the
opportunity for future optimization, which we also plan to
leave for future work.

We test the inference accuracy on those models trained
by TurboDL and Caffe-cuDNN with the identical setting
(such as dataset, iteration number, hyper-parameter). The
result is the same (the accuracy result is not presented here
due to the space limitation). Note that the data dependen-
cies between layers are correctly maintained in TurboDL
and consequently, the accuracy of the results is ensured,
which is achieved not by modifying the algorithm, but by
improving the inner-layer parallelism, removing unneces-
sary inter-layer synchronization cost, and optimizing the
scheduling of fine-grained sub-tasks for the iterations of the
whole network. Moreover, our fine-grained decomposition,
critical path identification, and priority assignment are all
included in the pre-processing phase, which can be amor-
tized by thousands of iterations.
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5 RELATED WORK

GPU Memory Optimization for DL. As GPU memory becomes
a bottleneck when training large-scale network, several
methods are proposed to solve this problem. vDNN [9] and
GeePS [8] propose a mitigation strategy to offload intermedi-
ate results to host memory and pre-fetch them before needed
in backward. Chen et al. [21] propose re-computation to trade
off computation cost and memory occupancy. MXNet [1]
provides a re-use strategy to share memory space for differ-
ent data through lifetime analysis. However, large models
limit practical deployment such as in embedded devices.
Many researches try to construct models with less parame-
ters and fewer computation complexity which reduce model
size from several thousand MB to several MB, making GPU
memory optimization less particularly important.

Dynamic Graph Optimization for DL. Recent deep learning
models are moving toward dynamic neural network structure,
making training inefficiently for hard-to-batching problem. To
solve this, TensorFlow Fold [22] proposes dynamic batching
technology to batch different inter-input and inner-input oper-
ations. Cavs [7] introduces GAS model from graph processing
system and represents dynamic network as static vertex func-
tion with a dynamic instance-specific graph to avoid repeated
graph construction cost, and facilitates to incorporate static
graph optimization technologies. Yu ef al. [24] propose a pro-
gramming model for distributed machine learning with
dynamic control flow support on TensorFlow. Jeong et al. [23]
add recursion to the existing programming framework and
exploit efficient parallel among nodes. Gao et al. [25] propose
cellular batching to improve latency and throughput for RNN
inference. Those methods try to improve the expressiveness
and efficiency for dynamic and recursive networks as they are
the important trend for machine learning model in realistic
deployment. Our methods are orthogonal to these methods in
the literature and can also be applied to these dynamic
networks to improve their efficiency.

Training Optimization of Computation for DL. Our work
focuses on the CNN training phase with complicated bi-
directional dependency between forward and backward
computation and iterative characteristic. Li ef al. [15] try to
improve training performance by increasing memory access
efficiency. They transform the storage dimension of data and
apply kernel fusion technology. In order to add parallelism
of operations, data-flow based execution model has been
applied to many deep learning frameworks such as Tensor-
Flow [4], MXNet [1], however, those frameworks apply a
simple topological order to schedule coarse-grained opera-
tions, ignoring the path importance characteristics for the
network structure, thus leading to suboptimal performance.

Many hardware manufacturers have proposed efficient
linear algebra and deep learning libraries like Intel MKL
[26], cuBLAS [28], cuDNN [5], however, those libraries
mainly focus on single layer, coarse-grained operation opti-
mization which fall short in small matrix computation [6]
and can not be aware of network feature to adapt to the
underlying GPU hardware feature. PipeDream [36] proposes
a generalized pipeline method with the model being parallel-
ized on multiple workers, which is inherently coarse-
grained. Peng et al. [37] propose a generic communication
scheduler by introducing a unified abstraction and a

Dependency Proxy mechanism. These two works focus on
the distributed DNN training in which the communication
cost is a bottleneck, while our work focuses on increasing the
computation efficiency of a single GPU.

Jia et al. [38] propose a computation graph optimizer that
automatically generates graph substitutions with a formal
theorem prover and a cost-based backtracking search to
find an optimized graph. Our work is orthogonal to the
work discussed above, and acts as a complementary tool to
further enhance the performance. The most similar and lat-
est work with us is GLP4NN [18], which tries to improve
parallelism by incorporating concurrent kernel execution.
However, it only optimizes single layer not the whole train-
ing process, which is completely different and orthogonal to
our work as we conduct whole network architecture optimi-
zation by fine-grained, asynchronous execution, and critical
path based schedule with priority.

6 CONCLUSION

In this paper, we develop TurboDL, an efficient deep learn-
ing framework to accelerate the deep learning training.
Three key optimization methods are developed in TurboDL,
including i) a fine-grained parallel mechanism, which
decomposes the computation of a layer to expose more par-
allel opportunity through accurate dependency analysis, ii)
an asynchronous execution strategy to eliminate synchroni-
zation cost, break the isolation between layers, overlap com-
putation and balance workloads, and iii) a critical-path
based schedule mechanism to reduce overall running time.
Although in this paper we mainly utilize CNN as the exam-
ple to show the effectiveness of our methods, our methods
have an excellent potential to be applied to other compli-
cated multi-stage applications. We leave these detailed
extension of our work to future work.
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