
PStream: A Popularity-Aware Differentiated
Distributed Stream Processing System

Hanhua Chen ,Member, IEEE, Fan Zhang , Student Member, IEEE, and Hai Jin , Fellow, IEEE

Abstract—Real-world stream datawith skewed distributions raises unique challenges to distributed stream processing systems. Existing

streamworkload partitioning schemes usually use a “one size fits all” design, which leverages either a shuffle grouping or a key grouping

strategy for partitioning the streamworkloads amongmultiple processing units, leading to notable problems of unsatisfied system

throughput and processing latency. In this article, we show that the key grouping based schemes result in serious load imbalance and low

computation efficiency in the presence of data skewnesswhile the shuffle grouping schemes are not scalable in terms ofmemory space.We

argue that the key to efficient stream scheduling is the popularity of the stream data.We propose PStream, a popularity-aware differentiated

distributed stream processing systemwhich assigns the hot keys using shuffle grouping while assigns rare ones using key grouping.

PStream leverages a novel light-weighted probabilistic counting scheme for identifying the currently hot keys in dynamic real-time streams.

The scheme is extremely efficient in computation andmemory consumption, so that the predictor based on it can bewell integrated into

processing instances in the system.We further design an adaptive threshold configuration scheme, which can quickly adapt to the

dynamical popularity changes in highly dynamical real-time streams.We implement PStream on top of Apache Storm and conduct

comprehensive experiments using large-scale traces from real-world systems to evaluate the performance of this design. Results show that

PStream achieves a 2.3� improvement in terms of processing throughput and reduces the processing latency by 64 percent compared to

state-of-the-art designs.

Index Terms—Distributed stream processing system, skewness, load balance
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1 INTRODUCTION

THE recent advances in distributed stream processing sys-
tems such as Storm [1], Heron [2], Spark Streaming [3],

S4 [4], and Samza [5], bring the community great capability
to process extremely huge volumes of unbounded and con-
tinuous data streams in real-time with clusters [6], [7]. Dif-
ferent applications based on stream processing are widely
deployed, e.g., social event detection [8], [9], on-demand
ride-hailing [10], and real-time risk detection [11].

Distributed stream processing systems achieve efficient
pipeline parallelism [12] for the stream applications. Specifi-
cally, in distributed stream processing systems, to achieve
high task parallelism and pipeline parallelism, an applica-
tion is commonly modeled as a directed acyclic graph. In
this graph, a vertex is a processing element, which repre-
sents an operator for processing a specific user-defined logic
in a stream operation. An edge is a channel that routes data
flow between operators. The data flow, in the form of a
sequence of tuples, traverses along the edges and forms a
stream. To further improve the system throughput, distrib-
uted stream processing systems achieve data parallel-
ism [13] by creating multiple instances for an operator and

making them work in parallel (see Fig. 1a). Each of these
instances executes the same processing logic. Accordingly,
all the tuples from the upstream processing element will be
partitioned into multiple sub-streams and scheduled to dif-
ferent instances.

Existing workloads partitioning strategies in a distributed
stream processing system include shuffle grouping and key
grouping [14]. With shuffle grouping, an instance of an
upstream processing element partitions the workloads of the
stream among all the downstream instances in a round robin
style. It thus generates an even distribution of the workloads.
However, such a scheme suffers the problem of scalability in
terms of memory. Fig. 1b shows an example of the word-
count application processed with shuffle grouping. The
source node assigns the stream of tuples to the downstream
instances in a round robin style, irrespective of the keys of the
words. Each downstream instance potentially needs to keep
counters for all the keys in the stream before achieving the
aggregated terms frequencies. It is clear that the consumed
memory for the application grows linearly with the parallel-
ism level, i.e., the number of instances of the downstream
processing element. GivenN unique keys andM word-count
instances in the system, the amount of required memory size
is OðMNÞ. Such a shuffle grouping partitioning scheme is
hard to scale for large-scale workloads. Moreover, as shown
in Fig. 1b, shuffle grouping needs an additional M-way
aggregation step to merge the counts of each key. The fre-
quent connections to all the M instances are also expensive
and limit the scalability of a real-time processing system.

We examine the performance of the shuffle grouping
scheme in greater detail with an experiment. In the experi-
ment, we vary the parallelism levels by creating different
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numbers of downstream word-count instances. With each
parallelism level, the system adjusts the source’s tuple emit-
ting speed so that it can put the examination of the system to
its performance limit. The result in Fig. 2a shows that when
the parallelism level is low (i.e., there are a small number of
instances), the system throughput increases with the paral-
lelism level. However, when the number of instances contin-
ues to increase, the system throughput stops increasing.
Then we fix the tuple emitting speed and examine the total
memory consumption of all the instances. We vary the paral-
lelism levels and record the heap memory of each instance
after different time intervals. Fig. 3 shows that the memory
consumption of shuffle grouping significantly increases with
the parallelism level.

We also examine the average processing time and the
average aggregation time of all the tuples in each parallel-
ism level during shuffle grouping. Fig. 4 shows that the
aggregation cost of shuffle grouping increases with the par-
allelism level, accounting for 30.48 to 60.46 percent of the
total processing time. It is clear the aggregation cost and the
memory consumption are the root causes of the scalability
problem of shuffle grouping.

A second partition strategy is key grouping (Fig. 1c),
which uses a hashing based scheme to partition the key
space nearly evenly among all the downstream instances. It
thus guarantees that the tuples with the same key are sched-
uled to the same downstream instance. Such a partition
scheme needs an amount of OðNÞ memory size, where N is
the number of unique keys in the data stream. Fig. 2a shows
when the parallelism level increases, the system throughput
with key grouping keeps increasing. However, such a
scheme leads to load imbalance due to the skewed distribu-
tion in various real-world datasets [15].

We collect real-world traces from different systems to
show common data skewness. First, we collect two months’

traces from Twitter (Dec. 2015 to Jan. 2016) and plot the dis-
tribution of term frequency (stop words removed) in Fig. 5.
The result shows that an extremely small fraction of
3%words accounts for more than 80 percent total term fre-
quency. Second, we collect the stock exchange stream data
fromNASDAQ [16] (during Apr. 2017). Fig. 5 shows that the
NASDAQ data also follows a highly skewed distribution, in
which 80 percent exchanges happen among a fraction of 8
percent stock symbols. Third, we collect a large-scale dataset
of Didi Chuxing [17] (in Chengdu, China, during Nov. 2016),
which is the most popular on-demand ride-hailing platform
in China. The dataset consists of two kinds of data streams.
One stream contains three billion driving track records of
taxis. The other contains seven million query orders of pas-
sengers. Fig. 5 shows that 80 percent passenger orders hap-
pen at about 20 percent locations, while 80 percent taxi
driving tracks appear at 24 percent of the locations. With
such a striking feature of skewness, a stream processing sys-
tem with key grouping strategy (Fig. 1c), assigns much
higher loads to a few downstream instances than other
instances. This results in poor computation resource utiliza-
tion and thus greatly degrades system performance.

To examine the problem, we conduct the experiment
with the word counting application on the Twitter dataset.
In the experiment, we generate 180 word-count instances
and use key grouping for data partitioning. We count the
number of tuples of each instance in every second. Fig. 6
shows the workloads of different instances are highly
skewed. To more carefully examine the performance of the
key grouping strategy in the presence of data skewness, we
conduct extended experiments for key grouping by synthet-
ically generating seven datasets following Zipf distributions
with the coefficients varying from 0.5 to 2.0. Fig. 2b shows
that the throughput decreases significantly with the increase
of the level of skewness of the stream data during key

Fig. 1. Distributed stream processing with workloads partition strategies.

Fig. 2. The system throughput with (a) different parallelism levels (zipf coefficient=1.0) and (b) different skewness (parallelism level=64).

Fig. 3. The heap memory consumption.

CHEN ETAL.: PSTREAM: A POPULARITY-AWARE DIFFERENTIATED DISTRIBUTED STREAM PROCESSING SYSTEM 1583



grouping. The system load imbalance due to data skewness
leads to a significant performance degradation. In contrast,
the performance of shuffle grouping is much more stable in
the presence of skewness.

Based on the above analysis, we argue that the key for
efficient distributed stream processing is to differentiate the
popularity of keys. The key grouping scheme is memory
efficient for a large number of rare keys. However, it suffers
from the serious problem of load imbalance caused by the
hot keys. On the contrary, the shuffle grouping scheme is
able to balance the heavy workloads caused by hot keys.
However, it does not scale due to the memory cost and the
additional aggregation cost caused by the large number of
rare keys. Based on this insight, we propose a novel popu-
larity-aware differentiated stream processing system called
PStream. PStream identifies the popularity of keys in the
stream data and uses a differentiated partitioning scheme.
For hot keys, PStream chooses the shuffle grouping strategy,
while for rare keys, it selects key grouping.

However, identifying the popularity of the keys in a
distributed stream processing system is challenging. It is
difficult to meet the rigorous requirements of both compu-
tation and memory efficiency needed by a distributed
stream processing system. To address this issue, PStream
designs a novel light-weighted predictor for identifying
the currently hot keys in the real-time data streams. The
predictor is based on a proposed novel computation and
memory efficient probabilistic counting scheme. It can be
well integrated into a processing element instance. We fur-
ther design an efficient adaptive threshold configuration
scheme, which adaptively configures the threshold to opti-
mize system performance by balancing the processing
time and memory usage.

We implement PStream on top of Apache Storm [1] and
conduct comprehensive experiments using large-scale traces
from real-world systems. The results show that PStream
achieves a 2.3� improvement in terms of processing

throughput and reduces the processing latency by 64 percent
compared to existing schemes.

The main contributions of this work are threefold: 1) we
design and implement PStream, a novel popularity-aware
differentiated stream processing system; 2) we design a
light-weighted predictor which efficiently identifies the cur-
rently hot keys in the dynamic real-time data streams; 3) we
conduct comprehensive experiments using large-scale real-
world data set and demonstrate the efficiency of PStream.

The rest of the paper is structured as follows. Section 2
reviews the related work. Section 3 presents PStream
design. Section 4 analyzes the hot key predictor. Section 5
presents PStream implementation. Section 6 evaluates the
performance of PStream. Section 7 concludes the paper.

2 RELATED WORK

In this section, we first review the background of distributed
stream processing systems. Then, we introduce existing
stream workloads partition designs as well as previous pop-
ularity estimation techniques.

Distributed Stream Processing Systems. With the emergence
of Big Data applications, stream processing becomes popular,
where an unbounded sequence of data tuples generated in
real-world applications are pushed to servers for real-time
processing. Traditional centralized solutions are replaced by
distributed stream processing systems [1], [2], [3], [4], [5], [18].
In a distributed stream processing system, a processing ele-
ment receives a sequence of data tuples from its input queue,
performs specific operations on the tuples, and produces the
results to the output queue. The processing elements connect
to each other to form a directed acyclic graph and work for
the processing logic for a stream application. The data flows
are modeled as edges between processing elements. Each
processing element can have a set of instances running in par-
allel. Thus, an upstream processing element instance divides
the output tuples among multiple downstream instances to
improve the system throughput using different partitioning
strategies.

Stream Partition Strategies for Data Parallelism. Recently, the
issue of stream workloads partitioning has attracted much
research efforts in the community [14], [19]. Castro et al. [20]
propose an instance state management mechanism to keep
monitoring all the processing element instances. When an
instance becomes the performance bottleneck, i.e., its CPUuti-
lization is higher than a threshold for a period of time, the sys-
tem dynamically creates a replica instance for it. Such a
scheme raises heavy overhead formonitoring and replicating.

Fig. 6. The skewed workloads distribution.

Fig. 4. The processing and aggregation time.

Fig. 5. Skewed distribution in real-time datasets.
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Balkesen et al. [21] propose a hash based stream data partition
scheme to achieve load balance. In their scheme, the tuples
associated with a hot key are evenly split into a number of
parts, where the number of parts is proportional to the fre-
quency of the key. They leverage sampling techniques to
obtain the frequency of a hot key. However, the sampling
based scheme has unsatisfied precision for distributed proc-
essing systems. Moreover, their design cannot adapt to the
dynamical changes of the frequency of a key in real-world
streams.

Gedik [22] proposes an index-based stream workloads
partition scheme. Initially, an upstream instance uses key
grouping to partition all the keys to the downstream proc-
essing element instances. During stream processing, the sys-
tem keeps tracking the highly frequent keys and maintains
an index for optimizing the mapping of these keys to the
downstream instances. However, with the changes of the
key popularity in a real-time stream, the index needs to be
adjusted frequently. Moreover, each time when adjusting
the index, the system needs to briefly suspend the stream
processing to migrate the state associated with the keys
whose mapping has changed. Thus, it incurs extra high
processing latency for the application. Rivetti et al. [19] fur-
ther propose a mapping function for the highly frequent
keys. However, the re-computation of the mapping func-
tions is costly. At the same time, their design needs expen-
sive synchronizations for computing the mapping function
for each key among multiple upstream instances.

To address the load imbalance problem caused by hot
keys in the stream, Nasir et al. propose the partial key
grouping scheme which splits the workloads associated
with a key [14]. In their design, every upstream instance
keeps a vector to record the number of tuples it has sent to
different downstream instances. For an arriving tuple, the
upstream instance selects two downstream instances, and
then sends the tuple to the one with the lighter workload
estimated according to the local vector. Their key splitting
scheme attempts to leverage the famous principle of
“power of two choices” [23], which is initially described as
a supermarket model. Assuming the customers stream
arrives following a Poisson distribution with � < 1 at a
collection of n counter servers. Each customer indepen-
dently chooses two servers uniformly at random and waits
for service at the one with the fewer customers. The princi-
ple shows that for any fixed period of time T , the length of
the longest queue in the interval ½0; T � is log logn

log 2 þOð1Þ with
high probability. Thus, the loads are much better balanced
than the case that all the customers choose a server ran-
domly, where the length of the longest queue is OðlognÞ.
Note in the principle, two servers should be randomly and
uniformly selected as candidates for any custom. How-
ever, their design fixes the two downstream instances for
all the tuples associated with a key. Although the heavy
workloads caused by a hot key can be split into two parts,
the key splitting scheme cannot achieve satisfying load
balance due to the violation of the assumptions of the prin-
ciple. Indeed, the difference between the maximum load
and the average could be Oðk=nÞ among instances, where
k is the total number of tuples.

To address the issue, we propose a differentiated parti-
tion strategy in our previous work [24]. In this paper, we

further explore the differentiated processing system by
exploiting more stable system configurations.

Popularity Estimation in Streams. The key for efficient
stream data scheduling is to efficiently estimate the popular-
ities of the data in a stream and especially identify heavy hit-
ters. Recently, finding heavy hitters in the stream has
attracted a lot of research efforts. Existing schemes can be
classified into two types [25], the counter based schemes [26],
[27] and the sketch based schemes [28], [29].

A counter based scheme relies on counting the appearan-
ces of tuples associated with each key [25]. The straightfor-
ward counting scheme keeps a counter vector for every key.
Such a scheme needs an amount of OðNÞ memory size for
the scheduler of each upstream instance, where N is the
number of unique keys in the stream. Due to the large popu-
larity of rare keys in real-world streams, maintaining and
updating the counter vector of all the keys in a real-time
style are prohibitively costly in memory and computation
consumption. To save memory cost, an effective strategy is
to let the counter vector exclude the rare keys which have a
low possibility to become hot ones. Following this way,
Metwally et al. [27] propose a scheme called SpaceSaving,
which keeps a fixed number of K keys with the highest
accumulative count values in the counter vector. When a
tuple associated with a new key out of the K keys arrives,
the scheme replaces the key with the lowest value in the
counter vector by the new key. With such a scheme, it is
proved that a key with an accumulated count higher than W

K

will be kept in the counter vector, whereW is the total num-
ber of tuples [27]. However, such an estimation does not
necessarily reflect the recency of the popularity of a key.

To track the most recent frequent keys, Ran et al. propose
a sliding-window based scheme [30]. Specifically, they par-
tition the stream of tuples into frames. They use a SpaceSav-
ing structure to identify the most frequent keys in the
currently frame and reset all the counters once a new frame
starts. They further partition a frame into blocks, and save
the hot keys as well as the block id when the key is identi-
fied to be a popular one in each frame. Such a scheme will
discard the accumulated count of a key if it is not identified
to be a hot key. Therefore, for keys that are unpopular in the
past but currently becoming popular (e.g., newly generated
hot topics), their accumulated counts will be discarded
before they are identified. Then these keys will be never
identified or be identified with a long delay.

A sketch based scheme leverages a set of hash func-
tions to project a large number of keys to a few counters.
Cormode et al. propose count-min sketch [28], which
employs a number of d hash functions. Each hash function
can project the keys to a number of w values. The count-
min sketch uses d� w counters, while each key corre-
sponds with d of them. The estimated count of each key is
the minimal value of the corresponded d counts which may
be slightly larger than the accuracy count due to the hash
collisions. To further support the heavy hitter queries,
Cormode et al. leverage a dyadic ranges method [28]. Spe-
cifically, if there are at most N keys, it builds logN þ 1
count-min sketches counting for different ranges. The
scheme uses the grouping test method to search heavy hit-
ters with OðlogNÞ time. Such a scheme requires that the
entire key set is known in advance.
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Shrivastava et al. propose Ada-CMSketch [29] to support
querying for the most recent frequencies of keys. Ada-
CMSketch is a count-min sketch that leverages a digital
Dolby noise reduction mechanism to reduce the influence of
the history information. However, such a design needs to
combine the original key and the time-stamp for hashing.
This leads an original key to be projected to much more
counters and thus the collisions will be more critical. When
dealing with the large number of incoming tuples, the accu-
racy decreases significantly.

3 DIFFERENTIATED STREAM PROCESSING

In this section, we first describe the overview of the PStream
design. Then, we present the main idea of how PStream pre-
dicts the hot keys in the dynamic data streams.

3.1 Design Overview

Fig. 7 shows the architecture of PStream. The main idea of
the system is to design and deploy a light-weighted hot key
predictor to support the scheduling strategy selection.
PStream consists of two components: 1) an independent
predicting component for identifying real-time hot keys,
and 2) a scheduling component in each processing element
instance. The predicting component is a standalone compo-
nent, which collects the information of all the tuples globally
and uses this information to identify the real-time hot keys.
The scheduling component is embedded in each processing
element instance, which stores the identified hot keys and
supports fast hot key querying and efficiently scheduling.

Specifically, in the predicting component, we propose a
novel probabilistic counting scheme to precisely identify
real-time hot keys. The probabilistic counter is computation-
ally efficient because only a very slight cost for generating
digits “0” or “1” is incurred by every tuple. With the simple
operation, the predictor achieves probabilistic counting of
the tuples associated with a key. The probabilistic counting
operation can be performed with multiple instances in par-
allel. All the probabilistic counting instances work indepen-
dently with the instances of the user logic. Therefore, the
predicting component will not affect the original stream
processing procedure. Only a tiny fraction of keys that are
detected to be potential hot ones will be sent and recorded
in a synopsis structure.

Usually, the popularity of a key in the stream changes
over time. Thus, we also design a popularity decline scheme
in the synopsis structure. As time flies, the synopsis proba-
bilistically decreases the estimated frequency of a key, until

it is evicted from the synopsis. When a key is evicted from
the synopsis, it will be regarded as an out-dated hot key.

The scheduling component consists of a memory efficient
hot key filter and a differentiated scheduler. The hot key fil-
ter is made of a Counting Bloom filter (CBF) [31]. When a key
in the synopsis of potential hot keys is determined to be a
currently hot key, it will be inserted into the CBFs of all the
involved processing elements. When a tuple is determined
to be an out-dated hot key, it will be deleted from the CBFs.
With the hot key filter, the differentiated scheduler can
quickly check whether the key of an arriving tuple is popu-
lar or not. If the key is contained in the CBF, the scheduler
assigns the tuple with a shuffle strategy; otherwise, the
scheduler assigns the tuple with a hash strategy. Such an
operation incurs nearly no extra latency.

To ensure the correctness of the processing results, the
partial processing results of each shuffled tuple are aggre-
gated (the aggregator can also have multiple instances) after
processing. Specifically, a shuffled tuple will be attached
with a Boolean “shuffle” mark. According to the mark, each
downstream processing element instance determines to for-
ward the processing result to either an aggregator or a next
downstream processing element. When the differentiated
scheduler in the upstream instance switches the scheduling
strategy for a certain key from hashing to shuffling, it will
inform the corresponding processing element instance to
forward the processing result as a partial result to the aggre-
gator. On the contrary, when the strategy switches from
shuffling to hashing, the aggregator forwards the aggre-
gated result as a new tuple to the corresponding instance by
hashing. This incurs a slight overhead for each switching,
where only one more connection is added and one extra
tuple is processed for a certain instance.

With the above design, PStream is computation and
memory efficient. By integrating the differentiated sched-
uler in a processing element instance, PStream can greatly
improve the system throughput. The differentiated sched-
uler assigns the tuples with hot keys using shuffle grouping,
while it assigns the tuples with rare keys using key group-
ing. On one hand, for hot keys, the heavy workloads
incurred by them can be evenly shared by all the down-
stream instances. Such a scheme effectively avoids possible
straggles caused by hot keys, which is the root cause of sys-
tem throughput degradation as shown in Fig. 2b. On the
other hand, for the rare keys, the hash based scheme parti-
tions the key space among multiple downstream instances.
Each instance only needs little memory to store the states of
the fraction of the rare keys assigned to it. Hence, we can
upgrade the level of data parallelism by generating more
processing instances to improve system throughput.

3.2 Hot Keys Predictor

Due to the rigorous requirements in system efficiency for a
distributed streaming processing system, identifying the
currently hot keys in a highly dynamic real-time stream has
three major difficulties. First, the representation of the set of
hot keys needs to be space efficient so that each processing
element instance can load the set in memory to support strat-
egy selection for tuple scheduling. Second, the predictor
should support quickly checking the key of the current tuple
in real-time stream against the set of hot keys to guarantee

Fig. 7. Architecture of PStream.
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the processing efficiency. Third, the predictor needs to be
aware of the dynamic changes of the popularities of the keys
over time, which is common in real applications [32].

To meet the above requirements, the predictor of
PStream uses a two-level architecture (Fig. 8). The first level
identifies a set of potential hot keys by leveraging a novel
probabilistic counting scheme. The probabilistic counting
values of the potential hot keys are stored in a synopsis. The
second level of the predictor stores the identified hot keys
in a space efficient CBF. By using such a succinct set repre-
sentation structure, the hot keys filter can be efficiently
loaded in the memory of a processing element instance.

An important component of the hot key predictor is the
probabilistic counter. It performs the coin flipping experi-
ments for each arriving tuple. Specifically, for a key ki, the
predictor keeps flipping a coin until it sees the first tail. It
counts the times it sees heads before the first tail appears,
and saves this count in a value ti. Intuitively, the key ki fre-
quently appears in a stream will do more coin flipping
experiments than a rare key. Thus, its expected experimen-
tal value ti will be larger than the expected value of a rare
key. Moreover, the frequency with ki is roughly equal to 2ti .
Following this intuition, the predictor can achieve an esti-
mated count of tuples associated with ki. A large value of ti
indicates that ki is likely to be a hot key. Note that for each
tuple the coin flipping experiment is conducted indepen-
dently. Therefore, a rare key also has a probability to obtain
a large experiment value. To alleviate the false positive,
only when ki obtains large experiment values more than
once, the predictor determines that ki is a currently hot key.
This is because a rare key seldom performs the experiment,
and it is hard to meet the low probability event more than
once. Thus, we can achieve a much more precise prediction
of hot keys. We will give the formal proof of the lower
bound of the precision in Section 4.1.

The synopsis shown in Fig. 8 consists of a set of bit vectors.
Each bit vector represents a probabilistic counter of a poten-
tial hot key. When the data flow arrives, the predictor per-
forms a probabilistic counting operation for ki. If the
experiment value ti is above a given threshold r, the predic-
tor checks whether the key ki is in the synopsis. If ki is not in
the synopsis, the predictor generates a new bit vector with
length of l, bitvec ki, with all the l bits initially set to “0”. It
then sets the ðti � r� 1Þth bit of bitvec ki to “1” and inserts
the key-value pair (ki, bitvec ki) into the synopsis. If ki is
already in the synopsis, the predictor simply sets the ðti �
r� 1Þth bit of bitvec ki to “1”. In the design, the predictor
only flips the coin up to (l+r) times, i.e, the maximal value of
ti is limited to (l+r). Algorithm 1 shows the details of the
procedure. In Algorithm 1, “submit” means forwarding the

tuple to the downstream processing elements according to
the streamprocessing topology.

Algorithm 1.Hot Key Predictor

1: constant int r;
2: ProbabilisticCounting (Tuple <Key k, Value v > )
3: counter t 0;
4: coin x 0;
5: while (x ¼¼ 0 && t++ < r + 1)
6: x randðÞ%2;
7: if (t > r)
8: submit tuple < k, t-r-1> ;
9:
10: SynopsisHashMap<Key, BitVector> map;
11: Synopsis (Tuple <Key k, Value v > )
12: if (bitvec k map.get(k) == null)
13: bitvec k an l-length bit vector;
14: set the vth bit of bitvec k to 1;
15: map.put(k, bitvec k);
16: if (the number of “1”s in bitvec k � 2)
17: submit tuple < k, “append”> ;
18: choose a fixed number of <Key, BitVector> pairs from

map randomly;
19: for each chosen < ki; bi >
20: bi bi > > 1;
21: if (the number of “1”s in bi == 1)
22: submit tuple < ki, “delete”> ;

We store the experiment values of the possible hot keys
in the synopsis of potential hot keys. Each bit vector in the
synopsis has at least one bit set to “1”. To achieve precise
prediction, the predictor only inserts an identified hot key
ki, i.e., the associated bitvec ki with more than one “1” bits,
into the CBFs. The space efficient hot keys filter is loaded in
the memory of the processing element instances. At the
same time, due to the computation efficiency of a CBF, the
hot key filter supports fast set membership testing within
constant time, i.e., the predictor can quickly decide whether
the key of the current tuple is hot or not. In Section 4.1, we
theoretically analyze the precision of the predictor.

4 THEORETICAL ANALYSIS

In this section, we first theoretically analyze the precision,
reliability, and stableness of the proposed hot keys predic-
tor. Then, we present how to cope with the dynamic
changes of the popularities of the keys in real-time streams.

4.1 Precision of the Hot Key Prediction

With the hot key predictor, a key is identified as a hot key if
and only if it appears more frequently than a given threshold
in the stream. It is clear that in the PStream predictor design,
the probability for a coin flipping experiment to obtain a
result value t > r (r is a given threshold) is as low as ð12Þr.
However, if we repeat the experimentN0 times, the expected
probability is 1� ð1� ð12ÞrÞN0 , monotonically increasing with
N0. As aforementioned, obtaining a large experiment value
does not necessarily mean finding a hot key because the coin
flipping experiments of tuples are conducted independently.
Thus, in our exponential counting scheme, the predictor
detects a key to be a hot key if and only if the key obtains a

Fig. 8. Hot keys predictor.
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large experiment valuemore than once. With this design, the
coin flipping results are dependent on the keys. If a key has
obtained large experiment values more than once, it has a
very high probability to be a hot key. In the following, we for-
mally present the lower bound of the recall rate and the
upper bound of the false positive rate of the exponential
counting scheme in the PStream predictor design.

Theorem 1. If a key appearsN0 times, the probability that at most
one of the obtained experiment values is larger than a given

threshold r is upper bounded by ð1þ N0�1
2r Þ � e�

N0�1
2r .

Proof. For a hot key appearing N0 times, the coin flipping
experiment is performed N0 times. The probability that
all its obtained experiment values are no larger than r is
ð1� 1

2rÞN0 . The probability that only one obtained experi-
ment value is larger than r is C1

N0
� ð1� 1

2rÞ � 1
2r . Thus,

the probability that this key is identified as a rare key can
be computed by the following equation.

P ðN0Þ ¼
�
1� 1

2r

�N0

þ C1
N0
�
�
1� 1

2r

�
� 1

2r

¼
�
1þN0 � 1

2r

�
�
�
1� 1

2r

�N0�1
<

�
1þN0 � 1

2r

�
� e�

N0�1
2r :

(1)

Theorem 1 is proved. tu
From Theorem 1, we can see that the upper bound value

monotonically decreases with the value of N0�1
2r . Therefore,

the probability that an actually hot key is identified as a rare
key is very low. Table 1 shows the lower bound of the recall
rate with different values of N0�1

2r . For example, for the key
appearing more than 2rþ3 times, the lower bound of the
recall rate is higher than 99.7 percent.

Theorem 2. If there are a number of M keys with each of them
appearing at most N1 times, the probability that at least one
key obtain two or more experiment values which are larger than
a given threshold r is upper bounded by 1� ð1� ðN1

2r Þ2ÞM .

Proof. From Eq. (1), for a rare key appearing N1 times, the
probability that at most one of the obtained experiment
value is larger than r is P ðN1Þ. For all theM rare keys, the
probability that all of them obtain one or no large experi-
ment value is P ðN1ÞM . Thus, the probability that at least
one rare key is identified as hot can be computed by

P ðM;N1Þ ¼1� P ðN1ÞM

¼1�
��

1þN1 � 1

2r

�
�
�
1� 1

2r

�N1�1�M

< 1�
��

1þN1 � 1

2r

�
�
�
1�N1 � 1

2r

��M

¼1�
�
1�

�
N1 � 1

2r

�2�M

< 1�
�
1�

�
N1

2r

�2�M

:

(2)

Theorem 2 is proved. tu
From Theorem 2, we can obtain that the upper bound

value monotonically decreases with the value of N1
2r . There-

fore, with our exponential counting technique, the probabil-
ity that a rare key is identified as a hot key is also very low.
For the key appearing less than 2r�3 times, the upper bound
of the false positive rate is lower than P ð1; 2r�3Þ < 1:56%.

Considering the case that there are a total number of 2r

tuples with rare keys performing the coin flipping experi-
ments, we obtain M �N1 ¼ 2r. Thus, the upper bound of
P ðM;N1Þ in Eq. (2) can be computed by,

P ðM;N1Þ < 1�
�
1�

�
N1

2r

�2�M

¼ 1�
�
1�

�
N1

2r

�2� 2r

N1

:

(3)

Table 2 shows the upper bound of the false positive rate
with different 2r

N1
. For instance, if there are more than 27 rare

keys and each rare key appears less than 2r�7 times, the upper
bound of the false positive rate is less than 0.78 percent.

4.2 Adaption to Dynamic Popularity Changes

In a real-time stream, the popularities of the keys in the
stream dynamically change over time [32]. For efficiently
processing the dynamic streams, PStream examines the cur-
rent arriving rate of a key rather than an accumulated count
of a key as the previous design [14]. Considering a given
key in the stream, if it rarely appears in a current period of
time, it will not incur a heavy workload, no matter how
popular it used to be. The basic idea of our popularity adap-
tion strategy is to probabilistically decrease the counters in
the synopsis each time when the synopsis is updated. Thus,
with time flying, even a hot key’s value in the bit vector will
keep decreasing unless it continues to appear frequently in
the arriving stream. Specifically, to adapt to the dynamic
popularities changing of keys in the stream, we design a
decline mechanism on top of the synopsis over time.

Given a specified declining rate for all the keys in the
synopsis, if a certain key’s arriving rate is less than the
decline rate, its value stored in the bit vector will keep
decreasing until all the bits are set to “0”. As aforemen-
tioned in Section 4.1, the synopsis uses the total number of
“1” bits to identify the hot keys. PStream decreases the
value of the bit vector without increasing the total number
of “1” bits each time. Specifically, PStream performs the bit-
wise right shift operation on each bit vector in the synopsis
at a certain rate. It is clear that after the bit-wise right shift
operation, the number of “1” bits in the bit vector is mono-
tonically non-increasing. If no new bits are set to “1” in a
key’s bit vector, after at most l bit-wise right shifts (where l
is the length of the bit vector), this associated key will be
evicted from the synopsis. To control the declining rate, we
set a probability p (0 < p < 1) for performing the right shift
operation on each bit vector, whenever the bit vector of any

TABLE 1
Lower Bound of the Recall Rate

Value of N0�1
2r 4 5 6 7 8

Lower bound of recall rate 90.85% 95.96% 98.26% 99.27% 99.70%

TABLE 2
Upper Bound of the False Positive (FP) Rate

Value of 2r

N1
23 24 25 26 27

Upper bound of FP rate 11.84% 6.07% 3.08% 1.55% 0.78%
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key is generated or updated. Specifically, each time the synop-
sis selects P bit vectors independently and uniformly at ran-
dom from all the m bit vectors and thus the declining rate is
p ¼ P

m . To adapt to the frequent change of popularity, we also
design an adaptable decline rate adjusting scheme to adjust
the value of p during the processing procedure. We will dis-
cuss more details in Section 4.4. In the following, we prove
that the decline strategy is sensitive to the arriving rate.

Theorem 3. For a key, if its arriving rate f is larger than 2p (p is
the declining rate), it will not be evicted from the synopsis with

high probability, or it will be evicted within ð1pÞlog2ð
f
pÞþOð1Þ syn-

opsis updates with high probability.

Proof. Each key in the synopsis has a probability p to per-
form the bit-wise right shift operation each time when the
synopsis is updated with new experiment values larger
than the threshold r. Thus, for each key the expected
interval between a right shift operation is 1

p synopsis
updates or ð1pÞ � 2r coin flipping experiments. In each
interval, the expected times of the appearances of a key
with arriving rate f is Nf ¼ ð1pÞ � 2r � f . For this key, the

expected largest experimental value is,

V ðfÞ ¼P1
i¼0 iðð1� 1

2iþ1Þ
Nf � ð1� 1

2i
ÞNf Þ

¼ limi!1 ðið1� 1
2iþ1Þ

Nf Þ �P1
i¼0 ð1� 1

2i
ÞNf

¼ log 2Nf þOð1Þ ¼ log 2

�
f

p
þ r

�
þOð1Þ:

(4)

Thus, in each interval, the ðlog 2ðfpÞ þOð1ÞÞth bit of the
bit vector has high probability to be set to “1”. If f > 2p,
we have log 2ðfpÞ > 1. That is to say, before one right shift
operation, there will be a bit set to “1” at a position other
than the 0th bit with high probability. Thus the key will
not be evicted from the synopsis. On the contrary, for a
key with arriving rate f � 2p, during each interval, the
probability for it to set a bit to “1” at a position other than
the 0th bit is very low. Thus, the “1” bit at the highest
position keeps right shifting until it is evicted from the

synopsis. This needs ð1pÞlog 2ðfpÞþOð1Þ synopsis updates. The-
orem 3 is proved. tu

4.3 The Stableness of the Synopsis

As the synopsis plays an important role in the hot key pre-
dictor, it is vital to achieve a stable state of the synopsis.
Intuitively, if the declining rate is too low, new potential hot
keys will be inserted into the synopsis before the previously
hot but currently rare keys are evicted. With a fixed memory
size, future hot keys may fail to be inserted. On the contrary,
if the declining rate is too high, keys will be evicted out of
the synopsis quickly. The synopsis will become empty rap-
idly and the currently hot keys may be evicted, resulting in
poor performance of the predictor. In the following, we
prove that for any given declining rate p, the number of
keys in the synopsis is stable with explicit upper and lower
bounds. The synopsis will never become empty or full.

Theorem 4. The number of keys in the synopsis will be stable in
ðH; 1pÞ with high probability, where H is the number of keys
whose arriving rates are higher than 2p in the stream.

Proof. From Theorem 3, with high probability the synopsis
will contain the keys with arriving rates higher than 2p in
the stream. We only consider the keys with arriving rates
less than 2p. In each synopsis update, the probability that
the newly arriving key is a rare key is not greater than
ð1�H � ð2pÞÞ, while the probability that the 0th bit is set
to “1” is 1

2 . After a number of 1
p synopsis updates, every

bit vector has a high probability to right shift. Thus, at
most 1

2ð1�H�ð2pÞÞ � 1
p new rare keys remain in the synopsis.

On the other hand, assume there are a number of Xt

keys in the synopsis at a given time t. With Theorem 3,
we have Xt > H with high probability, while ðXt �HÞ
keys are rare keys. After 1

p synopsis updates, at least
1

2ðXt�HÞ old rare keys will be evicted. Thus, we can obtain,

Xtþ1p < Xt � 1

2
ðXt �HÞ þ 1

2
ð1� pHÞ � 1

p
¼ 1

2
Xt þ 1

2p
:

(5)

Since the synopsis is initially empty, it is clear that for
any time t,Xt < 1

p holds. Theorem 4 is proved. tu

4.4 Adaptive Threshold Configuration

In this section, we analyze how the frequency threshold for
differentiating hot keys and rare keys affects the system per-
formance, and how to adaptively configure the threshold to
minimize the system processing cost.

According to Theorems 1, 2, 3, and 4, for a certain dataset
with a frequency threshold f , we can set r ¼ log 2

1
p to ensure

the precision of the hot key prediction, and p ¼ 1
2 f to ensure

the stableness of the synopsis. However, in practice, it is diffi-
cult for a system administrator to configure the threshold for
differentiating hot keys and rare keys. Indeed, the key distri-
bution of different data streams are always different, and the
distribution may change over time. For example, in a stream
S1 with thousands of keys, the average frequency of a key is
around 0.1 percent; while in a stream S2 with billions of keys,
the peak frequency of a key can be lower than 0.1 percent. If
the threshold of the hot key frequency is set too low (e.g., far
lower than 0.1 percent in S1), a large fraction of the keys will
be identified as popular ones, and the differentiated schedul-
ing is almost the same as shuffle grouping scheme, which
leads to a large fraction of unnecessary memory cost. If the
threshold of the hot key frequency is set too high (e.g., higher
than 0.1 percent in S2), nearly no keys will be regarded as hot
keys, and the differentiated scheduling is almost the same as
key grouping. This will lead to a high load imbalance and
low system throughput. To adapt to various stream data dis-
tribution, we further design an adaptable threshold adjust-
ing scheme in PStream. Here, we first discuss how to define
the optimal frequency threshold in PStream and then pro-
pose a method to compute the optimal frequency threshold
using lightweight statistics and quickly adjust the parame-
ters to approach an optimal frequency threshold.

In a certain stream with N unique keys, for a frequency
threshold f , we assume there are HðfÞ unique hot keys,
each having an appearance frequency higher than f . There
are also LðfÞ unique rare keys with appearance frequency
less than f . We further assume the accumulative frequency
of all hot keys is FHðfÞ and that of all rare keys is FLðfÞ. To
take full advantages of the differentiated scheduling design
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and optimize system performance, the optimal frequency
threshold should satisfy the following conditions: 1) there
are only a small fraction of keys which can be identified as
hot keys (i.e., the value ofHðfÞ should be low), so that using
shuffle grouping will not incur heavy memory cost; 2) the
accumulative frequency of all the identified rare keys (i.e.,
FLðfÞ) should be low, so that using key grouping will not
incur significant load imbalance.

With the proposed differentiated scheduling scheme, the
identified hot keys will be shuffled to all the M downstream
instances. Thus, each instance will store all the HðfÞ keys.
Each instance will evenly get FH ðfÞ

M � T tuples with hot keys
for processing in a unit time T . The rare keys are hashed to all
the instances. Thus, each instance approximately stores LðfÞ

M

unique rare keys. The number of rare keys in each instance for
processing is upbounded by FLðfÞ � T . Therefore, the
upbounded processing time for an instance is proportional
to (FH ðfÞM þ FLðfÞ). The memory usage is proportional to

(HðfÞ þ LðfÞ
M ).

To optimize both time and space efficiency, we use the
following equation to compute the system processing cost
of a frequency threshold f ,

CðfÞ ¼ wT � FH ðfÞ
M þ FLðfÞ

� �
þ wS � HðfÞ þ LðfÞ

M

� �
:

(6)

In the above equation, wT and wS are two normalized
weights of the processing time and the memory usage
which can be specified by users. The system administrator
can adjust them according to the differences of computing
and storage resources of the system. Unlike the threshold f ,
these two parameters are only related to the system resour-
ces and they are not related to the distribution of datasets.
The system administrator can try to adjust these two param-
eters by running a sample application several times, and
obtain satisfied fixed values by using some greedy or heu-
ristic strategies as we will discuss later.

From the definition of the processing cost, we have
FHðfÞ þ FLðfÞ ¼ 1 andHðfÞ þ LðfÞ ¼ N . Thus, we obtain,

CðfÞ ¼ wTþwS�N
M þ M�1

M � ðwT � FLðfÞ þ wS �HðfÞÞ:
(7)

That is to say, the optimal frequency threshold is the
value of f which minimizes (wT � FLðfÞ þ wS �HðfÞ). Our
target is to adjust our frequency threshold to approach the
optimal value periodically. However, there are two chal-
lenges here. First, usually, we do not know the data distri-
bution in advance. Hence, we can hardly compute FLðfÞ
and HðfÞ for any possible f . Second, the data distribution
may change over time. Hence, we should adjust the fre-
quency threshold to an optimal value as quickly as possible.

To solve the problems, we propose a method to estimate
the values of FLðfÞ and HðfÞ for the current frequency
threshold f . We periodically track the newly arriving
records in the synopsis structure. In a time interval, in addi-
tion to the aforementioned synopsis updating process, the
synopsis also performs the following steps. Each time when
a new record (a potential hot key with its experiment value)
arrives, the synopsis checks whether it is an actually hot

key. Then the synopsis counts for the total number of newly
arriving records (v1), and figures out how many records
contain actually hot keys (v2). If a newly arriving record
contains an actually hot key, the synopsis gives the corre-
sponding bit vector a mark. At the end of the time interval,
the synopsis computes v2

v1
and the number of marked bit vec-

tors (v3). Then it initials the two counters to zero and
removes all the marks. The total number of tuples can be
estimated by v1 � 2r, while the total number of hot keys can
be estimated by v2 � 2r. Thus, FLðfÞ can be estimated by
v1�2r�v2�2r

v1�2r ¼ 1� v2
v1
. The number of the identified hot keys in

this interval is v3 . Thus,HðfÞ ¼ v3.
To reduce the processing cost CðfÞ, we need to minimize

both the values of wT � FLðfÞ and wS �HðfÞ. It is not diffi-
cult to see that, the value of FLðfÞ monotonically increases
with f , while HðfÞ monotonically decreases with f . Thus,
our proposal is to find a moderate value for f where wT �
FLðfÞ and wS �HðfÞ are close to each other.

To show the efficiency of our scheme, we generate three
datasets with different distributions. Each dataset has 1,000
unique keys, and the frequencies of all the keys follows Zipf
distribution, normal distribution, and random distribution,
respectively. We configure 1,000 different frequent thresh-
old values f . For each frequent threshold, we compute the
exact value of FLðfÞ and HðfÞ. We set the value of wT and
wS to normalize the value of wT � FLðfÞ and wS �HðfÞ
between the interval [0, 1]. Then we plot the values in
Figs. 9, 10 and 11. Although the functions of FLðfÞ andHðfÞ
are quite different with each other in the three datasets, the
value of CðfÞ changes in a similar way. The optimal value
of f which minimizes CðfÞ appears near the point where
wT � FLðfÞ ¼ wS �HðfÞ.

To approach the optimal value of f , in each time interval,
when we estimate the value of FLðfÞ andHðfÞ, we can com-
pare the value of wT � FLðfÞ with that of wS �HðfÞ. If the
former is larger, we try to increase the value of f ; otherwise,
we try to decrease the value of f . We use an adaptive scheme
to quick compute a better value of f , which can get closer to
the optimal value. Fig. 12 shows how we adjust the thresh-
old. For the current frequency threshold f 0, we estimate the
value of FLðf 0Þ and Hðf 0Þ. We draw two lines as follows. If
FLðf 0Þ > Hðf 0Þ, one line connects the point (0,wT � FLð0Þ)
(i.e., (0, 0)) and the point (f 0, wT � FLðf 0Þ). The other one con-
nects (0,wS �Hð0Þ) (i.e., (0,wS)) and (f 0,wS �Hðf 0Þ). We can
compute the intersection of these two lines. We use f� to
denote the x-coordinate value of the achieved intersection. It
is obvious that f� is closer to the point where wT � FLðfÞ ¼
wS �HðfÞ rather than f 0. If FLðf 0Þ < Hðf 0Þ, one line will
connect (1,wT � FLð1Þ) (i.e., (1,wT )) and (f 0, wT � FLðf 0Þ),

Fig. 9. Normalized value in Zipf distribution (a = 1.2).
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while the other one connects (1, wS �Hð1Þ) (i.e., (1, 0)) and
(f 0,wS �Hðf 0Þ), accordingly.

After the synopsis computes the value of f�, it accord-
ingly computes the values of r and p to make the frequency
threshold close to f�. Then it notifies all the coin flipping
instances to adjust the threshold r. After that, a new interval
starts, and the synopsis estimates the value of FLðf�Þ and
Hðf�Þ again. The above process repeats periodically. If the
distribution is stable, the value of f� will converge to the
optimal value. When the distribution changes, this scheme
can also quickly and adaptively change the thresholds.

With such an adaptive thresholds configuration scheme,
we can further optimize the setting of wS and wT . Specifi-
cally, we can set a random initial value of wT and keep wT þ
wS ¼ 1. In the first step, we run a sample application and
obtain the system throughput TP ðwT Þ. In the second step,
we choose a random value d from interval [-minfwT , wSg,
minfwT , wSg]. We set w0T ¼ wT þ d and run the same appli-
cation again to obtain the system throughput TP ðw0T Þ. In the
third step, we compare the value of TP ðwT Þ and TP ðw0T Þ. If
the later is higher, we set wT ¼ w0T , otherwise, we keep the
value of wT and make d ¼ 1

2 d. Then we repeat the three steps
in iterations until the difference of TP ðwT Þ and TP ðw0T Þ in
the third step is low enough (e.g., less than 1 percent). To
prevent the above greedy algorithm from trapping into a
local optimal, we can use some heuristics such as simulated
annealing [33]. Specifically, in the third step, if TP ðwT Þ is
higher, we still set wT ¼ w0T with a low probability of

eðTP ðw
0
T
Þ�TP ðwT ÞÞ=i, where i is the number of iterations. Such a

design may need more iterations to converge, but it usually
achieves better solution quality.

5 IMPLEMENTATION

We implement PStream on top of Apache Storm [1] and
make the source code publicly available.1

In the PStream implementation, we build a standalone
component that is independent of the original user logic
topology to execute the tasks of the hot key predictor. The
component consists of a coin bolt and a global synopsis bolt
(a bolt is the basic processing element of Storm). The coin
bolt receives tuples from the bolts which need to use the dif-
ferentiated scheduler. The coin bolt performs the coin flip-
ping experiment, identifies the potential hot keys, forwards
the identified potential hot keys to the global synopsis bolt,
and discards all the other keys. The synopsis bolt maintains
a HashMap in memory. The HashMap consists of a set bit

vectors with a length of l. Each bit vector corresponds to an
identified potential hot key.

During the stream processing procedure, each time when
an instance of the user logic bolt forwards a tuple to the
downstream bolt, the instance generates a signal tuple asso-
ciated with the same key to the coin bolt. To prevent the
coin bolt from becoming the bottleneck of the whole system,
PStream creates a large number of coin bolt instances, which
is no less than the number of instances of the user logic bolt.

Following the processing framework described in
Section 4, each time when the synopsis bolt receives an
identified potential hot key from the coin bolt, it updates
the corresponding bit vector and checks whether the key is
a real hot key (i.e., there are more than one “1” bits in the bit
vector). After each updating, the synopsis bolt executes a
decline phase (i.e., it performs the right shift operation on
each bit vector with the probability of p), and then kicks the
keys with an empty bit vector out of the HashMap. When
the synopsis bolt detects a new real hot key or kicks out a
rare key, it generates a signal tuple whose value represents
“append” or “delete” for this key. The synopsis bolt broad-
casts the signal tuple to all the instances which need to use
the differentiated scheduler. Although the synopsis bolt is a
centralized component, it will not become the bottleneck of
the distributed system. On one hand, with the help of the
coin bolt, the vast majority of arriving tuples are previously
filtered. On the other hand, the frequency of identifying a
new currently hot key or an out-dated hot key in the synop-
sis is much less than that of processing arriving tuples in
the user logic bolt. Thus, the broadcasting will not raise
heavy workloads for the processing system. Moreover,
there are usually multiple instances of the user logic bolt
processed in the same worker. To avoid redundant data
transmissions from the synopsis to the multiple instances
hosted on the same worker, we develop a batch-and-dis-
patch mechanism which packages the signal tuple for each
worker in a single packet, and send the tuple only once. The
receiving worker then dispatches the tuple to hosted

Fig. 10. Normalized value in normal distribution (d = 1). Fig. 11. Normalized value in random distribution.

Fig. 12. Adaptively threshold adjusting.1. Sourcecode available: https://github.com/CGCL-codes/PStream
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instances locally. Such a design can effectively reduce the
communication overhead.

Apart from the standalone predict component, each
instance of the user logic bolt maintains a succinct CBF as
the hot key filter. When receiving the “append” or “delete”
signal from the synopsis bolt, the instance updates the CBF.
When the instance is going to send out a tuple to the down-
load processing element, it checks whether the tuple is hot
or not against the CBF. Based on the results, the scheduler
chooses a suitable scheduling scheme from key grouping or
shuffle grouping for this tuple.

6 PERFORMANCE EVALUATION

We evaluate the performance of PStream using comprehen-
sive experiments with large-scale real-world datasets.

6.1 Experiment Setups

We deploy PStream on a cluster of 33 machines, each
equipped with an Intel Xeon E5-2670 CPU (octa-core
2.4 GHz), 64.0 GB RAM, and a 1,000 Mbps Ethernet interface
card. Onemachine serves as themaster node to host the Storm
Nimbus. The othermachines run Storm Supervisors.

Datasets. In the experiment, we use four large-scale traces
collected from real-world systems. The first is a set of tweets
crawled from Twitter, which contains 658 million words
associated with 5.7 million unique keys. The second is the
stock exchange dataset collected from NASDAQ [16] during
April 2017. The dataset contains 274 million exchange
records associated with 6,649 stock symbols. The third is
the hashtag dataset collected from Twitter during Nov.
2012 [34]. The dataset includes 43 million hashtags. The
fourth is the on-demand ride-hailing dataset collected
from [17], in Chengdu during Nov. 2016. The dataset con-
tains three billion driving track records of taxis, each associ-
ated with a taxi id, the GPS location, and a timestamp. To
evaluate the performance of PStream with different degrees
of skewness, we also conduct extended experiments with
synthetic datasets. Each dataset has one billion tuples and 10
million keys, which follow Zipf distributions with coeffi-
cients varying from 0.5 to 2.0. A higher coefficient indicates a
more skewed distribution. Table 3 summarizes the dataset
statistics.We leverage Kafka [35] for the stream input.

Applications. We evaluate PStream with four applica-
tions including word-count, Volume Weighted Average Prize
(VWAP), Hashtag statistics, and road condition detection.

The word-count and the hashtag applications count the
number of each word or hashtag in the tweets stream. First,
the Kafka Spout feeds tweet messages to the split bolt which
splits a tweet into simple words or extracts the hashtags.
Second, a count bolt counts for each distinct word or hash-
tag in a given time interval. Third, an aggregation bolt
aggregates and outputs the results.

The VWAP application computes the ratio of the total
value of a stock symbol to its total trading volume. Each
exchange record is represented as a tuple with the stock
symbol as the key. The exchange amount and the price asso-
ciated with this key are represented as values. The statistic
bolt multiples the exchange amount by the price as the
intermediate result. An aggregation bolt collects the results
and computes the final average price for each symbol.

The road condition detection application counts the dis-
tinct taxi ids in the same location area in a short time period
to approximately indicate the crowding degree. In this
application, a tuple contains a taxi track record with its GPS
location mapped to grids on the map as the key. The count
distinct bolt records each taxi id in a HashMap and counts
the size of the HashMap at the ends of each time period. If
the count surpasses a certain threshold, the detection bolt
outputs the results.

Baseline Schemes and Metrics. In the experiment, we first
compare the performance of PStreamwith those of the state-
of-the-art designs including the Partial Key Grouping [14]
(PKG) and Distribution-aware Key Grouping [21] (DKG)
schemes. We mainly examine system throughput, process-
ing latency, and degree of load imbalance. High throughput
and low latency are always desirable in a distributed stream
processing system [14]. We define the throughput as the rate
of the successfully processed tuples. We define the process-
ing latency as the average processing time for each tuple.

Specifically, we compute the number of tuples in every
ten seconds to compute the system throughput. We record
the total processing latency for every 10,000 tuples which
are emitted consecutively and report the average processing
latency. To monitor the processing procedure of each tuple,
we leverage the acknowledge mechanism in Storm. A tuple
is regarded successfully processed if and only if the spout
receives the ACK message for this tuple from the last bolt.
To achieve high system efficiency, a distributed stream
processing system also desires resource efficiency with alle-
viated load imbalance among processing instances. We
measure the number of received tuples in each instance and
use the standard deviation of the workloads among all the
instances to examine the degree of load imbalance.

We further examine the efficiency of our adaptive thresh-
old configuration scheme. We compare the throughput and
the standard deviation of the workloads of PStream with
that of fixed threshold configuration. We run the experiment
ten times with the word-count and Hashtag statistic applica-
tions. We also obtain an experimental optimal threshold
manually using large-scale experiments.

Finally, we examine the performance of the proposed hot
key predictor compared to existing schemes including
count-min sketch [28] and Ada-CMSketch [29]. We fix the
memory size of all the structures and examine the precision
and the computation cost for hot key identification.

6.2 Results

Overall Performance of PStream. In the experiment, we exam-
ine the efficiency of the computation and memory resources
of PStream using both synthetic and real-world datasets.
We compare the performance of PStream with those of

TABLE 3
Datasets Statistics

Dataset Symbol ] of tuples ] of keys

Tweets TW 658M 5.7M
NASDAQ records ST 274M 6.7K
Tiwtter Hashtags HA 43M 3.4M
DiDi Taxi records TX 3B 8K
Synthetic Zipf ZF 1B 10M
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existing schemes including key grouping, shuffle grouping,
DKG, and PKG.

Fig. 13 shows the throughput in different parallelism lev-
els. We compare PStream with shuffle grouping, DKG, and
PKG. In the experiment, we fix the popularity distribution
with Zipf coefficient = 1.0 and increases the number of proc-
essing instances. Specifically, we create 8	128 instances of
the word count bolt and examine the maximum throughput
of the system. At each parallelism level, we adjust the speed
for tuple emitting to achieve the maximum throughput. The
result shows that when the parallelism level reaches 80, the
system throughput with shuffle grouping stops increasing,
while those of all the other three schemes keep increasing.
When the parallelism level reaches 128, the throughput of
PStream is 32 and 21 percent higher than those of DKG and
PKG, respectively.

Fig. 14 shows the CDF of the processing latency. In the
experiment, we fix the popularity distribution with Zipf
coefficient = 1.0. The result shows that 72 percent tuples in
PStream have processing latency less than 200 ms, while
only 19 percent tuples with shuffle grouping and 61 percent
tuples with key grouping have such low processing latency.
The long processing latency of shuffle grouping is mainly
caused by the additional aggregation operation, which
needs around 300ms for each tuple on average. In PStream,

only a small fraction of keys need aggregation and the
aggregation latency is around 70 ms on average.

Fig. 15 plots the system throughput under different
degrees of data skewness. We fix the parallelism level at 64
and compare PStream with key grouping and the other two
baseline schemes. The result shows that the system through-
put of all the existing schemes decreases sharply when the
coefficient increases. In contrast, PStream remains a much
more stable throughput.

Fig. 16 compares the throughput of PStream with those
of PKG and DKG in the word-count application with the
TW dataset. We fix the parallelism level at 128 and record
the throughput every ten seconds. The result shows
PStream achieves 2.3� and 3.6� improvements in the sys-
tem throughput compared to PKG and DKG, respectively.

Fig. 17 plots the CDF of the average tuple processing
latency for the word-count application. The result shows
the latency of PStream is 114 ms, while those of PKG and
DKG are 322 ms and 336 ms, respectively. PStream greatly
reduces the latency of PKG by 64 percent and that of DKG
by 66 percent. The result shows that 90 percent tuples using
PStream can be processed in 330ms, while only 63 and 45
percent tuples of PKG and DKG can have such a short proc-
essing latency.

Fig. 18 shows the distribution of each tuple’s processing
time every five minutes. The result shows that PStream has

Fig. 13. Throughput in different parallelism levels.

Fig. 14. Processing latency distribution with ZF dataset.

Fig. 15. Throughput in different levels of skewness.

Fig. 16. Throughput in the word-count application.

Fig. 17. Processing latency in the word-count application.

Fig. 18. Processing time variation in the word-count application.
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the lowest latency at every percentile. It also achieves a
more stable latency compared to the baseline schemes.
Between the fifth minute and the 20th minute, both the dis-
tributions of PKG and DKG change greatly due to the
change of frequency of hot keys.

Fig. 19 compares the system throughput of the VWAP
application. The result shows that PStream achieves 2.0�
and 2.4� improvements of the system throughput com-
pared to PKG and DKG, respectively.

Fig. 20 plots the CDF of the average latency of the VWAP
application. The result shows that 82 percent tuples in
PStream have the processing latency less than 180 ms, while
only 8 percent tuples in DKG and 38 percent tuples in PKG
have such low latency. PStream reduces the average tuple
latency of DKG and PKG by 50 and 31 percent, respectively.

Fig. 21 shows the distribution of the processing time of
each tuple in the VWAP application. With the dynamic
stock records, the distributions of both DKG and PKG
schemes vary significantly. In contrast, PStream has a much
more stable performance. This reflects that our hot key pre-
dictor more precisely predicts the hot keys in the presence
of dynamic changes of keys’ popularities over time.

Fig. 22 compares the throughput of PStream with those
of PKG and DKG in the Hashtag statistic application with
the HA datasets. The result shows that PStream achieves

1.9� and 2.3� improvements of the average throughput
compared to PKG and DKG, respectively.

Figs. 23 and 24 plot the CDF of the average latency and the
distribution of the processing time in the Hashtag statistic
application, respectively. The result shows that 70 percent
tuples in PStream have processing latency less than 130 ms,
while only 13 percent tuples in DKG and 54 percent tuples in
PKG have such low latency. The average tuple processing
latency of PStream is 148 ms, while those of PKG and DKG
are 210 ms and 280 ms, respectively. PStream greatly reduces
the latencies of DKG and PKGby 48 and 30 percent.

Fig. 25 compares the throughput of PStream with those
of PKG and DKG in the road condition detection applica-
tion with the TX datasets. The result shows that PStream
achieves 2.0� and 2.8� improvements of the average sys-
tem throughput compared to PKG and DKG.

Fig. 26 and 27 plot the CDF of the average latency and
the distribution of the processing time in the road condi-
tion detection application, respectively. The result shows
that 63 percent tuples in PStream have processing latency
less than 300 ms, while only 17 percent tuples in DKG and
21 percent tuples in PKG have such low latency. The average
tuple processing latency of PStream is 267ms, which reduces
the latencies of DKG and PKG by 39 and 27 percent,
respectively.

We further examine the workloads (i.e., the received
tuples) of each instance in an interval of ten seconds in the
VWAP and the Hashtag statistic applications. We compute
the standard deviations of the workloads in the instances to
show the degree of load imbalance. Fig. 28 shows that
PStream reduces the average standard deviation of DKG by
16 percent in VWAP and by 25 percent in Hashtag statistic.
PStream reduces the average standard deviation of PKG by
49 percent in VWAP and by 40 percent in Hashtag statistic.

We also examine the scalability of PStream. In the experi-
ment, we increase the parallelism level, and achieve the
maximum throughput for each parallelism level to put the

Fig. 19. Throughput in the VWAP application.

Fig. 20. Processing latency in the VWAP application.

Fig. 21. Processing time variation in the VWAP application.

Fig. 22. Throughput in the Hashtag statistic application.

Fig. 23. Processing latency in the Hashtag statistic application.
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examination to the system performance limit. Specifically,
for each parallelism level, the Kafka Spout increases the
emitting speed until the throughput does not increase any-
more. Fig. 33 shows that when the parallelism level reaches
128, the throughput of PStream for the VWAP and the
Hashtag statistic application is 35 and 33 percent higher
than those of PKG. PStream achieves 40 and 49 percent
higher throughput than those of DKG in the VWAP and the
Hashtag statistic application, respectively.

Performance of Adaptive Threshold Configuration. Fig. 29
shows the throughput of PStream with the word-count
application. We compare the throughput with adaptive
threshold configuration and that with randomly set fixed
thresholds and manually optimized fixed threshold. We run
the experiment with random fixed thresholds ten times and

report themedian. The result shows that the adaptive thresh-
old configuration scheme of PStream quickly converges to a
stable threshold, and the system obtains higher system
throughput than that using a manually optimized fixed
threshold. PStream with the adaptive threshold configura-
tion scheme achieves 17 to 42 percent higher throughput
compared to thosewith random thresholds.

Fig. 30 shows the standard deviation of workloads
among different instances in the word-count application of
PStream with adaptive threshold configuration, and that of
the scheme with fixed thresholds. The result shows that
with the adaptive threshold configuration scheme, loads of
PStream instances can become more balanced when the
threshold is stable. The adaptive threshold configuration
scheme can reduce the average standard deviation of the
workloads among all the instances of the optimal fixed
threshold setting by 9.1 percent, and that of the random
fixed threshold setting by 24 to 32 percent.

Fig. 31 shows the processing time of the Hashtag statistic
application. We compare the performance of PStream with
the adaptive threshold configuration and that with optimal
fixed thresholds. The adaptive threshold configuration
scheme improves the system throughput of an optimal fixed
threshold by 19.5% percent when the threshold becomes

Fig. 24. Processing time variation in the Hashtag statistic application.

Fig. 25. Throughput in the road condition detection application.

Fig. 26. Processing latency in the road condition detection application.

Fig. 27. Processing time variation in the road condition detection
application.

Fig. 28. Standard deviation of workloads among different instances.

Fig. 29. Throughput in the word-count application with adaptive decline
scheme.

Fig. 30. Standard deviation of workloads among instances in the word-
count application.
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stable. Compared to the ten randomly set thresholds, PStream
with the adaptive threshold configuration scheme achieves 27
to 46 percent higher throughput.

Fig. 32 shows the standard deviation of workloads in the
Hashtag statistic application, where we compare PStream
with the adaptive threshold configuration and that with
fixed thresholds. The adaptive threshold configuration
scheme improves the load balance by 14.5 and 35 percent,
compared to the designs with manually optimized fixed
threshold and random fixed threshold.

Performance of the Hot Key Predictor. Fig. 34 shows the
prediction precision, which is defined as the ratio of the
number of identified actually hot keys to the total num-
ber of keys identified. The result shows PStream achieves
a precision of 96 percent, outperforming all existing
schemes. Our hot key predictor significantly improves
the precision of the previous count-min sketch scheme
by 23 percent.

We record the time from the time the predictor receives
the tuple to the time the tuple is identified to be a hot key.
Fig. 35 plots the time of 100 continuous hot keys identified.
PStream uses 1.4 ms in average, reducing those of count-
min sketch and Ada-CMSketch by 80 and 84 percent.

We also compare the throughput of our hot key predic-
tor. Fig. 36 shows that the throughput of our hot key

predictor is much higher than those of the other two
schemes. When Zipf coefficient = 1.0, our scheme improves
the throughput of the count-min sketch by 36.7 percent and
that of the Ada-CMSketch by 47.5 percent.

7 CONCLUSION

In this paper, we argue that the key of efficient distributed
stream processing is to differentiate the popularities of the
keys.We design PStream, a novel differentiated stream proc-
essing system. The efficiency of PStream is based on a pro-
posed new hot key predictor, which can accurately identify
the currently hot keys in highly dynamic real-time streams at
very low computation and memory costs. We implement
PStream on top of Apache Storm. Experimental results show
that PStream greatly outperforms existing designs in terms
of throughput and processing latency.
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Fig. 32. Standard deviation of workloads among instances in the Hash-
tag statistic application.

Fig. 34. Precision of hot keys predictor.Fig. 31. Throughput in the Hashtag statistic application with adaptive
decline scheme.

Fig. 33. The optimal throughput of TW and HA.

Fig. 35. Identification latency of hot keys predictor.

Fig. 36. Throughput of hot keys predictor.
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