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#### Abstract

Chaotic dynamics is an important source for generating pseudorandom binary sequences (PRNS). Much efforts have been devoted to obtaining period distribution of the generalized discrete Arnold's Cat map in various domains using all kinds of theoretical methods, including Hensel's lifting approach. Diagonalizing the transform matrix of the map, this paper gives the explicit formulation of any iteration of the generalized Cat map. Then, its real graph (cycle) structure in any binary arithmetic domain is disclosed. The subtle rules on how the cycles (itself and its distribution) change with the arithmetic precision $e$ are elaborately investigated and proved. The regular and beautiful patterns of Cat map demonstrated in a computer adopting fixedpoint arithmetics are rigorously proved and experimentally verified. The results will facilitate research on dynamics of variants of the Cap map in any domain and its effective application in cryptography. In addition, the used methodology can be used to evaluate randomness of PRNS generated by iterating any other maps.
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## I. Introduction

PERIOD and cycle distribution of chaotic systems are fundamental characteristics measuring their dynamics and function, and supporting their practical values [1], [2]. As the most popular application form, various digitized chaotic systems were constructed or enhanced as a source of producing random number sequences: Tent map [3], Logistic map [4], [5], Cat map [6], Chebyshev map of even degree [7], piecewise linear map [8], and Chua's attractor [9]. Among them, Arnold's Cat map

$$
\begin{equation*}
f(x, y)=(x+y, x+2 y) \bmod 1 \tag{1}
\end{equation*}
$$

is one of the most famous chaotic maps, named after Vladimir Arnold, who heuristically demonstrated its stretching (mixing) effects using an image of a Cat in [10, Fig. 1.17]. Attracted by the simple form but complex dynamics of Arnold's Cat map, it is adopted as a hot research object in various domains: quadratic field [1], two-dimensional torus [11]-[13], [14], finite-precision digital computer [15], [16], quantum computer
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[17]-[19]. In [20], Cat map is used as an example to define a microscopic entropy of chaotic systems. The nice properties of Cat map demonstrated in the infinite-precision domains seemingly support that it is widely used in many cryptographic applications, e.g. chaotic cryptography [21], image encryption [22], image privacy protection [23], [24], hashing scheme [25], PRNG [11], [26], random perturbation [27], designing unpredictable path flying robot [28].

Recently, the dynamics and randomness of digital chaos are investigated from the perspective of functional graphs (statemapping networks) [29]. In [30], how the structures of Logistic map and Tent map change with the implementation precision $e$ is theoretically proved. Some properties on period of a variant of Logistic map over Galois ring $\mathbb{Z}_{3^{e}}$ are presented [31], [32]. In [33], the phase space of cat map is divided into some uniform Ulam cells, and the associated directed complex network is built with respect to mapping relationship between every pair of cells. Then, the average path length of the network is used to measure the underlying dynamics of Cat map. In [34], the elements measuring phase space structures of Cat map, fixed points, periodic orbits and manifolds (stable or unstable), are detected with Lagrangian descriptors. In [35], the functional graph of general linear maps over finite fields is studied with various network parameters, e.g. the number of cycles and the average of the pre-period (transient) length. To quickly calculate the maximal transient length, fixed points and periodic limit cycles of the functional graph of digital chaotic maps, a fast period search algorithm using a tree structure is designed in [36].

The original Cat map (1) can be attributed to the general matrix form

$$
\begin{equation*}
f(\mathbf{x})=(\boldsymbol{\Phi} \cdot \mathbf{x}) \bmod N \tag{2}
\end{equation*}
$$

where $N$ is a positive integer, $\mathbf{x}$ is a vector of size $n \times 1$, and $\Phi$ is a matrix of size $n \times n$. The determinant of the transform matrix $\boldsymbol{\Phi}$ in Eq. 2] is one, so the original Cat map is area-preserving. Keeping such fundamental characteristic of Arnold's Cat map unchanged, it can be generalized or extended via various strategies: changing the scope (domain) of the elements in $\boldsymbol{\Phi}$ [37]; extending the transform matrix to 2-D, 3-D and even any higher dimension [6], [38]; modifying the modulo $N$ [39]; altering the domain of some parameters or variables 40].

Among all kinds of generalizations of Cat map, the one in 2-D integer domain received most intensive attentions due to its direct application on permuting position of elements of
image data, which can be represented as

$$
f\left[\begin{array}{l}
x_{n}  \tag{3}\\
y_{n}
\end{array}\right]=\left[\begin{array}{l}
x_{n+1} \\
y_{n+1}
\end{array}\right]=\mathbf{C} \cdot\left[\begin{array}{l}
x_{n} \\
y_{n}
\end{array}\right] \bmod N
$$

where

$$
\mathbf{C}=\left[\begin{array}{cc}
1 & p  \tag{4}\\
q & 1+p \cdot q
\end{array}\right]
$$

$x_{n}, y_{n} \in \mathbb{Z}_{N}$, and $p, q, N \in \mathbb{Z}^{+}$.
In this paper, we refer to the generalized Cat map (3) as Cat map for simplicity. In [41], the upper and lower bounds of the period of Cat map 3 with $(p, q)=(1,1)$ are theoretically derived. In [42], the corresponding properties of Cat map (3) with $(p, q, N)$ satisfying some constrains are further disclosed. In [15], [16], [43], [44], F. Chen systematically analyzed the precise period distribution of Cat map (3) with any parameters. The whole analyses are divided into three parts according to influences on algebraic properties of $\left(\mathbb{Z}_{N},+, \cdot\right)$ imposed by $N$ : a Galois field when $N$ is a prime [43]; a Galois ring when $N$ is a power of a prime [15], [16]; a commutative ring when $N$ is a common composite [44]. According to the analysis methods adopted, the second case is further divided into two sub-cases $N=p^{e}$ and $N=2^{e}$, where $p$ is a prime larger than or equal to 3 and $e$ is an integer. From the viewpoint of real applications in digital devices, the case of Galois ring $\mathbb{Z}_{2^{e}}$ is of most importance since it is isomorphic to the set of numbers represented by $e$-bit fixed-point arithmetic format with operations defined in the standard for arithmetic of computer.

The period of a map over a given domain is the least common multiple of the periods of all points in the domain. Confusing periods of two different objects causes some misunderstanding on impact of the knowledge about period distribution of Cat map in some references like [42]. What's worse, the local properties of Arnold's Cat map are omitted. Diagonalizing the transform matrix of Cat map with its eigenmatrix, this paper derives the explicit representation of any iteration of Cat map. Then, the evolution properties of the internal structure of Cat map (3) with incremental increase of $e$ are rigorously proved, accompanying by some convincing experimental results.

The rest of this paper is organized as follows. Section $\Pi$ gives previous works on deriving the period distribution of Cat map. Section III presents some properties on structure of Cat map. Application of the obtained results are discussed in Sec. IV. The last section concludes the paper.

## II. The previous works on the period of Cat map

To make the analysis on the (overall and local) structure of Cat map complete, the previous related elegant results are briefly reviewed in this section.

When $(p, q)=(1,1), \mathbf{C}=\left[\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right]=\left[\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right]^{2}$, the period problem of Cat map (3) can be transformed as the divisibility properties of Fibonacci numbers [41]. Then, the known theorems about Fibonacci numbers are used to obtain the upper and lower bounds of the period of Cat map (3), i.e.

$$
\begin{equation*}
\log _{\lambda_{+}}(N)<T \leq 3 N \tag{5}
\end{equation*}
$$

where $\lambda_{+}=(1+\sqrt{5}) / 2$. Under specific conditions on prime decomposition forms of $N$ or the parity of $T$, the two bounds in Eq. (5) are further optimized in [41].

When $N$ is a power of two, as for any $(p, q)$, [16] gives possible representation form of the period of Cat map (3) over Galois ring $\mathbb{Z}_{2^{e}}$, shown in Property 1 . Furthermore, the relationship between $T$ and the number of different Cat maps possessing the period, $N_{T}$, is precisely derived:
$N_{T}=$
$\begin{cases}1 & \text { if } T=1 ; \\ 3 & \text { if } T=2 ; \\ 2^{e+1}+12 & \text { if } T=4 ; \\ 2^{e-1}+2^{e} & \text { if } T=6 ; \\ 2^{e+k-2}+3 \cdot 2^{2 k-2} & \text { if } T=2^{k}, k \in\{3,4, \cdots, e-1\} ; \\ 2^{2 e-2} & \text { if } T=2^{e} ; \\ 2^{e+k-1} & \text { if } T=3 \cdot 2^{k}, k \in\{0,2,3, \cdots, e-2\},\end{cases}$
where $e \geq 4$.
Property 1. The representation form of $T$ is determined by parity of $p$ and $q$ :

$$
T= \begin{cases}2^{k}, & \text { if } 2 \mid p \text { or } 2 \mid q ;  \tag{7}\\ 3 \cdot 2^{k^{\prime}}, & \text { if } 2 \nmid p \text { and } 2 \nmid q .\end{cases}
$$

where $k \in\{0,1, \cdots, e\}, k^{\prime} \in\{0,1, \cdots, e-2\}$.
When $e=3$,

$$
N_{T}= \begin{cases}1 & \text { if } T=1 \\ 3 & \text { if } T=2 \\ 2^{e-1} & \text { if } T=3 \\ 2^{e+1}+12 & \text { if } T=4 \\ 2^{e-1}+2^{e} & \text { if } T=6 \\ 2^{2 e-2} & \text { if } T=8\end{cases}
$$

which cannot be presented as the general form (6) as 16 Table III], e.g. $2^{2 e-2} \neq 2^{e+k-2}+3 \cdot 2^{2 k-2}$ when $e=k=3$. From Eq. 6], one can see that there are $\left(1+3+2^{e-1}+\right.$ $\left.2^{e+1}+12+2^{e-1}+2^{e}\right)=2^{e+2}+16$ generalized Arnold's maps whose periods are not larger than 6 , which is a huge number for ordinary digital computer, where $e \geq 32$.

The generating function of the sequence generated by iterating Cat map (3) over $\mathbb{Z}_{2^{e}}$ from initial point $\left(x_{0}, y_{0}\right)$ can be represented as

$$
X(t)=\frac{g_{x}(t)}{f(t)}
$$

and

$$
Y(t)=\frac{g_{y}(t)}{f(t)}
$$

where

$$
\left[\begin{array}{l}
g_{x}(t) \\
g_{y}(t)
\end{array}\right]=\left[\begin{array}{cc}
-1-p \cdot q & p \\
q & -1
\end{array}\right] \cdot\left[\begin{array}{l}
x_{0} \\
y_{0}
\end{array}\right] \cdot t+\left[\begin{array}{l}
x_{0} \\
y_{0}
\end{array}\right]
$$

and

$$
f(t)=t^{2}-\left((p q+2) \bmod 2^{e}\right) \cdot t+1
$$

TABLE I: The conditions of $(p, q)$ and the number of their possible cases, $N_{T}^{\prime}$, corresponding to a given $T$.

| $T$ | $p$ | $q$ | $N_{T}^{\prime}$ |
| :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 |
| 2 | $p \bmod 2^{e}=2^{e-1}$ | $q \bmod 2^{e-1}=0$ | 2 |
|  | $q \bmod 2^{e}=0$ | $p \bmod 2^{e}=2^{e-1}$ | 1 |
| 3 | $p \equiv 1 \bmod 2$ | $q \equiv p^{-1}\left(2^{e}-3\right) \bmod 2^{e}$ | $2^{e-1}$ |
| 4 | $p \equiv 1 \bmod 2$ | $q \equiv p^{-1}\left(2^{e}-2\right) \bmod 2^{e}$ | $2^{e-1}$ |
|  | $p \equiv 0 \bmod 2, p \not \equiv 0 \bmod 4$ | $q \equiv(p / 2)^{-1}\left(2^{e-1}-1\right) \bmod 2^{e-1}$ | $2^{e-1}$ |
|  | $p \equiv 1 \bmod 2$ | $q \equiv p^{-1}\left(2^{e-1}-2\right) \bmod 2^{e}$ | $2^{e-1}$ |
|  | $p \equiv 0 \bmod 2$ | $q \equiv(p / 2)^{-1}\left(2^{e-1}-2\right) \bmod 2^{e}$ | $2^{e-1}$ |
|  | $p \bmod 2^{e-1}=2^{e-2}$ | $q \bmod 2^{e-2}=0$ | 8 |
|  | $q \bmod 2^{e-1}=0$ | $p \bmod 2^{e-1}=2^{e-2}$ | 4 |
| 6 | $p \equiv 1 \bmod 2$ | $q \equiv p^{-1}\left(2^{e-1}-3\right) \bmod 2^{e}$ | $2^{e-1}$ |
|  |  | $q \equiv p^{-1}\left(2^{e-1}-1\right) \bmod 2^{e}$ | $2^{e-1}$ |
|  |  | $q \equiv p^{-1}\left(2^{e}-1\right) \bmod 2^{e}$ | $2^{e-1}$ |
| $\begin{gathered} 2^{k}, \\ k \in\{3,4, \ldots, e-1\} \end{gathered}$ | $p \equiv 1 \bmod 2$ | $q \equiv p^{-1}\left(2^{e-k+1} l-2\right) \bmod 2^{e}, l \equiv 1 \bmod 2, l \in\left[1,2^{k-1}-1\right]$ | $2^{e+k-3}$ |
|  | $p \equiv 0 \bmod 2$ | $q \equiv(p / 2)^{-1}\left(2^{e-k+1} l-2\right) \bmod 2^{e}, l \equiv 1 \bmod 2, l \in\left[1,2^{k-1}-1\right]$ | $2^{e+k-3}$ |
|  | $p \bmod 2^{e-k+1}=2^{e-k}$ | $q \bmod 2^{e-k}=0$ | $2^{2 k-1}$ |
|  | $p \bmod 2^{e-k+1}=0$ | $q \bmod 2^{e-k+1}=2^{e-k}$ | $2^{2 k-2}$ |
| $2^{e}$ | $p \equiv 1 \bmod 2$ | $q \equiv 0 \bmod 4$ | $2^{2 e-3}$ |
|  | $p \equiv 0 \bmod 4$ | $q \equiv 1 \bmod 2$ | $2^{2 e-3}$ |
| $3 \cdot 2^{k}$, | $p \equiv 1 \bmod 2$ | $q \equiv p^{-1}\left(2^{e-k} l-3\right) \bmod 2^{e}, l \equiv 1 \bmod 2, l \in\left[1,2^{k}\right]$ | $2^{e+k-2}$ |
| $k \in\{2,3, \ldots, e-2\}$ |  | $q \equiv p^{-1}\left(2^{e-k+1} l-1\right) \bmod 2^{e}, l \equiv 1 \bmod 2, l \in\left[1,2^{k-1}-1\right]$ | $2^{e+k-2}$ |

Referring to Property 2, when $p$ and $q$ are not both even, the period of Cat map is equal to the period of $f(t)$. So the period problem of Arnold's Cat map becomes that of a decomposition part of its generation function. First, the number of distinct Cat maps possessing a specific period over $\mathbb{Z}_{2}[t]$ is counted. Then, the analysis is incrementally extended to $\mathbb{Z}_{2^{e}}[t]$ using the Hensel's lifting approach. As for any given value of the period of Arnold's Cat map, all possible values of the corresponding $(p, q)$ are listed in Table $I$

Property 2. As for Cat map (3) implemented over $\left(\mathbb{Z}_{2^{e}},+, \cdot\right)$, there is one point in the domain, whose period is a multiple of the period of any other points.

## III. The structure of Cat map over $\left(\mathbb{Z}_{2^{e}},+, \cdot\right)$

First, some intuitive properties of Cat map over $\left(\mathbb{Z}_{2^{e}},+, \cdot\right)$ are presented. Then, some general properties of Cat map over $\left(\mathbb{Z}_{N},+, \cdot\right)$ and $\left(\mathbb{Z}_{2^{e}},+, \cdot\right)$ are given, respectively. Finally, the regular graph structures of Cat map over $\left(\mathbb{Z}_{2^{e}},+, \cdot\right)$ are disclosed with the properties of two parameters of Cat map's explicit presentation matrix.

## A. Properties of funtional graph of Cat map over $\left(\mathbb{Z}_{2^{e}},+, \cdot\right)$

Functional graph of Cat map (3) can provide direct perspective on its structure. The associate functional graph $F_{e}$ can be built as follows: the $N^{2}$ possible states are viewed as $N^{2}$ nodes; the node corresponding to $\mathbf{x}_{1}=\left(x_{1}, y_{1}\right)$ is directly linked to the other one corresponding to $\mathbf{x}_{2}=\left(x_{2}, y_{2}\right)$ if and only if $\mathbf{x}_{2}=f\left(\mathbf{x}_{1}\right)$ [30]. To facilitate visualization as a 1-D network data, every 2-D vector in Cat map (3) is transformed by a bijective function $z_{n}=x_{n}+\left(y_{n} \cdot N\right)$. To describe how

[^0]the functional graph of Cat map (3) change with the arithmetic precision $e$, let
\[

$$
\begin{equation*}
z_{n, e}=x_{n, e}+\left(y_{n, e} \cdot 2^{e}\right) \tag{8}
\end{equation*}
$$

\]

where $x_{n, e}$ and $y_{n, e}$ denote $x_{n}$ and $y_{n}$ of Cat map (3) with $N=2^{e}$, respectively.

As a typical example, we depicted the functional graphs of Cat map (3) with $(p, q)=(1,1)$ in four domains $\left\{\mathbb{Z}_{2^{e}}\right\}_{e=1}^{4}$ in Fig. 1, where the number inside each circle (node) is $z_{n, e}$ in $F_{e}$. From Fig. 1, one can observe some general properties of functional graphs of Cat map (3). Especially, there are only cycles, no any transient. The properties on permutation are concluded in Properties $3,4$.

Property 3. Cat map (3) defines a bijective mapping on the set $\left(0,1,2, \cdots, N^{2}-1\right)$.

Proof. As Cat map (3) is area-preserving on its domain, it defines a bijective mapping on $\mathbb{Z}_{N}^{2}$, which is further transformed into a bijective mapping on $\mathbb{Z}_{N^{2}}$ by conversion function (8).

Property 4. As for a given $N$, any node of functional graph of Cat map (3) belongs one and only one cycle, a set of nodes such that Cat map (3) iteratively map them one to the other in turn.

Proof. Referring to [45. Theorem 5.1.1], the set $\left(0,1,2, \cdots, N^{2}-1\right)$ is divided into some disjoint subsets such that Cat map (3) is a cycle on each subset.

As the period of a Cat map in a domain is the least common multiple of the periods of its cycles, the functional graph of a Cat map possessing a large period may be composed of a great number of cycles of very small periods. The whole graph shown in Fig. 11) is composed of 16 cycles of period 12, 10

a)

b)

c)

d)

Fig. 1: Functional graphs of generalized Arnold's Cat maps in $\mathbb{Z}_{2^{e}}$ where $(p, q)=(1,1)$ : a) $e=1$; b) $e=2$; c) $e=3$; d) $e=4$.


Fig. 2: Four possible functional graphs of Cat map (3) with $N=2:$ a) $p$ and $q$ are both even; b) $p$ is even, and $q$ is odd; c) $p$ is odd, $q$ is even; d) $p$ and $q$ are both odd.
cycles of period 6,1 cycle of period 3 , and 1 self-connected cycle.

We found that there exists strong evolution relationship between $F_{e}$ and $F_{e+1}$. A node $z_{n, e}=x_{n, e}+y_{n, e} 2^{e}$ in $F_{e}$ is evoluted to

$$
\begin{align*}
z_{n, e+1} & =\left(x_{n, e}+a_{n} 2^{e}\right)+\left(y_{n, e}+b_{n} 2^{e}\right) 2^{e+1} \\
& =z_{n, e}+\left(a_{n} 2^{e}+y_{n, e} 2^{e}+b_{n} 2^{2 e+1}\right) \tag{9}
\end{align*}
$$

where $a_{n}, b_{n} \in\{0,1\}$. The relationship between iterated node of $z_{n, e}$ in $F_{e}$ and the corresponding evoluted one in $F_{e+1}$ is described in Property 5. Furthermore, the associated cycle is expanded to up to four cycles as presented in Property 6

Assign $\left(a_{n_{0}}, b_{n_{0}}\right)$ with one element in set 15 , one can obtain the corresponding cycle in $F_{e+1}$ with the steps given in Property 6. Then, the other element in set (15) can be assigned to $\left(a_{n_{0}}, b_{n_{0}}\right)$ if it does not ever exist in the set in Eq. 14, corresponding to every assigned value of $\left(a_{n_{0}}, b_{n_{0}}\right)$. Every cycle corresponding to different $\left(a_{n_{0}}, b_{n_{0}}\right)$ can be generated in the same way.

Property 5. If the differences between inputs of Cat map (3) with $N=2^{e}$ and that of Cat map (3) with $N=2^{e+1}$ satisfy

$$
\left[\begin{array}{l}
x_{n, e+1}-x_{n, e}  \tag{10}\\
y_{n, e+1}-y_{n, e}
\end{array}\right]=\left[\begin{array}{l}
a_{n} \\
b_{n}
\end{array}\right] \cdot 2^{e},
$$

one has

$$
\left[\begin{array}{c}
a_{n+1}  \tag{11}\\
b_{n+1}
\end{array}\right]=\left[\left[\begin{array}{cc}
1 & p \\
q & 1+p \cdot q
\end{array}\right] \cdot\left[\begin{array}{l}
a_{n} \\
b_{n}
\end{array}\right]+\left[\begin{array}{l}
k_{x} \\
k_{y}
\end{array}\right]\right] \bmod 2
$$

$a_{n}, b_{n} \in\{0,1\}, k_{x}=\left\lfloor k_{x}^{\prime} / 2^{e}\right\rfloor, k_{y}=\left\lfloor k_{y}^{\prime} / 2^{e}\right\rfloor$, and

$$
\left[\begin{array}{l}
k_{x}^{\prime}  \tag{12}\\
k_{y}^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
1 & p \\
q & 1+p \cdot q
\end{array}\right] \cdot\left[\begin{array}{l}
x_{n, e} \\
y_{n, e}
\end{array}\right] .
$$
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Fig. 3: All possible functional graphs of Cat map (3) with $N=$ $2^{2}$, where the subfigure with caption " $i$ )" is corresponding to $(p, q)$ satisfying $i=p \bmod 4+(q \bmod 4) \cdot 4$.

Proof. According to the linearity of Cat map (3), one can get
$\left[\begin{array}{l}x_{n+1, e+1}-x_{n+1, e} \\ y_{n+1, e+1}-x_{n+1, e}\end{array}\right]$
$=\left[\left[\begin{array}{cc}1 & p \\ q & 1+p \cdot q\end{array}\right]\left[\begin{array}{l}x_{n, e+1}-x_{n, e} \\ y_{n, e+1}-y_{n, e}\end{array}\right]+2^{e}\left[\begin{array}{l}k_{x} \\ k_{y}\end{array}\right]\right] \bmod 2^{e+1}$.
As $k \cdot a \equiv k \cdot a^{\prime}(\bmod m)$ if and only if $a \equiv a^{\prime}\left(\bmod \frac{m}{\operatorname{gcd}(m, k)}\right)$ and $a_{n+1, e}, b_{n+1, e} \in\{0,1\}$, the property can be proved by putting condition (10) into equation (13) and dividing its both sides and the modulo by $2^{e}$.

Property 6. Given a cycle $\boldsymbol{Z}_{e}=\left\{z_{n, e}\right\}_{n=0}^{T_{c}-1}=\left\{\left(x_{n, e}\right.\right.$, $\left.\left.y_{n, e}\right)\right\}_{n=0}^{T_{c}-1}$ in $F_{e}$ and its any point $z_{n_{0}, e}$, one has that the cycle to which $z_{n_{0}, e+1}$ belongs in $F_{e+1}$ is

$$
\left.\boldsymbol{Z}_{e+1}=\left\{z_{n, e+1}\right)\right\}_{n=n_{0}}^{n_{0}+k T_{c}-1}
$$

where

$$
\begin{array}{r}
k=\#\left\{\left(a_{n_{0}}, b_{n_{0}}\right),\left(a_{n_{0}+T_{c}}, b_{n_{0}+T_{c}}\right),\left(a_{n_{0}+2 T_{c}}, b_{n_{0}+2 T_{c}}\right),\right. \\
\left.\left(a_{n_{0}+3 T_{c}}, b_{n_{0}+3 T_{c}}\right)\right\}, \tag{14}
\end{array}
$$

$z_{n, e}=z_{n^{\prime}, e}$ for $n \geq T_{c}, n^{\prime}=n \bmod T_{c},\left\{\left(a_{n}, b_{n}\right)\right\}_{n=n_{0}}^{n_{0}+3 T_{c}}$ are generated by iterating Eq. 11) for $n=n_{0} \sim n_{0}+3 T_{c}$, and $\#(\cdot)$ returns the ardinality of a set.

Proof. Given a node in a cycle, $\left(k_{x}, k_{y}\right)$ in Eq. 11) is fixed, so Eq. 11) defines a bijective mapping on set

$$
\begin{equation*}
\{(0,0),(0,1),(1,0),(1,1)\} \tag{15}
\end{equation*}
$$

as shown in Fig. 4 So, $z_{n, e+1}$ may fall in set $\left\{z_{j, e+1}\right\}_{j=n_{0}}^{n}$ when and only when $\left(n-n_{0}\right) \bmod T_{c}=0$ and $n>n_{0}$, i.e. the given cycle is went through one more times.


Fig. 4: Mapping relationship between $\left(a_{n}+2 b_{n}\right)$ and $\left(a_{n+1}+\right.$ $\left.2 b_{n+1}\right)$ in Eq. 11 with $\left(k_{x}+2 k_{y}\right)$ shown beside the arrow: a) $p$ and $q$ are both even; b) $p$ is even, and $q$ is odd; c) $p$ is odd, $q$ is even; d) $p$ and $q$ are both odd.

Depending on the number of candidates for $\left(a_{n_{0}}, b_{n_{0}}\right)$ and the corresponding cardinality in Eq. (14, a cycle of length $T_{c}$ in $F_{e}$ is expanded to five possible cases in $F_{e+1}: 1$ ) one cycles of length $T_{c}$ and one cycle of length $3 T_{c}$, e.g. the selfconnected cycle in Fig. T1a), " $0 \rightarrow 0$ ", is evoluted to two cycles in Fig. 1b), " $0 \rightarrow 0$ " and " $\left(0+2^{1}\right)=2 \rightarrow\left(0+2^{3}\right)=8 \rightarrow$ $\left(0+2^{1}+2^{3}\right)=10 \rightarrow 2$ "; 2) twos cycles of length $T_{c}$ and one cycle of length $2 T_{c}$, e.g. the cycle " $0 \rightarrow 0$ " in Fig. 2 , is expanded to three cycles in the same SMN: " $0 \rightarrow 0$ "; " $2 \rightarrow$ 2 "; "8 $\rightarrow 10 \rightarrow 8$ "; 3) four cycles of length $T_{c}$, e.g. the cycle " $1 \rightarrow 13 \rightarrow 12 \rightarrow 3 \rightarrow 7 \rightarrow 4 \rightarrow 1$ " in Fig. 1p) is expanded to four cycles of the same length shown in the lower left side of Fig. 1k). 4) two cycles of length $2 T_{c}$, e.g. the cycle in Fig. 11), " $1 \rightarrow 3 \rightarrow 2 \rightarrow 1$ " is evoluted to the other two cycles in Fig. 1p), " $1 \rightarrow\left(3+2^{1}+2^{3}\right)=13 \rightarrow\left(2+2^{3}+2\right)=$ $12 \rightarrow\left(1+2^{1}\right)=3 \rightarrow\left(3+2^{1}+2\right)=7 \rightarrow\left(2+2^{1}\right)=4 \rightarrow 1^{\prime}$; $"\left(1+2^{3}\right)=9 \rightarrow\left(3+2^{1}+2^{3}+2\right)=15 \rightarrow\left(2+2^{1}+2\right)=6 \rightarrow$ $\left(1+2^{1}+2^{3}\right)=11 \rightarrow\left(3+2^{1}\right)=5 \rightarrow\left(2+2^{1}+2^{3}+2\right)=$ $14 \rightarrow 9$ "; 5) one cycle of length $4 T_{c}$, e.g. the cycle " $1 \rightarrow 1$ " in Fig. 2F) is expanded to " $1 \rightarrow 9 \rightarrow 3 \rightarrow 11 \rightarrow 1$ " in the subfigure with caption "9)" in Fig. 3. In all, all the fives possible cases can be found in Fig. 1, 2, 3,

As shown in Property 6, any cycle of $F_{e+1}$ is incrementally expanded from a cycle of $F_{1}$. So, the number of cycles of a given length in $F_{e+1}$ has some relationship with that of the corresponding length in $F_{e}$, which is determined by the control parameters $p, q$. Moreover, as shown in Property 7 . $F_{e}$ is isomorphic to a part of $F_{e+1}$, which can be verified in Fig. 1

Property 7. Any cycle $\left\{\left(\boldsymbol{C}^{i} \cdot \boldsymbol{X}\right) \bmod 2^{e}\right\}_{i=1}^{T_{c}}$ in $F_{e}$ and the corresponding cycle $\left\{\left(\boldsymbol{C}^{i} \cdot(2 \boldsymbol{X})\right) \text { mod } 2^{e+1}\right\}_{i=1}^{\bar{T}_{c}^{1}}$ in $F_{e+1}$ compose two isomorphic groups with respect to their respective operators.

Proof. As for any point $\mathbf{X}$ in $F_{e}$, define a multiplication operation $\circ$ for any two elements of set $G=\left\{\left(\mathbf{C}^{i} \cdot \mathbf{X}\right) \bmod 2^{e}\right\}_{i=1}^{T_{c}}$, $g_{1} \circ g_{2}=\left(\mathbf{C}^{i_{1}+i_{2}} \cdot \mathbf{X}\right) \bmod 2^{e}$, where $g_{1}=\left(\mathbf{C}^{i_{1}} \cdot \mathbf{X}\right) \bmod 2^{e}$, $g_{2}=\left(\mathbf{C}^{i_{2}} \cdot \mathbf{X}\right) \bmod 2^{e}$. The set $G$ is closed with respect to the operator $\circ$. Point $\left(\mathbf{C}^{T_{c}} \cdot \mathbf{X}\right) \bmod 2^{e}=\left(\mathbf{C}^{0} \cdot \mathbf{X}\right) \bmod 2^{e}=\mathbf{X}$ is the identity element. Multiplication of any three matrices satisfy the associative law. As for any element $g_{1}$, there is an inverse element $\left(\mathbf{C}^{T_{c}-i_{1}} \cdot \mathbf{X}\right) \bmod 2^{e}$. So, the non-empty set $G$ composes a group with respect to the operator. Referring to the elementary properties of congruences summarized in [46,
P.61], equation

$$
\mathbf{C}^{i} \cdot\left[\begin{array}{l}
x_{0} \\
y_{0}
\end{array}\right] \bmod 2^{e}=\left[\begin{array}{l}
x_{0} \\
y_{0}
\end{array}\right]
$$

holds if and only if

$$
\mathbf{C}^{i} \cdot\left[\begin{array}{l}
2 x_{0} \\
2 y_{0}
\end{array}\right] \bmod 2^{e+1}=\left[\begin{array}{l}
2 x_{0} \\
2 y_{0}
\end{array}\right] .
$$

So $G^{\prime}=\left\{\mathbf{C}^{i} \cdot(2 \mathbf{X}) \bmod 2^{e+1}\right\}_{i=1}^{T_{c}}$ also composes a group with respect to operator $\hat{o}$, where $g_{1}^{\prime} \hat{o} g_{2}^{\prime}=\left(\mathbf{C}^{i_{1}+i_{2}} \cdot(2 \mathbf{X})\right) \bmod$ $2^{e+1}, g_{1}^{\prime}=\left(\mathbf{C}^{i_{1}} \cdot(2 \mathbf{X})\right) \bmod 2^{e+1}, g_{2}^{\prime}=\left(\mathbf{C}^{i_{2}} \cdot(2 \mathbf{X})\right) \bmod$ $2^{e+1}$. Therefor, the two groups are isomorphic with respect to bijective map $y=(2 \mathbf{X}) \bmod 2^{e+1}$.

The period distribution of cycles in $F_{e}$ follows a powerlaw distribution of fixed exponent one when $e$ is sufficiently large. The number of cycles of any length is monotonously increased to a constant with respect to $e$, which is shown in Table II, where the dashline marked the case corresponding to the threshold value.

In [16], it is assumed that $e \geq 3$ "because the cases when $e=1$ and $e=2$ are trivial". On the contrary, the structure of functional graph of Cat map (3) with $e=1$, shown in Fig. 2, plays a fundamental role for that with $e \geq 3$, e.g. the cycles of length triple of 3 in $F_{e}$ (if there exist) are generated by the cycle of length 3 in $F_{1}$.

TABLE II: The number of cycles of period $T_{c}$ in $F_{e}$ with $(p, q)=(9,14)$.

| $\begin{aligned} & N_{T_{c}, e} T_{c} \\ & \hline \end{aligned}$ | $2^{0}$ | $2^{1}$ | $2^{2}$ | $2^{3}$ | $2^{4}$ | $2^{5}$ | $2^{6}$ | $2^{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 2 | 1 | 3 | 0 | 0 | 0 | 0 | 0 |
| 3 | 2 | 1 | 15 | 0 | 0 | 0 | 0 | 0 |
| 4 | 2 | 1 | 63 | 0 | 0 | 0 | 0 | 0 |
| 5 | 2 | 1 | 255 | 0 | 0 | 0 | 0 | 0 |
| 6 | 2 | 1 | 1023 | 0 | 0 | 0 | 0 | 0 |
| 7 | 2 | 1 | 4095 | 0 | 0 | 0 | 0 | 0 |
| 8 | 2 | 1 | 16383 | 0 | 0 | 0 | 0 | 0 |
| 9 | 2 | 1 | 16383 | 24576 | 0 | 0 | 0 | 0 |
| 10 | 2 | 1 | 16383 | 24576 | - 49152 | 0 | 0 | 0 |
| 11 | 2 | 1 | 16383 | 24576 | 49152 | 98304 | 0 | 0 |
| 12 | 2 | 1 | 16383 | 24576 | 49152 | 98304 | 196608 | 0 |
| 13 | 2 | 1 | 16383 | 24576 | 49152 | 98304 | 196608 | 393216 |

## B. Properties on iterating Cat map over $\left(\mathbb{Z}_{N},+, \cdot\right)$

Diagonalizing the transform matrix of Cat map (3) with its eigenmatrix, the explicit representation of $n$-th iteration of the map can be obtained as Theorem 1 , which serves as basis of the analysis of this paper.

The necessary and sufficient condition for the least period of Cat map (3) over $\left(\mathbb{Z}_{N},+, \cdot\right)$ is given in Proposition 1 . Considering the even parity of $G_{n}$, the condition can be simplified as Corollary 1 Based on the property of $H_{n}$ in Lemma 2, the inverse of the $n$-th iteration of Cat map is obtained as shown in Proposition 2.

Theorem 1. The n-th iteration of Cat map matrix (4) satisfies

$$
\boldsymbol{C}^{n}=\left[\begin{array}{cc}
\frac{1}{2} G_{n}-\frac{A-2}{2} H_{n} & p \cdot H_{n}  \tag{16}\\
q \cdot H_{n} & \frac{1}{2} G_{n}+\frac{A-2}{2} H_{n}
\end{array}\right]
$$

where

$$
\left\{\begin{array}{l}
G_{n}=\left(\frac{A+B}{2}\right)^{n}+\left(\frac{A-B}{2}\right)^{n},  \tag{17}\\
H_{n}=\frac{1}{B}\left(\left(\frac{A+B}{2}\right)^{n}-\left(\frac{A-B}{2}\right)^{n}\right),
\end{array}\right.
$$

$B=\sqrt{A^{2}-4}$ and $A=p \cdot q+2$.
Proof. First, one can calculate the characteristic polynomial of Cat map matrix (4) as

$$
\begin{aligned}
|\mathbf{C}-\lambda \mathbf{I}| & =\operatorname{det}\left[\begin{array}{cc}
1-\lambda & p \\
q & p \cdot q+1-\lambda
\end{array}\right] \\
& =\lambda^{2}-(p \cdot q+2) \lambda+1 \\
& =0
\end{aligned}
$$

Solving the above equation, one can obtain two characteristic roots of Cat map matrix:

$$
\left\{\begin{array}{l}
\lambda_{1}=\frac{A+B}{2} \\
\lambda_{2}=\frac{A-B}{2}
\end{array}\right.
$$

Setting $\lambda$ in $(\mathbf{C}-\lambda \mathbf{I}) \cdot \mathbf{X}=0$ as $\lambda_{1}$ and $\lambda_{2}$ separately, the corresponding eigenvector $\xi_{\lambda_{1}}=\left[1, \frac{A-2+B}{2 p}\right]^{\top}$ and $\xi_{\lambda_{2}}=$ $\left[1, \frac{A-2-B}{2 p}\right]^{\top}$ can be obtained, which means

$$
\begin{equation*}
\mathbf{C} \cdot \mathbf{P}=\mathbf{P} \cdot \Lambda \tag{18}
\end{equation*}
$$

where $\mathbf{P}=\left(\xi_{\lambda_{1}}, \xi_{\lambda_{2}}\right)$ and

$$
\Lambda=\left[\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right]
$$

From Eq. 18, one has

$$
\begin{equation*}
\mathbf{C}=\mathbf{P} \cdot \Lambda \cdot \mathbf{P}^{-1} \tag{19}
\end{equation*}
$$

where

$$
\mathbf{P}^{-1}=\left[\begin{array}{cc}
-\frac{A-2-B}{2 B} & \frac{p}{B} \\
\frac{A-2+B}{2 B} & -\frac{p}{B}
\end{array}\right]
$$

Finally, one can get

$$
\begin{aligned}
\mathbf{C}^{n} & =\left(\mathbf{P} \cdot \Lambda \cdot \mathbf{P}^{-1}\right)^{n} \\
& =\mathbf{P} \cdot \Lambda^{n} \cdot \mathbf{P}^{-1} \\
& =\left[\begin{array}{cc}
\frac{1}{2} G_{n}-\frac{A-2}{2} H_{n} & p H_{n} \\
q H_{n} & \frac{1}{2} G_{n}+\frac{A-2}{2} H_{n}
\end{array}\right]
\end{aligned}
$$

where $G_{n}$ and $H_{n}$ are defined as Eq. (17).
Proposition 1. The least period of Cat map (3) over $\left(\mathbb{Z}_{N},+, \cdot\right)$ is $T$ if and only if $T$ is the minimum possible value of $n$ satisfying

$$
\left\{\begin{align*}
p \cdot H_{n} & \equiv 0 \bmod N  \tag{20}\\
q \cdot H_{n} & \equiv 0 \bmod N \\
\frac{1}{2} G_{n}-\frac{1}{2} p \cdot q \cdot H_{n} & \equiv 1 \bmod N \\
\frac{1}{2} G_{n}+\frac{1}{2} p \cdot q \cdot H_{n} & \equiv 1 \bmod N
\end{align*}\right.
$$

Lemma 2. Sequence $\left\{H_{n}\right\}_{n=1}^{\infty}$ satisfies

Proof. If the period of Cat map (3) over $\left(\mathbb{Z}_{N},+, \cdot\right)$ is $T$, $\mathbf{C}^{T} \cdot \mathbf{X} \equiv \mathbf{X} \bmod N$ exists for any $\mathbf{X}$. Setting $\mathbf{X}=[1,0]^{\top}$ and $\mathbf{X}=[0,1]^{\top}$ in order, one can get

$$
\mathbf{C}^{n} \equiv\left[\begin{array}{ll}
1 & 0  \tag{21}\\
0 & 1
\end{array}\right] \bmod N
$$

when $n=T$. Incorporating Eq. (16) into the above equation, one can assure than Eq. 20) exists when $n=T$. As $T$ is the least period, $T$ is the minimum possible value of $n$ satisfying Eq. 20. The condition is therefore necessary. If $T$ is the minimum possible value of $n$ satisfying Eq. 20, Eq. (21) holds, which means that $T$ is a period of Cat map (3) over $\left(\mathbb{Z}_{N},+, \cdot\right)$. As Eq. 21) does no exist for any $n<T, T$ is the least period of Cat map (3) over $\left(\mathbb{Z}_{N},+, \cdot\right)$. So the sufficient part of the proposition is proved.
Lemma 1. For any positive integer $m$, the parity of $G_{2^{m} s}$ is the same as that of $G_{s}$, and

$$
\frac{1}{2} G_{2^{m} \cdot s} \equiv 1 \bmod 2
$$

if $G_{s}$ is even, where $s$ is a given positive integer.
Proof. Referring to Eq. (17), one has

$$
\begin{align*}
G_{2^{m} \cdot s}= & \left(\frac{A+B}{2}\right)^{2^{m} \cdot s}+\left(\frac{A-B}{2}\right)^{2^{m} \cdot s} \\
= & \left(\left(\frac{A+B}{2}\right)^{2^{m-1} \cdot s}+\left(\frac{A-B}{2}\right)^{2^{m-1} \cdot s}\right)^{2} \\
& -2\left(\frac{A^{2}-B^{2}}{4}\right)^{2^{m-1} \cdot s} \\
= & \left(G_{2^{m-1} \cdot s}\right)^{2}-2 . \tag{22}
\end{align*}
$$

When $m=1, G_{2 s}=\left(G_{s}\right)^{2}-2$. So the parity of $G_{2 s}$ is the same as that of $G_{s}$ no matter $G_{s}$ is even or odd. In case $G_{s}$ is even, $\frac{1}{2} G_{2 s}=\frac{1}{2}\left(G_{s}\right)^{2}-1 \equiv 1 \bmod 2$. Proceed by induction on $m$ and assume that the lemma hold for any $m$ less than a positive integer $k>1$. When $m=k, G_{2^{k} \cdot s}=$ $\left(G_{2^{k-1 . s}}\right)^{2}-2$, which means that the parity of $G_{2^{k . s}}$ is the same as that of $G_{2^{k-1 . s}}$ no matter $G_{2^{k-1 . s}}$ is even or odd. If $G_{s}$ is even, $\frac{1}{2} G_{2^{k \cdot s}}=\frac{1}{2}\left(G_{2^{k-1} \cdot s}\right)^{2}-1 \equiv 1 \bmod 2$ also holds.

Corollary 1. If $G_{n}$ is even, condition (20) is equivalent to

$$
\left\{\begin{align*}
p \cdot H_{n} & \equiv 0 \bmod N  \tag{23}\\
q \cdot H_{n} & \equiv 0 \bmod N \\
\frac{1}{2} p \cdot q \cdot H_{n} & \equiv 0 \bmod N \\
\frac{1}{2} G_{n} & \equiv 1 \bmod N
\end{align*}\right.
$$

Proof. If $G_{n}$ is even, $\frac{1}{2} G_{n}$ is an integer. As $\frac{1}{2} G_{n} \pm \frac{1}{2} p \cdot q \cdot H_{n}$ is an integer, $\frac{1}{2} G_{n}-\frac{1}{2} p \cdot q \cdot H_{n}$ is also an integer. So, one can get $\frac{1}{2} p \cdot q \cdot H_{n} \equiv 0 \bmod N$ and $\frac{1}{2} G_{n} \equiv 1 \bmod N$ from the last two congruences in condition 20 .

$$
\begin{equation*}
H_{2^{m} \cdot s}=H_{s} \cdot \prod_{j=0}^{m-1} G_{2^{j \cdot s}} \tag{24}
\end{equation*}
$$

where $m$ and $s$ are positive integers.
Proof. This Lemma is proved via mathematical induction on $m$. When $m=1$,

$$
\begin{align*}
H_{2 s} & =\frac{1}{B}\left(\left(\frac{A+B}{2}\right)^{2 s}-\left(\frac{A-B}{2}\right)^{2 s}\right) \\
& =H_{s} \cdot G_{s} \tag{25}
\end{align*}
$$

Now, assume the lemma is true for any $m$ in Eq. 24. less than $k$. When $m=k$,

$$
\begin{align*}
H_{2^{k \cdot s}}= & \frac{1}{B}\left(\left(\frac{A+B}{2}\right)^{2^{k} \cdot s}-\left(\frac{A-B}{2}\right)^{2^{k} \cdot s}\right) \\
= & \frac{1}{B}\left(\left(\frac{A+B}{2}\right)^{2^{k-1} \cdot s}-\left(\frac{A-B}{2}\right)^{2^{k-1} \cdot s}\right) \\
& \cdot\left(\left(\frac{A+B}{2}\right)^{2^{k-1} \cdot s}+\left(\frac{A-B}{2}\right)^{2^{k-1} \cdot s}\right) \\
= & H_{2^{k-1 \cdot s}} \cdot G_{2^{k-1} \cdot s} \tag{26}
\end{align*}
$$

The above induction completes the proof of the lemma.
Proposition 2. The inverse of the $n$-th iteration of Cat map matrix

$$
\boldsymbol{C}^{-n}=\left[\begin{array}{cc}
\frac{1}{2} G_{n}+\frac{A-2}{2} H_{n} & -p \cdot H_{n}  \tag{27}\\
-q \cdot H_{n} & \frac{1}{2} G_{n}-\frac{A-2}{2} H_{n}
\end{array}\right]
$$

Proof. Referring to Eq. 22) and Lemma 2, one has

$$
\begin{aligned}
\mathbf{C}^{2 n} & =\left[\begin{array}{cc}
\frac{1}{2} G_{2 n}-\frac{A-2}{2} H_{2 n} & p \cdot H_{2 n} \\
q \cdot H_{2 n} & \frac{1}{2} G_{2 n}+\frac{A-2}{2} H_{2 n}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\frac{1}{2} G_{n}^{2}-1-\frac{A-2}{2} H_{n} G_{n} & p \cdot H_{n} G_{n} \\
q \cdot H_{n} G_{n} & \frac{1}{2} G_{n}^{2}-1+\frac{A-2}{2} H_{n} G_{n}
\end{array}\right] \\
& =G_{n} \cdot \mathbf{C}^{n}+\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right] .
\end{aligned}
$$

So, the $2 n$-th iteration of Cat map matrix (4) satisfies

$$
\begin{aligned}
G_{n} \cdot \mathbf{C}^{n}-\mathbf{C}^{2 n} & =\mathbf{C}^{n} \cdot\left(G_{n} \cdot \mathcal{I}_{2}-\mathbf{C}^{n}\right) \\
& =\mathcal{I}_{2}
\end{aligned}
$$

Substituting $\mathbf{C}^{n}$ in the above equation with Eq. 16), one can get Eq. 27).

## C. Properties on iterating Cat map over $\left(\mathbb{Z}_{2^{\hat{e}}},+, \cdot\right)$

In this sub-section, how the graph structure of Cat map changes with the binary implementation precision are disclosed. To study the change process with the incremental increase of the precision $e$ from one, let $\hat{e}$ denote the given implementation precision instead, which is the upper bound of $e$.

Using Proposition 1 and Lemma 3 on the greatest common divisor of three integers, the necessary and sufficient condition for the least period of Cat map (3) over $\left(\mathbb{Z}_{2^{e}},+, \cdot\right)$ is simplified as Proposition 3 Then, Lemmas 35, 38, and 6 describe how the two parameters of the least period of Cat map, $\frac{1}{2} G_{n}$ and $H_{n}$, change with the implementation precision.
Proposition 3. The least period of Cat map (3) over $\left(\mathbb{Z}_{2^{e}},+, \cdot\right)$ is $T$ if and only if $T$ is the minimum value of $n$ satisfying

$$
\left\{\begin{align*}
\frac{1}{2} G_{n} & \equiv 1 \bmod 2^{e}  \tag{28}\\
H_{n} & \equiv 0 \bmod 2^{e-h_{e}},
\end{align*}\right.
$$

where

$$
h_{e}= \begin{cases}-1 & \text { if } e_{p}+e_{q}=0  \tag{30}\\ \min \left(e_{p}, e_{q}\right) & \text { if } e>\min \left(e_{p}, e_{q}\right), e_{p}+e_{q} \neq 0 \\ e & \text { if } e \leq \min \left(e_{p}, e_{q}\right)\end{cases}
$$

$e_{p}=\max \left\{x \mid p \equiv 0 \bmod 2^{x}\right\}, e_{q}=\max \{x \mid q \equiv 0 \bmod$ $\left.2^{x}\right\}, e \geq 1$, and $p, q \in \mathbb{Z}_{2^{\hat{e}}}$.
Proof. Setting $N=2^{e}$ in Eq. 23, its last congruence becomes Eq. 28. Referring to Corollary 1, one can see that this proposition can be proved by demonstrating that Eq. (29) is equivalent to the first three congruences in Eq. 23.). Combining the first two congruences in Eq. (23), one has

$$
\begin{equation*}
H_{n} \equiv 0 \bmod 2^{e-h_{e, 1}} \tag{31}
\end{equation*}
$$

where $2^{e-h_{e, 1}}=\operatorname{lcm}\left(\frac{2^{e}}{\operatorname{gcd}\left(2^{e}, p\right)}, \frac{2^{e}}{\operatorname{gcd}\left(2^{e}, q\right)}\right)$. Referring to Lemma 3, one can get $h_{e, 1}=\max \left\{x \mid \operatorname{gcd}(p, q) \bmod 2^{e} \equiv\right.$ $\left.0 \bmod 2^{x}\right\}$ as
$\operatorname{lcm}\left(\frac{2^{e}}{\operatorname{gcd}\left(2^{e}, p\right)}, \frac{2^{e}}{\operatorname{gcd}\left(2^{e}, q\right)}\right)=\frac{2^{e}}{\operatorname{gcd}\left(\operatorname{gcd}\left(2^{e}, p\right), \operatorname{gcd}\left(2^{e}, q\right)\right)}$.
The third congruence in Eq. (23) is equivalent to

$$
H_{n} \equiv \begin{cases}0 \bmod \frac{2^{e} \cdot \operatorname{gcd}\left(2^{e}, 2\right)}{\operatorname{gcd}\left(2^{e}, p \cdot q\right)} & \text { if } e_{p}+e_{q}=0  \tag{32}\\ 0 \bmod \frac{2^{e}}{\operatorname{gcd}\left(2^{e}, \frac{1}{2} p \cdot q\right)} & \text { if } e_{p}+e_{q}>0\end{cases}
$$

Combining Eq. (31) and Eq. (32), one can get $h_{e}=$ $\min \left(h_{e, 1}, h_{e, 2}\right)$ to assure that Eq. 29, is equivalent to the first three congruences in Eq. 23, where

$$
h_{e, 2}= \begin{cases}\min \left(e, e_{p}+e_{q}\right)-1 & \text { if } e_{p}+e_{q}=0  \tag{33}\\ \min \left(e, e_{p}+e_{q}-1\right) & \text { if } e_{p}+e_{q}>0\end{cases}
$$

From the definition of $h_{e, 1}$ and $h_{e, 2}$, one has

$$
h_{e, 1}= \begin{cases}\min \left(e_{p}, e_{q}\right) & \text { if } e>\min \left(e_{p}, e_{q}\right) \\ e & \text { if } e \leq \min \left(e_{p}, e_{q}\right)\end{cases}
$$

and

$$
h_{e, 2}= \begin{cases}e_{p}+e_{q}-1 & \text { if } e \geq e_{p}+e_{q} \\ e & \text { if } e<e_{p}+e_{q}\end{cases}
$$

So,

$$
h_{e}= \begin{cases}\min \left(\min \left(e_{p}, e_{q}\right), e_{p}+e_{q}-1\right) & \text { if } e \geq e_{p}+e_{q} \\ \min \left(\min \left(e_{p}, e_{q}\right), e\right) & \text { if } \min \left(e_{p}, e_{q}\right)<e \\ & \quad<e_{p}+e_{q} \\ e & \text { if } e \leq \min \left(e_{p}, e_{q}\right)\end{cases}
$$

One can verify that
$\min \left(\min \left(e_{p}, e_{q}\right), e_{p}+e_{q}-1\right)= \begin{cases}\min \left(e_{p}, e_{q}\right) & \text { if } e_{p}+e_{q}>0 ; \\ -1 & \text { if } e_{p}+e_{q}=0 .\end{cases}$
If $\min \left(e_{p}, e_{q}\right)<e$, one has $\min \left(\min \left(e_{p}, e_{q}\right), e\right)=$ $\min \left(e_{p}, e_{q}\right)$. So, $h_{e}$ can be calculated as Eq. 30).

Lemma 3. For any integers $a, b, n$, one has

$$
\operatorname{gcd}\left(\operatorname{gcd}\left(d^{n}, a\right), \operatorname{gcd}\left(d^{n}, b\right)\right)=d^{n_{g}}
$$

where

$$
n_{g}=\max \left\{x \mid \operatorname{gcd}(a, b) \bmod d^{n} \equiv 0 \bmod d^{x}\right\}
$$

$d$ is a prime number, lcm and gcd denote the operator solving the least common multiple and greatest common divisor of two numbers, respectively.
Proof. Let $a_{d}=\max \left\{x \mid a \equiv 0 \bmod d^{x}\right\}, b_{d}=\max \{x \mid b \equiv$ $\left.0 \bmod d^{x}\right\}$, so $\min \left\{n, a_{d}, b_{d}\right\}=\max \{x \mid \operatorname{gcd}(a, b) \bmod$ $\left.d^{n} \equiv 0 \bmod d^{x}\right\}$. Then, one has

$$
\begin{aligned}
\operatorname{gcd} & \left(\operatorname{gcd}\left(d^{n}, a\right), \operatorname{gcd}\left(d^{n}, b\right)\right) \\
& =\operatorname{gcd}\left(\operatorname{gcd}\left(d^{n}, d^{a_{d}}\right), \operatorname{gcd}\left(d^{n}, d^{b_{d}}\right)\right) \\
& =d^{\min \left\{\min \left\{n, a_{d}\right\}, \min \left\{n, b_{d}\right\}\right\}} \\
& =d^{\min \left\{n, a_{d}, b_{d}\right\}} \\
& =d^{n_{g}}
\end{aligned}
$$

Lemma 4. Given an integer $e>1$, if $m$ and $s$ satisfy

$$
\left\{\begin{array}{l}
\frac{1}{2} G_{2^{m} \cdot s} \equiv 1 \bmod 2^{e}  \tag{34}\\
\frac{1}{2} G_{2^{m} \cdot s} \not \equiv 1 \bmod 2^{e+1}
\end{array}\right.
$$

one has

$$
\left\{\begin{array}{l}
\frac{1}{2} G_{2^{m+l \cdot s}} \equiv 1 \bmod 2^{e+2 l-1}  \tag{35}\\
\frac{1}{2} G_{2^{m+l \cdot s}} \equiv 1 \bmod 2^{e+2 l} \\
\frac{1}{2} G_{2^{m+l \cdot s}} \equiv 1 \bmod 2^{e+2 l+1}
\end{array}\right.
$$

where $s$ and $l$ are positive integers and $m$ is a non-negative integer.

Proof. This lemma is proved via mathematical induction on $l$. From condition 34, one can get $\frac{1}{2} G_{2^{m} \cdot s}=1+a_{e} \cdot 2^{e}$, where $a_{e}$ is an odd integer. Then, one has

$$
\begin{align*}
\frac{1}{2} G_{2^{m+1} \cdot s} & =\frac{1}{2}\left(G_{2^{m} \cdot s}^{2}-2\right) \\
& =\frac{1}{2}\left(\left(2+a_{e} \cdot 2^{e+1}\right)^{2}-2\right) \\
& =2^{e+2} \cdot a_{e} \cdot\left(a_{e} \cdot 2^{e-1}+1\right)+1 \tag{36}
\end{align*}
$$

As $a_{e} \cdot\left(a_{e} \cdot 2^{e-1}+1\right)$ is odd, condition 35 exists for $l=1$. Assume that condition (35) hold for $l=k$, namely
$\frac{1}{2} G_{2^{m+k} \cdot s}=1+a_{e+2 k} \cdot 2^{e+2 k}$, where $a_{e+2 k}$ is an odd integer. When $l=k+1$, one has

$$
\begin{aligned}
\frac{1}{2} G_{2^{m+k+1 \cdot s}} & =\frac{1}{2}\left(G_{2^{m+k} \cdot s}^{2}-2\right) \\
& =\frac{1}{2}\left(\left(2+a_{e+2 k} \cdot 2^{e+2 k+1}\right)^{2}-2\right) \\
& =a_{e+2 k}^{2} \cdot 2^{2 e+4 k+1}+a_{e+2 k} \cdot 2^{e+2 k+2}+1 \\
& =\left(a_{e+2 k}^{2} \cdot 2^{e+2 k-1}+a_{e+2 k}\right) \cdot 2^{e+2 k+2}+1 .
\end{aligned}
$$

As $a_{e+2 k}^{2} \cdot 2^{e+2 k-1}+a_{e+2 k}$ is an odd integer, condition 35 also hold for $l=k+1$.

Lemma 5. If there is an odd integer $a_{1}$ satisfying $\frac{1}{2} G_{2^{m} . s}=$ $2 \cdot a_{1}+1$, namely

$$
\left\{\begin{array}{l}
\frac{1}{2} G_{2^{m} \cdot s} \equiv 1 \bmod 2  \tag{37}\\
\frac{1}{2} G_{2^{m} \cdot s} \not \equiv 1 \bmod 2^{2},
\end{array}\right.
$$

one has

$$
\left\{\begin{array}{l}
\frac{1}{2} G_{2^{m+1} \cdot s} \equiv 1 \bmod 2^{e_{g, 0}}  \tag{38}\\
\frac{1}{2} G_{2^{m+1} \cdot s} \not \equiv 1 \bmod 2^{e_{g, 0}+1}
\end{array}\right.
$$

where $e_{g, 0}=3+\max \left\{x \mid\left(a_{1}+1\right) \equiv 0 \bmod 2^{x}\right\}$.
Proof. From Eq. (36), one has $\frac{1}{2} G_{2^{m+1} \cdot s}=2^{3} \cdot a_{1} \cdot\left(a_{1}+1\right)+1$. Then, condition (38) can be derived.

Lemma 6. If $G_{s}$ is even,

$$
\left\{\begin{array}{l}
H_{2^{m} \cdot s} \equiv 0 \bmod 2^{e}  \tag{39}\\
H_{2^{m} \cdot s} \not \equiv 0 \bmod 2^{e+1}
\end{array}\right.
$$

one has

$$
\left\{\begin{array}{l}
H_{2^{m+l} \cdot s} \equiv 0 \bmod 2^{e+l},  \tag{40}\\
H_{2^{m+l} \cdot s} \not \equiv 0 \bmod 2^{e+l+1},
\end{array}\right.
$$

where $l$ is a positive integer.
Proof. From Lemma 1, one has

$$
\left\{\begin{array}{l}
\prod_{j=0}^{l-1} G_{2^{j} \cdot s} \equiv 0 \bmod 2^{l}  \tag{42}\\
\prod_{j=0}^{l-1} G_{2^{j} \cdot s} \not \equiv 0 \bmod 2^{l+1}
\end{array}\right.
$$

since $2 \mid G_{2^{j . s}}$ and $4 \nmid G_{2^{j . s}}$ for any $j \in\{0,2, \cdots, l-1\}$. From Lemma 2, one can get

$$
\begin{align*}
H_{2^{m+l} \cdot s} & =H_{2^{l} \cdot\left(2^{m} \cdot s\right)} \\
& =H_{2^{m} \cdot s} \cdot \prod_{j=0}^{l-1} G_{2^{j \cdot s}} \tag{44}
\end{align*}
$$

So, Eq. (40) and inequality (41) can be obtained by combining Eq. 39 with Eq. 42) and inequality (43), respectively.

Proposition 4. For any $p, q, G_{T_{1}}$ is even, and

$$
\frac{1}{2} G_{T_{1}}-1= \begin{cases}\frac{1}{2} p \cdot q(p \cdot q+3)^{2} & \text { if } p \text { and } q \text { are odd }  \tag{45}\\ p \cdot q\left(\frac{1}{2} p \cdot q+2\right) & \text { if } p \text { or } q \text { is odd } \\ \frac{1}{2} p \cdot q & \text { if } p \text { and } q \text { are even }\end{cases}
$$

where $T_{1}$ is the least period of Cat map (3) over $\left(\mathbb{Z}_{2},+, \cdot\right)$.
Proof. Depending on the parity of $p, q$, the proof is divided into the following three cases:

- When $p, q$ are both odd:

$$
\mathbf{C} \equiv\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \bmod 2
$$

One can calculate $T_{1}=3$. From Eq. (17), one has

$$
\begin{aligned}
G_{3} & =\left(\frac{A+B}{2}\right)^{3}+\left(\frac{A-B}{2}\right)^{3} \\
& =\frac{2 A^{3}+6 A \cdot B^{2}}{8} \\
& =A^{3}-3 A
\end{aligned}
$$

As $A=p \cdot q+2$ is odd, $G_{T_{1}}$ is even.

- When only $p$ or $q$ is odd: $\mathbf{C} \equiv\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right] \bmod 2$ if $p$ is odd; $\mathbf{C} \equiv\left[\begin{array}{cc}1 & 0 \\ 1 & 1\end{array}\right] \bmod 2$ if $q$ is odd. In either sub-case, $T_{1}=2$ and $A$ is even. As

$$
\begin{aligned}
G_{2} & =\left(\frac{A+B}{2}\right)^{2}+\left(\frac{A-B}{2}\right)^{2} \\
& =A^{2}-2
\end{aligned}
$$

one has $G_{T_{1}}$ is even.

- When $p, q$ are both even: $T_{1}=1$. So $G_{T_{1}}=A$ is also even.

Substituting $A=p \cdot q+2$ into $G_{T_{1}}$ in each above case, one can obtain Eq. (45).

Property 8. The length of any cycle of Cat map (3) implemented over $\left(\mathbb{Z}_{2^{\hat{e}}},+, \cdot\right)$ comes from set $\{1\} \cup\left\{2^{k} \cdot T_{1}\right\}_{k=0}^{\hat{e}-1}$, where

$$
T_{1}= \begin{cases}3 & \text { if } p \text { and } q \text { are odd } \\ 2 & \text { if only } p \text { or } q \text { is odd } \\ 1 & \text { if } p \text { and } q \text { are even }\end{cases}
$$

and $\hat{e} \geq 2$.
Proof. As

$$
\left[\begin{array}{cc}
1 & p  \tag{46}\\
q & 1+p \cdot q
\end{array}\right] \cdot\left[\begin{array}{l}
x \\
y
\end{array}\right] \bmod 2^{e}=\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

if and only if

$$
\left\{\begin{array}{l}
q \cdot x \equiv 0 \bmod 2^{e}, \\
p \cdot y \equiv 0 \bmod 2^{e},
\end{array}\right.
$$

1 is the length of the cycles whose nodes satisfying condition (46). From Fig. 2, one can see that

$$
\left[\begin{array}{cc}
1 & p  \tag{47}\\
q & 1+p \cdot q
\end{array}\right]^{T_{1}} \cdot\left[\begin{array}{l}
x \\
y
\end{array}\right] \bmod 2=\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

exists for any $x, y \in \mathbb{Z}_{2}$ if Eq. (46) does not hold for $e=1$ and $T_{1} \neq 1$. From Fig. 3, one has

$$
\left[\begin{array}{cc}
1 & p  \tag{48}\\
q & 1+p \cdot q
\end{array}\right]^{n} \cdot\left[\begin{array}{l}
x \\
y
\end{array}\right] \bmod 2^{2}=\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

always holds for any $x, y \in \mathbb{Z}_{2^{2}}$ when $n=2 \cdot T_{1}$ if Eq. (48) does not hold for $n=T_{1}$. As $G_{2 T_{1}}$ and $H_{2 T_{1}}$ are both even,

$$
\left[\begin{array}{cc}
1 & p \\
q & 1+p \cdot q
\end{array}\right]^{n} \cdot\left[\begin{array}{l}
x \\
y
\end{array}\right] \bmod 2^{e}=\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

can be presented as the equivalent form

$$
\left[\begin{array}{ll}
x & 2 \cdot p \cdot y-p \cdot q \cdot x  \tag{49}\\
y & 2 \cdot q \cdot x+p \cdot q \cdot y
\end{array}\right] \cdot\left[\begin{array}{c}
\frac{1}{2} G_{n}-1 \\
\frac{1}{2} H_{n}
\end{array}\right] \bmod 2^{e}=0
$$

when $n=2 T_{1}$. If Eq. 49p does not hold for $n=2 T_{1}$ and $e \geq 3, n=2^{2} T_{1}$ is the least number of $n$ satisfying Eq. 49. (See Lemmas 4 and 6. Referring to Lemmas 1 and 2, $G_{2^{m} T_{1}}$ and $H_{2^{m} T_{1}}$ are both even for any positive integer $m$. So the equivalent form (49) can be reserved for any possible values of $n$. Iteratively repeat the above process, the length of cycle $n=2^{k} \cdot T_{1}$ can be obtained, where $k$ ranges from 0 to $\hat{e}-1$.

If $p$ and $q$ are both odd, $H_{T_{1}}=(p \cdot q+1) \cdot(p \cdot q+3) \equiv 0 \bmod$ $2^{2}$. As shown in Fig. 1, the length of the maximum cycle of Cat map over $\mathbb{Z}_{2^{2}}$ is $T_{1}$. So, the length of the maximum cycle is $3 \cdot 2^{\hat{e}-2}$ if $\hat{e} \geq 3$. In addition, Property 2 is a direct consequence of Property 8

Proposition 5. As for any $p, q, H_{n}$ is even, where $n$ is the length of a cycle of Cat map (3) larger than one.
Proof. Referring to the definition of $H_{T_{1}}$ in Eq. 17,

$$
H_{T_{1}}= \begin{cases}(p \cdot q+1) \cdot(p \cdot q+3) & \text { if } p \text { and } q \text { are odd }  \tag{50}\\ p \cdot q+2 & \text { if only } p \text { or } q \text { is odd } \\ 1 & \text { if } p \text { and } q \text { are even }\end{cases}
$$

can be calculated as the proof of Proposition 4

- When $p$ or $q$ is even: $H_{2}=H_{1} \cdot G_{1}=p \cdot q+2$ is even.
- When $p$ and $q$ are both odd: $H_{3}=(p \cdot q+1) \cdot(p \cdot q+3)$ is even.
Referring to Property 8, $H_{n}=H_{2^{m} \cdot s}$, where

$$
s= \begin{cases}2 & \text { if } p \text { and } q \text { are even } \\ T_{1} & \text { otherwise }\end{cases}
$$

From Lemma 2, one can get $H_{n}$ is even.

## D. Disclosing the regular graph structure of Cat map

With increase of $e, \frac{1}{2} G_{2^{n} T_{1}}$ and $H_{2^{n} T_{1}}$ will reach the balancing condition given in Proposition 3 As shown the proof in Theorem 2 the explicit presentation of the threshold value of $e, e_{s}$, is obtained. When $e \geq e_{s}$, the period of Cat map double for every increase of $e$ by one. As for Table $\Pi$ I, $e_{s}=8$ (The dashlined row with tiny gap).
Theorem 2. There exists a threshold value of $e, e_{s}$, satisfying

$$
\begin{equation*}
T_{e+l}=2^{l} \cdot T_{e} \tag{51}
\end{equation*}
$$

when $e \geq e_{s}$, where $T_{e}$ is the period of Cat map over $\left(\mathbb{Z}_{2^{e}},+, \cdot\right)$, and $l$ is a non-negative integer.

Proof. When $e=1$, one has

$$
\left\{\begin{align*}
\frac{1}{2} G_{T_{1}} & \equiv 1 \bmod 2  \tag{52}\\
H_{T_{1}} & \equiv 0 \bmod 2^{1-h_{1}}
\end{align*}\right.
$$

from Proposition 3 . From Eq. 52, , one can get $e_{s, h}$, the minimal number of $e$ satisfying

$$
\left\{\begin{aligned}
H_{T_{1}} & \equiv 0 \bmod 2^{e} \\
H_{T_{1}} & \not \equiv 0 \bmod 2^{e+1} \\
& e \geq 1-h_{1}
\end{aligned}\right.
$$

From Lemma 5 , one can get the minimum positive number of $e$ satisfying

$$
\left\{\begin{array}{l}
\frac{1}{2} G_{2^{m_{0}} \cdot T_{1}} \equiv 1 \bmod 2^{e}  \tag{53}\\
\frac{1}{2} G_{2^{m_{0}} \cdot T_{1}} \not \equiv 1 \bmod 2^{e+1}
\end{array}\right.
$$

$e_{s, g}$, by increasing $e$ from 1 , where

$$
m_{0}= \begin{cases}1 & \text { if } \frac{1}{2} \cdot G_{T_{1}} \not \equiv 1 \bmod 2^{2} \\ 0 & \text { otherwise }\end{cases}
$$

Referring to Proposition 4. $G_{T_{1}}$ is even. So, one can get

$$
\left\{\begin{aligned}
\frac{1}{2} G_{2^{m_{0}+x} \cdot T_{1}} & \equiv 1 \bmod 2^{e_{s, g}+2 \cdot x} \\
H_{2^{m_{0}+x} \cdot T_{1}} & \equiv 0 \bmod 2^{m_{0}+x+e_{s, h}}
\end{aligned}\right.
$$

by referring to Lemmas 6 and 4, where $x$ is a non-negative integer. Note that $h_{e}$ is monotonically increasing with respect to $e$ and fixed as $\hat{h}_{e}$ when $e \geq \min \left(e_{p}, e_{q}\right)$ (See Eq. 30), where

$$
\hat{h}_{e}= \begin{cases}-1 & \text { if } e_{p}+e_{q}=0 \\ \min \left(e_{p}, e_{q}\right) & \text { otherwise }\end{cases}
$$

Set

$$
\begin{equation*}
e_{s}=\left(e_{s, h}+m_{0}+\hat{h}_{e}\right)+x_{0} \tag{54}
\end{equation*}
$$

one has $e_{s} \geq \min \left(e_{p}, e_{q}\right)$ from Eq. 50,

$$
\left\{\begin{array}{l}
\frac{1}{2} G_{2^{m_{0}+x_{0}} \cdot T_{1}} \equiv 1 \bmod 2^{e_{s, g}+2 x_{0}} \\
\frac{1}{2} G_{2^{m_{0}+x_{0}} \cdot T_{1}} \not \equiv 1 \bmod 2^{e_{s, g}+2 x_{0}+1}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
H_{2^{m_{0}+x_{0}} \cdot T_{1}} \equiv 0 \bmod 2^{e_{s}-\hat{h}_{e}} \\
H_{2^{m_{0}+x_{0}} \cdot T_{1}} \not \equiv 0 \bmod 2^{e_{s}+1-\hat{h}_{e}}
\end{array}\right.
$$

where

$$
x_{0}= \begin{cases}\left(e_{s, h}+m_{0}+\hat{h}_{e}\right)-e_{s, g} & \text { if } e_{s, g}<e_{s, h}+m_{0}+\hat{h}_{e}  \tag{55}\\ 0 & \text { otherwise }\end{cases}
$$

Referring to Lemma 4, one has

$$
\begin{equation*}
\frac{1}{2} G_{2^{m_{0}+x_{0}+l} \cdot T_{1}} \equiv 1 \bmod 2^{e_{s, g}+2 x_{0}+2 l} \tag{56}
\end{equation*}
$$

Combing Lemma 6

$$
\left\{\begin{align*}
\frac{1}{2} G_{2^{m_{0}+x_{0}+l} \cdot T_{1}} & \equiv 1 \bmod 2^{e_{s}+l}  \tag{57}\\
H_{2^{m_{0}+x_{0}+l} \cdot T_{1}} & \equiv 0 \bmod 2^{e_{s}+l-\hat{h}_{e}}
\end{align*}\right.
$$

TABLE III: The threshold values $e_{s}, e_{s}^{\prime}$ under various combinations of $(p, q)$.

| $e_{s}\left(e_{s}^{\prime}\right)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| 1 | $2(2)$ | $3(3)$ | $3(3)$ | $1(1)$ | $3(3)$ | $4(4)$ | $4(4)$ | $1(1)$ | $2(2)$ | $3(3)$ | $3(3)$ | $1(1)$ | $4(4)$ | $5(5)$ | $5(5)$ | $1(1)$ |
| 2 | $3(3)$ | $2(1)$ | $4(4)$ | $1(1)$ | $3(3)$ | $2(1)$ | $5(5)$ | $1(1)$ | $3(3)$ | $2(1)$ | $4(4)$ | $1(1)$ | $3(3)$ | $2(1)$ | $6(6)$ | $1(1)$ |
| 3 | $3(3)$ | $4(4)$ | $2(2)$ | $1(1)$ | $5(5)$ | $3(3)$ | $3(3)$ | $1(1)$ | $3(3)$ | $6(6)$ | $2(2)$ | $1(1)$ | $4(4)$ | $3(3)$ | $4(4)$ | $1(1)$ |
| 4 | $1(1)$ | $1(1)$ | $1(1)$ | $2(2)$ | $1(1)$ | $1(1)$ | $1(1)$ | $2(2)$ | $1(1)$ | $1(1)$ | $1(1)$ | $2(2)$ | $1(1)$ | $1(1)$ | $1(1)$ | $2(2)$ |
| 5 | $3(3)$ | $3(3)$ | $5(5)$ | $1(1)$ | $2(2)$ | $6(6)$ | $3(3)$ | $1(1)$ | $4(4)$ | $3(3)$ | $4(4)$ | $1(1)$ | $2(2)$ | $4(4)$ | $3(3)$ | $1(1)$ |
| 6 | $4(4)$ | $2(1)$ | $3(3)$ | $1(1)$ | $6(6)$ | $2(1)$ | $3(3)$ | $2(1)$ | $4(4)$ | $2(1)$ | $3(3)$ | $1(1)$ | $5(5)$ | $2(1)$ | $3(3)$ | $1(1)$ |
| 7 | $4(4)$ | $5(5)$ | $3(3)$ | $1(1)$ | $3(3)$ | $3(3)$ | $2(2)$ | $1(1)$ | $7(7)$ | $4(4)$ | $4(4)$ | $1(1)$ | $3(3)$ | $3(3)$ | $2(2)$ | $1(1)$ |
| 8 | $1(1)$ | $1(1)$ | $1(1)$ | $2(2)$ | $1(1)$ | $1(1)$ | $1(1)$ | $3(3)$ | $1(1)$ | $1(1)$ | $1(1)$ | $2(2)$ | $1(1)$ | $1(1)$ | $1(1)$ | $3(3)$ |
| 9 | $2(2)$ | $3(3)$ | $3(3)$ | $1(1)$ | $4(4)$ | $4(4)$ | $7(7)$ | $1(1)$ | $2(2)$ | $3(3)$ | $3(3)$ | $1(1)$ | $3(3)$ | $8(8)$ | $4(4)$ | $1(1)$ |
| 10 | $3(3)$ | $2(1)$ | $6(6)$ | $1(1)$ | $3(3)$ | $2(1)$ | $4(4)$ | $1(1)$ | $3(3)$ | $2(1)$ | $5(5)$ | $1(1)$ | $3(3)$ | $2(1)$ | $4(4)$ | $1(1)$ |
| 11 | $3(3)$ | $4(4)$ | $2(2)$ | $1(1)$ | $4(4)$ | $3(3)$ | $4(4)$ | $1(1)$ | $3(3)$ | $5(5)$ | $2(2)$ | $1(1)$ | $5(5)$ | $3(3)$ | $3(3)$ | $1(1)$ |
| 12 | $1(1)$ | $1(1)$ | $1(1)$ | $2(2)$ | $1(1)$ | $1(1)$ | $1(1)$ | $2(2)$ | $1(1)$ | $1(1)$ | $1(1)$ | $2(2)$ | $1(1)$ | $1(1)$ | $1(1)$ | $2(2)$ |
| 13 | $4(4)$ | $3(3)$ | $4(4)$ | $1(1)$ | $2(2)$ | $5(5)$ | $3(3)$ | $1(1)$ | $3(3)$ | $3(3)$ | $5(5)$ | $1(1)$ | $2(2)$ | $4(4)$ | $3(3)$ | $1(1)$ |
| 14 | $5(5)$ | $2(1)$ | $3(3)$ | $1(1)$ | $4(4)$ | $2(1)$ | $3(3)$ | $1(1)$ | $8(8)$ | $2(1)$ | $3(3)$ | $1(1)$ | $4(4)$ | $2(1)$ | $3(3)$ | $1(1)$ |
| 15 | $5(5)$ | $6(6)$ | $4(4)$ | $1(1)$ | $3(3)$ | $3(3)$ | $2(2)$ | $1(1)$ | $4(4)$ | $4(4)$ | $3(3)$ | $1(1)$ | $3(3)$ | $3(3)$ | $2(2)$ | $1(1)$ |
| 16 | $1(1)$ | $1(1)$ | $1(1)$ | $2(2)$ | $1(1)$ | $1(1)$ | $1(1)$ | $3(3)$ | $1(1)$ | $1(1)$ | $1(1)$ | $2(2)$ | $1(1)$ | $1(1)$ | $1(1)$ | $4(4)$ |

as $e_{s, g}+2 x_{0}+2 l \geq e_{s}+l$ for any non-negative integer $l$.
Hence, by Proposition 3.

$$
T_{e+l}=2^{l} \cdot T_{e}=2^{m_{0}+x_{0}+l} \cdot T_{1}
$$

when $e \geq e_{s}$.
From the proof of Theorem 2, one can see that the value of $e_{s}$ in Eq. (54) is conservatively estimated to satisfy the required conditions (The balancing conditions may be obtained when $h_{e}$ is still not approach $\hat{h}_{e}$ ). In practice, there exists another real threshold value of $e, e_{s}^{\prime} \leq e_{s}$, satisfying

$$
T_{e_{s}^{\prime}+l}=2^{l} \cdot T_{e_{s}^{\prime}}
$$

which is verified by Table III
Theorem 3. When $T_{c}>T_{e_{s}}$,

$$
\begin{equation*}
2 N_{T_{c}, e}=N_{2 T_{c}, e+1} \tag{58}
\end{equation*}
$$

where $N_{T_{c}, e}$ is the number of cycles with period $T_{c}$ of Cat map (3) over $\left(\mathbb{Z}_{2^{e}},+, \cdot\right)$.
Proof. As for any point $(x, y)$ of a cycle with the least period $T_{c}$ in $F_{e}$, one has

$$
\left\{\begin{array}{l}
\mathbf{C}^{T_{c}} \cdot\left[\begin{array}{l}
x \\
y
\end{array}\right] \bmod 2^{e}=\left[\begin{array}{l}
x \\
y
\end{array}\right]  \tag{59}\\
\mathbf{C}^{\frac{T_{c}}{2}} \cdot\left[\begin{array}{l}
x \\
y
\end{array}\right] \bmod 2^{e} \neq\left[\begin{array}{l}
x \\
y
\end{array}\right]
\end{array}\right.
$$

by referring to Property 2 and Table [1. Referring to Eq. (56) and Eq. 57), one has

$$
\left\{\begin{array}{l}
e_{g, n}=e_{s, g}+2 x_{0}+2 l  \tag{61}\\
e_{h, n}=e_{s}-\hat{h}_{e}+l
\end{array}\right.
$$

where $e_{g, n}=\max \left\{x \left\lvert\, \frac{1}{2} G_{n} \equiv 1 \bmod 2^{x}\right.\right\}, e_{h, n}=\max \{x \mid$ $\left.H_{n} \equiv 0 \bmod 2^{x}\right\}, n=2^{l} \cdot T_{e_{s}}, l$ is a non-negative integer. So, one can get

$$
\left[\begin{array}{cc}
x & 2 \cdot p \cdot y-p \cdot q \cdot x  \tag{62}\\
y & q \cdot x+\frac{1}{2} p \cdot q \cdot y
\end{array}\right] \cdot\left[\begin{array}{c}
\frac{1}{2} G_{2 n}-1 \\
H_{2 n}
\end{array}\right] \bmod 2^{e+1}=0
$$

from Eq. 49). Setting $n=T_{c}$,

$$
\mathbf{C}^{2 T_{c}} \cdot\left[\begin{array}{l}
x  \tag{63}\\
y
\end{array}\right] \bmod 2^{e+1}=\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

Referring to Lemma 2, and $G_{n}$ is even,

$$
\begin{align*}
& \mathbf{C}^{2 n} \cdot\left[\begin{array}{l}
x \\
y
\end{array}\right] \bmod 2^{e+1} \\
& \quad=\left(G_{n} \cdot \mathbf{C}^{n}-\mathcal{I}_{2}\right)\left[\begin{array}{l}
x \\
y
\end{array}\right] \bmod 2^{e+1} \\
& \quad=\left(G_{n} \mathbf{C}^{n}\left[\begin{array}{l}
x \\
y
\end{array}\right]-\left[\begin{array}{l}
x \\
y
\end{array}\right]\right) \bmod 2^{e+1} . \tag{64}
\end{align*}
$$

Therefore,

$$
\begin{align*}
& \mathbf{C}^{2 n} \cdot\left[\begin{array}{l}
a \cdot 2^{e} \\
b \cdot 2^{e}
\end{array}\right] \bmod 2^{e+1} \\
&=\left(G_{n} \mathbf{C}^{n}\left[\begin{array}{l}
a \cdot 2^{e} \\
b \cdot 2^{e}
\end{array}\right]-\left[\begin{array}{c}
a \cdot 2^{e} \\
b \cdot 2^{e}
\end{array}\right]\right) \bmod 2^{e+1} \\
& \quad=\left[\begin{array}{l}
a \cdot 2^{e} \\
b \cdot 2^{e}
\end{array}\right] \bmod 2^{e+1} \tag{65}
\end{align*}
$$

where $a, b \in\{0,1\}$. Combing Eq. 63 and Eq. 65 with $n=T_{c}$, one can get

$$
\mathbf{C}^{2 T_{c}} \cdot\left[\begin{array}{l}
x+a \cdot 2^{e} \\
y+b \cdot 2^{e}
\end{array}\right] \bmod 2^{e+1}=\left[\begin{array}{c}
x+a \cdot 2^{e} \\
y+b \cdot 2^{e}
\end{array}\right]
$$

Setting $n=\frac{T_{c}}{2}$ in the left-hand side of Eq. 62, one has

$$
\mathbf{C}^{T_{c}} \cdot\left[\begin{array}{l}
x \\
y
\end{array}\right] \bmod 2^{e+1} \neq\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

from Eq. 60 as $\frac{T_{c}}{2} \geq T_{e_{s}}$. Combing the above inequalities with Eq. 65), one has

$$
\mathbf{C}^{T_{c}} \cdot\left[\begin{array}{l}
x+a \cdot 2^{e} \\
y+b \cdot 2^{e}
\end{array}\right] \bmod 2^{e+1} \neq\left[\begin{array}{l}
x+a \cdot 2^{e} \\
y+b \cdot 2^{e}
\end{array}\right]
$$



Fig. 5: The cycle distribution of Cat map (3) over $\mathbb{Z}_{2^{e}}, e=1 \sim 19$ : a) $(p, q)=(7,8)$; b) $(p, q)=(6,7)$; c) $(p, q)=(5,7)$; d) $(p, q)=(12,14)$.

So, $2 T_{c}$ is the least period of $\left(x+a \cdot 2^{e}, y+b \cdot 2^{e}\right)$ in $F_{e+1}$ for any $a, b \in\{0,1\}$. When $T_{c}>T_{e_{s}}$, from Property 6, one has

$$
4 \cdot N_{T_{c}, e} \cdot T_{c}=N_{2 T_{c}, e+1} \cdot 2 \cdot T_{c}
$$

namely $2 N_{T_{c}, e}=N_{2 T_{c}, e+1}$.

Lemma 7. As for any point $(x, y)$ in a cycle of length $n$ of Cat map (3) over $\left(\mathbb{Z}_{2^{e}},+, \cdot\right)$,

$$
\left(G_{n}-2\right) \cdot\left[\begin{array}{l}
x  \tag{66}\\
y
\end{array}\right] \bmod 2^{e}=0
$$

where $n>1$.
Proof. Substituting

$$
\begin{aligned}
{\left[\begin{array}{c}
\frac{1}{2} G_{2 n}-1 \\
H_{2 n}
\end{array}\right] } & =\left[\begin{array}{c}
\frac{1}{2} G_{n}^{2}-2 \\
G_{n} H_{n}
\end{array}\right] \\
& =G_{n}\left[\begin{array}{c}
\frac{1}{2} G_{n}-1 \\
H_{n}
\end{array}\right]+\left[\begin{array}{c}
G_{n}-2 \\
0
\end{array}\right]
\end{aligned}
$$

into Eq. (62), one can obtain Eq. 66.

Lemma 8. When $e>e_{0}$, any point $(x, y)$ in a cycle of length $T_{c}$ of Cat map (3) over $\left(\mathbb{Z}_{2^{e}},+, \cdot\right)$ satisfies

$$
\left[\begin{array}{l}
x  \tag{67}\\
y
\end{array}\right] \bmod 2=0
$$

where

$$
e_{0}= \begin{cases}\max \left(e_{p}, e_{q}\right) & \text { if } T_{c}=1 \\ e_{s, g}+1 & \text { if } l_{c}=0, T_{1} \neq 1 \\ e_{s, g}+2 \cdot l_{c}-1 & \text { if } 1 \leq l_{c} \leq s+1\end{cases}
$$

$2^{l_{c}} \cdot T_{1}=T_{c}$, and $2^{s} \cdot T_{1}=T_{e_{s}}$.
Proof. When $T_{c}=1$ and $e \geq \max \left(e_{p}, e_{q}\right)+1$, condition 67 , should exist to satisfy Eq. (46). Setting $m_{0}=0$ in Eq. (53), one has

$$
\left\{\begin{array}{l}
\frac{1}{2} G_{T_{1}} \equiv 1 \bmod 2^{e_{1}} \\
\frac{1}{2} G_{T_{1}} \not \equiv 1 \bmod 2^{e_{1}+1}
\end{array}\right.
$$

where

$$
e_{1}= \begin{cases}e_{s, g} & \text { if } \frac{1}{2} G_{T_{1}} \equiv 1 \bmod 2^{2} \\ 1 & \text { otherwise }\end{cases}
$$

Referring to Lemma 7, if $T_{1} \neq 1$ and $e \geq e_{s, g}+2 \geq e_{1}+2$, any point of a cycle of length $T_{1}$ should satisfy condition (67) to meet Eq. 66. Setting $m_{0}=1$ in Eq. (53), one has

$$
\left\{\begin{array}{l}
\frac{1}{2} G_{2 T_{1}} \equiv 1 \bmod 2^{e_{s, g}}, \\
\frac{1}{2} G_{2 T_{1}} \not \equiv 1 \bmod 2^{e_{s, g}+1}
\end{array}\right.
$$

Referring to Lemma 4, one can further get

$$
\left\{\begin{array}{l}
\frac{1}{2} G_{2^{l_{c}+1} T_{1}} \equiv 1 \bmod 2^{e_{s, g}+2 l_{c}} \\
\frac{1}{2} G_{2^{l_{c}+1} T_{1}} \not \equiv 1 \bmod 2^{e_{s, g}+2 l_{c}+1}
\end{array}\right.
$$

for $l_{c}=1 \sim s+1$. Referring to Lemma 7, if $e \geq e_{s, g}+2 \cdot l_{c}$, any point of a cycle of length $2^{l_{c}} \cdot T_{1}$ should satisfy condition 67) to meet Eq. 66.

From Theorem 3, one can see that the number of cycles of various lengths in $F_{e}$ can be easily deduced from that of $F_{e_{s}}$ when $e>e_{s}$. As for any cycle with length $T_{c} \leq T_{e_{s}}$, the threshold values of $e$ in condition 68) are given to satisfy Eq. (69). As for the cycles with length $\bar{T}_{c}>T_{e_{s}}$, the threshold values can be directly calculated with Theorem 3. As shown in Theorem 4, as for every possible length of cycle, the number of the cycles of the length become a fixed number when $e$ is sufficiently large. The strong regular graph patterns demonstrated in Table $\Pi$ and Fig. 5 are rigorously proved in Theorems 3, 4 Now, we can see that the exponent value of the distribution function of cycle lengths of $F_{e}$ is fixed two when $e$ is sufficiently large.

## Theorem 4. When

$$
e \geq \begin{cases}\max \left(e_{p}, e_{q}\right) & \text { if } T_{c}=1 ;  \tag{68}\\ e_{s, g}+1 & \text { if } l_{c}=0, T_{1} \neq 1 ; \\ e_{s, g}+2 \cdot l_{c}-1 & \text { if } 1 \leq l_{c} \leq s+1 ; \\ e_{s, g}+s+1+l_{c} & \text { if } l_{c} \geq s+2\end{cases}
$$

one has

$$
\begin{equation*}
N_{T_{c}, e}=N_{T_{c}, e+l}, \tag{69}
\end{equation*}
$$

where $2^{l_{c}} \cdot T_{1}=T_{c}, 2^{s} \cdot T_{1}=T_{e_{s}}$, and $l$ is any positive integer.

Proof. From Property 7, one can conclude that the number of cycles of length $T_{c}$ in $F_{e+1}$ is larger than or equal to that in $F_{e+1}$, i.e. $N_{T_{c}, e} \leq N_{T_{c}, e+1}$ for any $e$.

Referring to Lemma 8 , as for any point $(x, y)$ in a cycle of length $T_{c}=2^{l_{c}} \cdot T_{1}$,

$$
\left[\begin{array}{cc}
\frac{x}{2} & 2 \cdot p \cdot \frac{y}{2}-p \cdot q \cdot \frac{x}{2} \\
\frac{y}{2} & 2 \cdot q \cdot \frac{x}{2}+p \cdot q \cdot \frac{y}{2}
\end{array}\right] \cdot\left[\begin{array}{c}
\frac{1}{2} G_{T_{c}}-1 \\
\frac{1}{2} H_{T_{c}}
\end{array}\right] \bmod 2^{e-1}=0
$$

if $e$ satisfy condition 68, meaning that $N_{T_{c}, e} \geq N_{T_{c}, e+1}$. So $N_{T_{c}, e}=N_{T_{c}, e+1} . N_{2 T_{e_{s}}, e}=N_{2 T_{e_{s}}, e+l}$ for any $l$. From Theorem 33, when $l_{c} \geq s+2, e \geq e_{s, g}+2 s+2+l_{c}-s-1=$ $e_{s, g}+s+1+l_{c}$,

$$
N_{T_{c}, e}=2^{l_{c}-s-1} \cdot N_{T_{e_{s}}, e^{\star}}=N_{T_{c}, e+l} .
$$

## IV. Application of the cycle structure of Cat map

In this section, we briefly discuss application of the obtained results on the cycle structure of Cat map in theoretical analysis and cryptographical application.
The infinite number of unstable periodic orbits (UPO's) of a chaotic system constitute its skeleton [47]. In a finite-precision domain, any periodic orbit is a cycle (See Property 4). Its stability is dependent on change trend of its distance with the neighboring states in the phase space. To show the relative positions among different cycles, we depicted real image of the SMN shown in Fig. 1c) in Fig. 6. Note that some states may be located in different cycles due to the finite-precision effect. The main result obtained in [16], i.e. Eq. (6), describes the number of different possible Cat maps owning a specific period, which has no any relationship with the number of cycles and distance between a cycle and its neighboring states. So, it cannot help to identify unstable periodic orbits of the original chaotic Cat map at all.


Fig. 6: Portrait of Cat map (3) with $N=2^{3}$ where $(p, q)=$ $(1,3)$.

But, knowledge of the cycle structure of Cat map can be used in the following aspects:

- Disclosing some skeleton of Cat map in other domains. As shown in Fig. 1, when $p$ and $q$ are both odd, there is a cycle of period 3 in SMN of Cat map implemented in Galois ring $\mathbb{Z}_{2^{\hat{e}}}$. This agree with the classic statement "Period three implies Chaos" given in [48].
- Discarding the initial conditions corresponding to very short period. This problem is vitally important in real applications in [26], [28].
- Avoiding the points resulting in collision. As shown in Fig. 1. different points in the same cycle may evolve into the same point, which may result in collision for the hashing scheme proposed in [25].
- Severing as a prototype for analyzing dynamics degradation in chaotic maps implemented in digital computer discussed in [49].


## V. CONCLUSION

This paper analyzed the structure of the 2-D generalized discrete Arnold's Cat map by its functional graph. The explicit formulation of any iteration of the map was derived. Then,
the precise cycle distribution of the generlized discrete Cat map in a fixed-point arithmetic domain was derived perfectly. The seriously regular patterns of the phase space of Cat map implemented in digital computer were reported to dramatically different from that in the infinite-precision torus. There exists non-negligible number of short cycles no matter what the period of the whole Cat map is. The analysis method can be extended to higher-dimensional Cat map and other iterative chaotic maps.
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[^0]:    ${ }^{1}$ To facilitate reference of readers, we re-summarized the results in 16 in a concise and straightforward form.

