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ABSTRACT OF THE DISSERTATION

Performance Analysis of Timing-Speculative Processors

by

Omid Assare

Doctor of Philosophy in Computer Science (Computer Engineering)

University of California San Diego, 2019

Professor Rajesh Gupta, Chair

Timing guardbands act as a barrier protecting conventional processors from circuit-level

phenomena like timing errors. Timing-speculative (TS) processors replace these guardbands

with timing error detection and recovery circuits to guarantee correct execution. For timing

speculation to be effective, the performance and/or energy improvements gained from eliminating

the guardbands must outweigh the costs of detecting and recovering from timing errors. The

high costs and limited benefits that have been an obstacle to adoption of timing speculation

in commercial designs have been steadily improving over the past decade. Likewise, recent

advances in design of ultra-fast on-chip voltage regulators and all-digital phase locked loops

with sub-nanosecond response times have increased the potential benefits by enabling more
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aggressive timing speculation schemes.

This dissertation is motivated by another contributing factor limiting broader adoption of

TS processors—complexity of their performance analysis. The absence of timing guardbands

complicates timing analysis of TS processors as circuit and architecture, and their interdepen-

dence, must be considered simultaneously. We present a cross-layer performance analysis

framework for TS processors that spans the system stack from circuit to application, including

dynamic timing analysis tools at the level of gates, microarchitecture, and architecture, an

instruction-level timing error model, and a statistical program error rate estimation methodology.

We then use our framework to study the performance of a TS processor with an emphasis

on characterizing the role of software. Our experiments show that the combination of running

application and its input data can change the performance of a TS processor by as much as 25

percent, demonstrating that application-specific analysis is necessary for accurate evaluation

of TS processors and should be used to inform design decisions and assess the suitability of

applications for timing speculation.

Performance of TS processors also relies on accurate prediction of the optimal operating

point. Our experiments show that, in a typical case, the most commonly used policy achieves

only a fraction of the potential gains of timing speculation. Inspired by our modeling of timing

errors, the improved timing speculation strategies we propose in this dissertation can realize a

more than 50 percent throughput improvement compared to a guardbanded design.
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Chapter 1

Introduction

As the semiconductor technology scales deep into the nanometer regime, its product,

the integrated circuit, becomes increasingly sensitive to variations in manufacturing process

and operating environment [31]. As shown in Table 1.1, the sources of variability can be

categorized according to their spatial reach as well as their temporal rate of change. Spatial reach

determines whether a source affects all transistors of a chip (global) or only a few transistors

in close proximity (local). For instance, process variation has global or die-to-die (D2D) and

local or within-die (WID) components [5]. An experimental Intel processor shows around 50%

performance variation among its 80 cores when operated at 0.8V due to WID process variation

alone [21].

Both D2D and WID components of process variation, however, are in the same category

based on their temporal rate of change. Variations caused by these sources are called static

variations since their magnitude remains constant during the lifetime of the chip. Dynamic

sources of variation, on the other hand, cause variations that change during the operation of the

chip. They include slow variations such as temperature hotspots that are spread over thousands

of clock cycles as well as fast variations such as supply voltage fluctuations that occur over

the course of several clock cycles. Ambient temperature variations can also be expected to be

dynamic. International Technology Roadmap for Semiconductors (ITRS) projects supply power

variation to be 10% while the operating temperature can vary from 30 to 175°C resulting in
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Table 1.1. Sources of Variability for CMOS Integrated Circuits [9]

Temporal Rate of Change

Static Dynamic
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WID Process Variation
Local IR Capacitive Decoupling

Temperature Hotspots Clock Tree Jitter

several tens of percent performance change [31].

Finally, it is useful to consider input data (running code and its input in case of processors)

as variation sources. Studies show that changing input data to a single program can cause

performance variations comparable in magnitude to those caused by other variability sources

such as process variation [2].

1.1 Timing Guardbands

To ensure correct operation, conventional processors are designed pessimistically for the

worst case, leading to large safety margins, also known as timing guardbands. Each source of

variability is accounted for by adding more guardbands. While more sophisticated design-time

analysis methods such as statistical static timing analysis (SSTA) have tried to reduce design

pessimism, guardbands continue to increase steadily with each technology generation [31],

leading to loss of performance and increasing cost due to over-design.

Other techniques try to reduce timing guardbands dynamically, by monitoring the state

of the system and adjusting the operating point accordingly. For instance conventional dy-

namic voltage and frequency scaling (DVFS) adjusts the system’s operating point based on

pre-characterized safe values stored in a look-up table [60][56]. Canary circuits are a more

sophisticated class of system state monitors that try to monitor the critical path’s available slack

directly [25][10][45][22][59]. One such technique, called active management of timing guard-
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band [25] , is implemented in IBM POWER7 server where critical path monitors measure the

available timing margin under thermal fluctuations, voltage skewing, workload-induced voltage

and temperature variations, etc., and a control unit adjusts processor voltage and frequency to

achieve error-free operation while reducing the guardbands. While these techniques provide

a low-cost solution for reducing timing guardbands, they are unable to account for local and

fast changing dynamic variations including delay variations caused by input data. Therefore,

guardbands associated with these variations cannot be removed and the associated costs remain.

1.2 Timing Speculation

In this dissertation, we study a new class of processors that take a completely different

approach. Timing-speculative (TS) processors allow increasing the frequency or decreasing the

supply voltage beyond the limits determined by static timing analysis, thereby removing timing

guardbands altogether. Instead, they rely on circuit- and microarchitecture-level techniques

to detect and recover from potential timing errors. For timing speculation to be effective, the

performance and/or energy improvements gained from eliminating the guardbands must outweigh

the costs of detecting and recovering from timing errors.

The high cost-benefit ratio that has been an obstacle to adoption of timing speculation

in commercial designs has been steadily improving over the past decade. Error detection and

recovery costs have decreased from 44 additional transistors per flip-flop for detection and

dozens of clock cycles for recovery in the first Razor design [23], to only 3 additional transistors

and as few as a single clock cycle in the latest version [65]. Likewise, recent advances in

the design of ultra-fast on-chip voltage regulators and all-digital phase locked loops with sub-

nanosecond response times have increased the potential benefits by enabling more aggressive

timing speculation schemes [24][37][8].

However, another contributing factor is still limiting broader diffusion of TS processors—

complexity of their performance analysis. In a conventional processor, timing guardbands act as

3



Figure 1.1. Timing Speculation Challenges and Dissertation Outline

a barrier between the circuit and the architecture. Guardbands for ambient and process variations

provide the architecture with a consistent timing model of the circuit. For example, the number

of clock cycles required to execute an instruction does not depend on the supply voltage, the

temperature, or the location of the die in the wafer. In the opposite direction, guardbands for

data variation allow timing analysis of the circuit to be performed statically, without considering

the specific program and its input data. This independence greatly simplifies the analysis by

allowing the circuit and the architecture to be analyzed in isolation.

Without these guardbands in a TS processor, the architecture is no longer protected from

circuit-level phenomena and vice versa. For example, a voltage droop can, in effect, change

the number of clock cycles required for an instruction to execute. Conversely, a change in the

operands of an instruction can lead to timing errors in the circuit by sensitizing its critical timing

paths. Consequently, accurate performance analysis of TS processors must consider the circuit

and the architecture simultaneously and account for their interdependence through timing errors.

In this dissertation, we present a cross-layer performance analysis framework for TS

processors that spans the system stack from circuit to application, including dynamic timing

analysis (DTA) tools at the level of gates, microarchitecture, and architecture, an instruction-level

timing error model, and a statistical program error rate estimation methodology. We then use our

framework to study and improve performance of a TS processor.
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1.3 Related Work

The need for a fast and accurate timing model for dynamic estimation of errors is most

evident in experimental-results sections of papers describing variability management techniques

of erroneous systems (i.e. systems that allow timing errors) where researchers face the long

simulation times of variability effects at the architecture level [46], [51], [64], [53]. As a result,

most works take one of the following approaches.

Inaccurate Models. Error rate models typically used for analyzing TS processors

do not get more sophisticated than assigning different numbers to various hardware/software

components and/or operating conditions, and the role of software in sensitizing timing paths and

changing error rates is often ignored. It is even common to use the simplest possible model, a

fixed number, for error rate of the system at all times [5], [21], [31].

Limited Analysis. In the absence of efficient error models and when more accuracy

is needed, researchers are forced limit their analysis in both time (analyzing only small parts

of the application software) and space (analyzing only a few components of the system), ad-

versely affecting optimization opportunities and/or accuracy of evaluation. The following are

some examples. Trifecta [46] focuses only on the ALU adder and selection logic. Roy and

Chakarborty [51] only consider ALU errors and limit their simulations to 100 instructions that

most frequently exercise the ALU. Xin and Joseph [64] focus on ALU, LSU, and Shift/Branch

units. Hoang et al. [33] reduce the size of benchmark input sets due to extremely long run- times

associated with gate-level simulations. Similarly, Sartori and Kumar [53] only study the LSU

and IQ and do not simulate the benchmarks for their entire duration.

Simply stated, the lack of fast simulation platforms for these systems is becoming a

bottleneck and a key challenge for timing speculation research [31], [64]. Earlier efforts produced

limited success. Rehman et al. [50] assume that the area of functional units determine their error

rate which, while acceptable in case of soft errors, is not extendable to errors caused by variability.

Rahimi et al. propose error prediction for individual [47], [49] and sequences [48] of instructions,
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but their models do not specifically take input data dependence into account. Others [51], [64]

have proposed to use the Program Counter (PC) to predict errors, suggesting that various dynamic

instances of an instruction behave similarly due to locality of input data. We will show in this

dissertation that the assumption does not hold for all instructions, specifically those that exercise

critical paths in processor datapath. Finally, an emulation testbed for variability-aware software

called VarEMU is presented in [63]. While VarEMU provides a fast and easy-to-use platform for

implementation of error models and may be useful for variability-aware software power analyses,

it cannot handle the cycle-by-cycle nature of variability in causing errors due to the functional

(and not cycle-true) operation of the underlying virtual machine.

More recently, performance analysis proposals that take one of the following approaches

have been more successful.

Graph-Based DTA. Authors in [15] have proposed a graph-based DTA method that

improves the efficiency of path-based techniques like ours. The approach is optimized for longer

simulation times, as demonstrated in [14] where a safe, error-free operating point is determined

for the entire runtime of an application. It is not as beneficial for TS processors where timing

errors must be predicted on a cycle-by-cycle basis to determine the error rate and consider the

dynamic effect of timing errors on DTS. The frameworks we propose in this dissertation do not

suffer from the long simulation times of other path-based techniques because they perform the

most time-consuming part of the analysis—calculating DTS of the control network—only once

and only on short instruction sequences (basic blocks).

Machine Learning. There has been growing interest in using machine learning tech-

niques to predict timing errors. Authors in [24] use decision trees to enable the compiler to

predict timing errors. But since instruction operands are not available at compile time, their

effect is ignored. In [38], random forest trees are used to construct timing error prediction

models for functional units. Such models could be used in place of the datapath error model in

our framework, but it is not clear if the methodology can be extended to the control network.

Moreover, since, as classifiers, these methods predict timing errors directly, without estimating
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DTS, they are not suitable for analysis of design-time uncertainty, like process variation, that

precludes deterministic prediction of timing errors.

Timing Simulation. A number of other gate-level DTA techniques use timing simula-

tions to predict timing errors [30, 17]. In addition to long simulation times necessary, because

they rely on the simulator to perform DTA, they cannot use non-deterministic timing models

that are necessary to analyze the effect of process variation. Our framework uses functional

simulations coupled with STA to estimate DTS. That enables us to take process variation into

account by replacing STA with statistical STA (SSTA). In fact, we are not aware of any existing

DTA technique that includes process variation in the analysis, though the graph-based method

in [15] can be extended to do so.

1.4 Dissertation Organization

The remainder of the dissertation is organized in five chapters.

We start in Chapter 2 with a comprehensive review of error detection and recovery

techniques used by TS processors. We analyze the most important advances and challenges

in designing error detection circuits and conclude that TS processors can be designed to be

cost-effective.

Chapter 3 introduces our first DTA tool which uses a microarchitecture-level timing

model based on clustering functionally similar timing paths of the processor, called clustered

timing model (CTM). In the second part of this chapter, we use this CTM-based simulator

to characterize error rate of instructions and programs. We propose inter- and intra-program

variation as measures of error rate variability in different programs and among instructions of

a program, respectively. We also characterize the error rate variation caused by the program

input data and show that it is comparable to other sources of variability such as process variation.

Finally, we present an analysis of the physical location of errors in hardware, identify regions

in which most of the errors occur, and how different programs change the distribution of errors
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among these regions.

The DTA technique in Chapter 3 balances the trade-off between performance and ac-

curacy by performing the analysis at the microarchitecture level. In Chapter 4, we introduce

another DTA technique that achieves better efficiency and accuracy by taking a hybrid approach.

It combines an accurate gate-level DTA tool for the more complex but less frequent part of

the analysis—the control network—with a fast architecture-level execution-driven simulator

based on a high-level path activation model for the simpler part that needs to be performed

repeatedly—the datapath. In the second part of the chapter, we propose an instruction-level

error model that estimates the likelihood that an instruction experiences a timing error, capturing

the effects of process and data variations as well as inter-instruction correlations caused by

the error recovery scheme used by the TS processor. We then utilize two well-known laws of

applied statistics, the law of small numbers and the law of large numbers, to estimate, with

bounded inaccuracy, the number of timing errors the TS processor experiences while executing a

specific application. The results demonstrate the significant effect of software in determining

performance of TS processors.

In Chapter 5, we extend the DTA framework in Chapter 3 with the capability to implement

dynamic frequency scaling to evaluate the speculation scheme and improve its efficiency by

implementing some of the optimization techniques we used for the DTA tool in Chapter 4. Then,

inspired by insights from the modeling of timing errors, we propose a new program-driven

timing speculation scheme that improves the conventional control-based approach based on

three strategies—selective local speculation, temporally-limited error sampling, and maximum

throughput tracking. Our experiments show that, in a typical case, while the most commonly

used timing speculation policy achieves only a 21.8% of the potential gains, our technique can

realize up to 35.6% of the potential gains, improving throughput by 50.9% over a guardbanded

design.

Finally, in Chapter 6, we discuss the results of the dissertation and summarize its conclu-

sions.
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Chapter 2

A Review of Timing Error Detection and
Recovery Schemes

In this chapter, we present a review of the major error detection and recovery techniques

used in TS processors in recent years. While both detection and recovery of timing errors

can be performed at various levels of the hardware/software stack, in this chapter we focus on

circuit-level detection and microarchitecture-level recovery techniques.

The chapter is organized in two sections. Section 2.1 presents a review of new circuits

designed for detecting timing errors. These circuits which are referred to as Error Detection

Sequential (EDS) circuits are designed to add timing error detection capabilities to the conven-

tional sequential circuits (i.e. latches and flip-flops). Then in Section 2.2, we review a number of

microarchitectural error recovery techniques that are designed to restore the correct system state

after a timing error is detected by the EDS circuits.

2.1 Error Detection

In this section, we present a review of the major EDS circuits. These circuits are designed

to add timing error detection capabilities to the conventional sequential circuits (i.e. latches

and flip-flops) of digital systems. If the input data signal arrives late (i.e. after the clock edge)

at their input pins, EDS circuits raise an error signal which is used by the error recovery logic

to restore the correct system state. Error recovery schemes are reviewed in Section 2.2. The

9



major challenges in the design of EDS circuits are energy overhead and possible occurrence of

metastability. An ideal EDS circuit would detect a timing error if and only if the input signal

arrives after the clock edge while (i) enabling fast, low-overhead error recovery, (ii) incurring

little energy overhead, and (iii) minimizing the probability of metastability. We introduce

these issues in describing the first EDS circuit proposal, known as Razor [18] and explain how

subsequent methods have tried to address them.

In general, EDS circuits take one of the following approaches to detect timing errors:

Double Sampling: In addition to the conventional flip-flop that samples the input data

at the edge of the clock, these EDS circuits sample the data a second time after the clock edge.

The second sample is guaranteed to be correct using design-time worst-case timing analysis.

Consequently, the two samples are compared and a timing error is declared in case of a mismatch.

EDS circuits described in Sections 2.1.1 and 2.1.2 are of this type.

Transition Detection: Instead of a second delayed sampling, these EDS circuits dynam-

ically monitor the input data or some internal node after the clock edge. A transition during this

period is indicative of a late arriving input signal and a timing error is declared if such a transition

is detected. EDS circuits described in Sections 2.1.4, 2.1.3, and 2.1.5 take this approach.

2.1.1 Razor

Figure 2.1a shows a block diagram of a Razor flip-flop (henceforth referred to as RFF).

In addition to the standard edge triggered D-flip-flop (DFF), the RFF includes a shadow latch.

Here the main flip-flop samples the input data at the rising edge of the clock while the shadow

latch is transparent throughout the high clock phase. Therefore, a signal arriving at the input

pin of RFF after the rising edge of the clock (cycle 2 in Figure 2.1b) causes different values to

be captured by the main flip-flop and the shadow latch. This raises the error signal which then

initiates the recovery mechanism. Note that the shadow latch always captures the correct value

as long as the input data arrives no later than the falling clock edge. For this reason, the high

clock phase is referred to as the detection, sampling or speculation window of the RFF. The
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(a) Conceptual Representation

(b) Timing Diagrams

Figure 2.1. Design and Operation of Razor Flip-Flop [18] © 2006 IEEE
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length of the detection window determines the maximum allowable delay of the incoming timing

paths, and consequently the maximum amount of increase in frequency or decrease in supply

voltage that the RFF can tolerate. The maximum path delay constraint is therefore defined as [6]

Tmax ≤ Tcycle +Tw−Tsetup (2.1)

where Tmax is the maximum path delay, Tcycle is the clock cycle time, Tw is the detection window

length, and Tsetup is the setup time of the shadow latch. Equation 2.1 illustrates how a Razor

flip-flop relaxes the maximum path delay constraint of a conventional DFF by the amount equal

to the length of the detection window.

But, what if the input signal toggles during the high clock phase not due to a slow

path from last cycle but because of a fast path in the current cycle? The RFF has no way of

differentiating between these two cases and would indicate a false error if the former occurs.

This is illustrated in Figure 2.1b where the input signal toggles too soon during the high clock

phase of cycle 4. In fact, the length of the detection window lies at the heart of a fundamental

trade-off in the design of EDS circuits. While a wide detection window is desirable to achieve

maximum throughput and energy improvement, its length is limited by the minimum delay of

fast paths. In order to eliminate the possibility of fast paths incurring false errors, Razor requires

all paths to have best-case delays larger than the length of the detection window plus the hold

time of the shadow latch. The minimum path delay constraint is therefore written as [6]

Tmin ≥ Tw +Thold (2.2)

where Tmin is the minimum path delay, Tw is the detection window length, and Thold is the hold

time of the shadow latch. This constraint is met by inserting delay buffers in fast paths to increase

their propagation delay. This incurs a power overhead to the design, working against the original

goal of reducing it. Hence, the length of the detection window should be configured to maximize
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power savings through voltage reduction while minimizing the power overhead from the insertion

of delay buffers.

Equation 2.2 illustrates two important facts about a Razor flip-flop. First, RFF restricts

the minimum path delay constraint of a conventional DFF by the amount equal to the length of

the detection window. This is in contrast to the maximum path delay constraint of RFF which

is relaxed by the same amount (See Equation 2.1). The maximum and minimum path delay

constraints of an RFF are, therefore, linked together by the detection window. Energy efficiency

improvements which are achieved by relaxing the maximum path delay constraint come at the

cost of additional restriction on the minimum path delay constraint, which is met by adding

delay buffers leading to diminishing energy efficiency gains. Second, the minimum path delay

constraint only limits the maximum length of the high clock phase and imposes no restrictions

on the clock frequency. Hence, the operating frequency can be chosen arbitrarily while the duty

cycle of the clock is tuned for the minimum path delay constraint to be met.

Another important issue in the design of EDS circuits arises from the fact that by allowing

the input signal to arrive after the rising edge of the clock, setup and hold time constraints of

the main flip-flop are not respected. Therefore, if the input signal is only slightly late and

toggles ”too close” to the rising clock edge, there is a possibility that the main flip-flop becomes

metastable. Razor handles this issue by taking two measures. First, a local metastability detector

is placed at the output of the main flip-flop and the RFF raises its error signal in the case it

becomes metastable. This ensures that metastability-causing errors do not go undetected while,

again, incurring additional energy overhead. Second, Razor requires at least two successive

non-critical pipeline stages immediately before storage to eliminate the possibility of metastable

signals being committed to memory. Guardbanding two pipeline stages runs contrary to the

design motivation of Razor and can limit its ability to achieve optimal energy and/or throughput

improvements.

For a timing error to go undetected, the resolution time (i.e. the time it takes for the RFF

to resolve its state) must satisfy two timing constraints. First, the data-path signal must become
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stable early enough so that a low-logic is sampled as the error signal. Therefore, the resolution

time must satisfy

Tr < Tcycle−Terror−path−Tsetup (2.3)

Second, the additional delay incurred on the data-path by the resolution time must cause

the subsequent RFF to fail its maximum path delay timing constraint. In other words

Tr +Tdatapath > Tcycle +Tw−Tsetup (2.4)

where Tdatapath is the propagation delay of the data-path. Hence, for these conditions to be met,

the data-path propagation delay must approximately fall in the following range

Tmin +Terror−path−Thold < Tdatapath < Tmax (2.5)

Since propagation delay of the error path (Terror−path) is typically a small fraction of the

cycle time, a large number of data-paths would satisfy these conditions and result in undetected

timing errors. As a result, it is imperative for an RFF to include a metastability detector in its

data-path to prevent such an event.

2.1.2 Double Sampling with Time Borrowing (DSTB)

The second EDS circuit discussed is called Double Sampling with Time Borrowing

(DSTB). The design of DSTB is very similar to that of the RFF. Figure 2.2a shows a conceptual

view of a DSTB next to that of an RFF in Figure 2.2b. In DSTB, relative to RFF, the main

flip-flop and the shadow latch have swapped places. Recall that since the setup and hold time

constraints of the main flip-flop is not respected in RFF, there is always the possibility of it

becoming metastable. The shadow latch, in contrast, would never be metastable as long as the

maximum path delay constraint of the RFF (Equation 2.1) is satisfied. In RFF, the problematic

DFF feeds both the data path and the error path. Hence, signals on both paths can become
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(a) DSTB (b) RFF

Figure 2.2. Conceptual Representation of DSTB and Razor Flip-Flop [6] © 2009 IEEE

metastable.

As discussed in Section 2.1.1, Razor requires a metastability detector to prevent un-

detected errors as well as two successive non-critical pipeline stages immediately before the

memory to ensure that metastable signals do not corrupt the state of the processor, requirements

that limit the benefits of timing speculation offered by Razor. In contrast, in DSTB, the data-path

is driven by the shadow latch and the metastability issue is limited to the error path. An analysis

of the metastability in DSTB (See [6] for more details) reveals that limiting metastability to error

path causes the Mean Time Between Failures (MTBF) to be orders of magnitude larger for DSTB

than for RFF, to the point that the metastability detector can be safely omitted from the EDS

circuit, reducing the energy overhead of timing speculation.

2.1.3 Transition Detector with Time Borrowing (TDTB)

The next EDS circuit is Transition Detection with Time Borrowing (TDTB) [6]. Fig-

ure 2.3a and 2.3b show the circuit-level implementation and sample timing diagrams of the

TDTB EDS circuit. In contrast to previous EDS circuits, TDTB implements a dynamic error

detection scheme where timing errors are identified not by delayed re-sampling, but by dynamic

monitoring of the input data using a transition detector. The XOR gate continuously compares
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(a) Conceptual Representation (b) Timing Diagrams

Figure 2.3. Design and Operation of TDTB EDS Circuit [6] © 2009 IEEE

the input data with its delayed version and produces a pulse when they are not equal, effectively

detecting input data transitions. During the low phase of the clock, the error signal is discon-

nected from the transition detector and is driven by the top transistor to a logic low. As the

data-path latch is opaque during this period, the EDS circuit behaves like a conventional flip-flop.

However, if a late-arriving signal causes the input data to transition during the high clock phase,

the error signal transitions to logic high and remains in this state until the falling clock edge

brings it to a logic low again. Similar to DSTB EDS circuit, while time borrowing is potentially

enabled by employing a level-sensitive latch in the data-path, it is suppressed by the activated

error signal, effectively enforcing conventional edge-triggered flip-flop operation.

The above analysis shows that a TDTB design implements the same functionality as

double sampling EDS circuits, including limiting the metastability issue to the error path. At

the same time, TDTB improves the performance and energy efficiency of DSTB EDS circuits

in the following ways. First, both size and clock energy of TDTB is significantly smaller than

that of DSTB, and even the conventional master-slave flip-flop. Granted, conventional master-

slave flip-flops can always be replaced with pulse-latches at the expense of additional design

complexity to achieve lower clock energy. Second, both the propagation delay (CLK-to-Q) and

setup time (defined as the minimum D-to-CLK delay prior to the rising clock edge such that

an error signal is not generated) are improved in a TDTB EDS circuit, resulting in potential
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(a) Conceptual Representation

(b) Timing Diagrams

Figure 2.4. Design and Operation of RazorII Flip-Flop [19] © 2009 IEEE

performance improvements. These benefits, however, come at the price of increased design

complexity as well as sensitivity to within-die process variation. Moreover, the issues of error

path metastability and minimum path delay constraint remain in TDTB.

2.1.4 RazorII

The next version of Razor flip-flop is called RazorII [19]. Figure 2.4a and 2.4b show the

block diagram and sample timing diagrams of the RazorII EDS circuit. Similar to the TDTB

design, RazorII uses a single latch and employs a transition detector to monitor dynamic behavior

of the input signal and detect timing errors. Unlike the TDTB transition detector that directly
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monitors the input data pin, the transition detector in RazorII is connected to the internal latch

node and essentially detects transitions on the latch output rather than the latch input. This design

decision trades off some of EDS circuit timing error coverage to achieve full soft error coverage.

TDTB EDS circuit has a detection window equal to the high phase of clock for both timing and

soft errors. RazorII, on the other hand, can detect soft errors during the entire clock cycle 1,

while its detection window for timing errors is reduced. The reason for this will be clear after an

analysis of RazorII’s operation which follows.

During the low phase of the clock, the latch is opaque and no transitions happen at the

internal latch node denoted by N in Figure 2.4a. The EDS circuit, therefore, operates similar

to a conventional flip-flop during this time. A transition caused by a late-arriving signal during

the high clock phase, on the other hand, toggles N as the latch is transparent at this time. The

transition is detected by the transition detector and flagged as a timing error. However, even a

legitimate transition at the EDS circuit input before the rising edge of the clock takes the time

equal to the CLK-to-Q delay of the latch to appear at its output after the rising edge of the

clock. Therefore, the transition detector must be disabled at the beginning of the clock cycle

for a time greater than this delay to prevent flagging such transitions as timing errors. This

is accomplished by the detection clock generator block that produces a negative pulse which

deactivates the transition detector. In order to ensure correct operation, the length of this pulse

must be guaranteed to be greater than the CLK-to-Q delay of the latch across all PVT corners.

Hence, it is required that the minimum width of the negative pulse is greater than the maximum

CLK-to-Q delay of the latch. While post-manufacturing tuning of the detection clock pulse

width can be used to account for process variation, the width of the pulse should still be suitably

margined. This causes the detection pulse to be longer than the CLK-to-Q delay of the latch. As

a result, the transition detector remains disabled for an additional period equal to the difference

between the pulse width and CLK-to-Q delay. During this time, transitions on the internal latch

node are not detected and no timing errors are declared, thereby reducing the detection window

1Analysis of soft error tolerance is beyond the scope of this dissertation. See [19] for details.
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Figure 2.5. Circuit-Level Implementation of a Conventional Flip-Flop and Added Razor-Lite
EDS Circuit [41] © 2014 IEEE

width of the EDS circuit. If the adjoining path in the next pipeline stage has ample timing slack,

correct operation is maintained through time borrowing, resulting in even more performance

improvements. However, there is always the possibility of system failure if multiple stage time

borrowing is accumulated beyond the ability of RazorII flip-flops error tolerance. Complex

design-time timing analysis of time-borrowing is, therefore, required to guarantee correct system

operation.

Similar to DSTB and TDTB EDS circuits, RazorII successfully limits possible metasta-

bility to the error path while the minimum path delay constraint problem remains unresolved.

It accomplishes improved energy efficiency compared to double sampling EDS circuits at the

expense of additional design complexity and sensitivity to process variation. Compared to TDTB,

soft error coverage is extended to the entire clock cycle, but timing error detection window is

shortened and sensitivity to process variation is increased.

2.1.5 Razor-Lite

All EDS circuits discussed so far implement error detection capabilities at the expense

of, among other things, significantly increasing the energy consumption of conventional sequen-

tial circuits. Razor-Lite [41] is a more recent EDS circuit designed to mitigate this problem.
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Figure 2.5 shows circuit-level implementation of a conventional flip-flop along with the error

detection circuit added by Razor-Lite. The detection circuit uses two internal nodes of the

flip-flop’s input buffer, called virtual rails and denoted by VVDD and VVSS in Figure 2.5, to

detect timing errors. To understand how this is accomplished, it is useful to analyze how these

two nodes (VVDD and VVSS) behave during the absence and presence of timing errors.

During the low phase of the clock, M1 and M4 are both on and VVSS and VVDD are

driven (by ground and VDD) to logic-low and logic-high, respectively. DN is connected to one

of the virtual rails based on the value of the input data D by turning on either M2 or M3. During

this time, transitions on D change the value of DN but VVDD and VVSS remain constant. At

the rising edge of the clock, both M1 and M4 are turned off and the virtual rails start floating.

Note, however, that either VVDD or VVSS remains connected to DN through the M2 or M3. If

no timing errors occur and D does not transition during the high clock phase, VVDD and VVSS

remain high and low, respectively. However, a transition on D caused by a late-arriving signal

changes the states of M2 and M3, disconnecting the previously connected virtual rail from and

connecting the other one to DN. Since the newly connected virtual rails has the opposite state as

DN, the feedback inverter of the master latch pull it toward the value of DN. In other words, an

input data transition during the high clock phase causes either a low-to-high transition on VVSS

or a high-to-low transition on VVDD. Such transitions do not occur in the absence of timing

errors, and can, therefore, be used to detect timing errors.

The detection circuit consist of two high-skewed inverters and a low-skewed OR gate.

Skewed logic is used to take advantage of the unidirectionality of the transitions to speed up

the error path. An important property of these error-indicating transitions in Razor-Lite is that

they never occur during error-free operation, neither in the low nor in the high phase of the

clock. This is in contrast to the error-indicating transitions monitored by previous EDS circuits

with transition detection that indicated timing errors only during the detection window. As a

result, unlike previous transition detectors that needed to employ the clock signal, Razor-Lite

EDS circuit implements a static transition detector, incurring no additional clock load. Extra
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data-path loading is also avoided. As a bonus, setup and hold times of the circuit are slightly

reduced. Energy overhead is consequently limited to less than 3% as only 8 transistors are

used to implement error detection. As a point of comparison, the most light-weight previous

EDS circuit, TDTB, uses 15 transistors and incurs around 10% of energy overhead for error

detection while also incurring extra clock and data-path loadings that add larger overheads to the

performance (CLK-to-Q) of the EDS circuit.

In addition to the energy-efficiency of the EDS circuit, Razor-Lite is inherently more

resilient to metastability. While the possibility of metastability in data-path is present similar to

Razor, the use of skewed logic for error detection ensures with a high confidence that long-term

metastable events are identified as timing errors. Short-term metastable events are either detected

as timing errors (if they resolve to the correct state) or add a small delay to the CLK-to-Q delay

of the EDS circuit. It is reasonable to assume that this small additional propagation delay can be

absorbed by the next pipeline stage.

Finally, Razor-Lite mitigates the problem of minimum path delay constraints by imple-

menting a duty cycle controller to dynamically adjust the duty cycle of the clock. An algorithm

for initial and run-time calibration of duty cycle is proposed that minimizes false error detections

due to fast paths. Initial calibration is performed at half-frequency and by reducing the duty cycle

from 50% until no fast path errors are detected. At run-time, duty cycle is tuned during error

recovery where again the processor works at half-frequency and replays the errant instruction. If

another timing error is detected during this time, both errors are assumed to be the result of a

fast path violation and the duty cycle is reduced to suppress them. Duty cycle is increased when

too many slow path violations (i.e. true timing errors) are detected. This strategy mitigates the

energy overhead incurred by the delay buffers added to fast paths to satisfy minimum path delay

constraints of EDS circuits and further improves the energy efficiency of Razor-Lite.
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2.2 Error Recovery

When a timing error is detected by EDS circuits, they raise an error signal that initiates

error recovery. The error recovery logic is responsible for restoring the correct system state by

(i) preventing the propagation of the error and (ii) maintaining the correct order of instruction

executions. Recovery penalty is defined as the average additional time spent for an errant instruc-

tion to correctly finish execution compared with the error-free case. A large recovery penalty

significantly limits the potential energy/performance improvements that timing speculation can

achieve. Various error recovery mechanisms can be characterized, among other things, by how

they choose to balance the trade off between the recovery penalty and the energy overheads

of EDS circuits and the recovery logic. Other desirable properties include manageable design

complexity including architecture independence, un-intrusiveness, and automatic design and

analysis using CAD tools.

The error recovery techniques discussed in this section take one of the following ap-

proaches to accomplish these tasks.

Local Error Correction: This recovery technique relies on the ability of the error

detection circuit to correct its own state. Therefore, this approach cannot be realized using the

EDS circuits discussed in Section 2.1 except first Razor EDS circuit reviewed in Section 2.1.1

which implements local error correction. The techniques discussed in Sections 2.2.1 and 2.2.2

are of this type.

Instruction Replay: It is not strictly necessary to correct the timing error as long as

it is prevented from corrupting the architectural state of the processor. A number of recovery

techniques take advantage of this observation to enable the use of simpler EDS circuits that have

smaller energy overheads. The errant instruction is simply replayed until it completes without

experiencing errors. This, of course, results in a larger recovery penalty. These methods are

discussed in Section 2.2.3.

Error Masking: Data corruption can be avoided by using EDS circuits that have a latch
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(a) Microarchitecture Design

(b) Pipeline Timing during Error Recovery

Figure 2.6. Design and Operation of Clock Gating [23] © 2003 IEEE

in their data-path, by taking advantage of their ability to mask timing errors using time borrowing.

This approach incurs some additional design complexity but achieves a smaller recovery penalty.

Techniques discussed in Sections 2.2.4 and 2.2.5 take this approach.

2.2.1 Clock Gating

Figure 2.6a and 2.6b show the microarchitecture design of clock gating and a timing

diagram of the pipeline during the recovery of a timing error in the EX stage. This technique

relies on the capability of the EDS circuits to perform local or in situ error correction. The Razor

EDS circuit reviewed in Section 2.1.1 (RFF) implements this functionality. Error signals of all

RFFs are simply OR-ed together and produce a recover signal which is used as the global clock

gating control signal. When a timing error is detected, the entire pipeline is stalled for one cycle
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during which all RFFs reload their main flip-flops with the value in their shadow latches. Normal

execution continues with the next clock cycle. The recovery penalty is only one clock cycle,

even when multiple errors occur during one clock cycle.

Other than reliance on an EDS circuit design with local error correction capability, this

scheme meets all design goals of error recovery. Recovery penalty is only one clock cycle and

the recovery logic incurs small area and energy overheads. Moreover, it can be implemented

independent of the processor architecture using existing CAD tools. The main drawback arises

from the strict requirement on the error path delay. For correct operation, the timing error must

be detected, translated into the recover signal, and routed to all flip-flops, in less than a clock

cycle. This is impractical in high-performance processors where the chip-wide wire delays alone

are more than one clock cycle.

2.2.2 Counterflow Pipelining

Figure 2.7a and 2.7b show the microarchitecture design of counterflow pipelining and a

timing diagram of the pipeline during the recovery of a timing error in the EX stage. Similar to

clock gating, this technique relies on EDS circuits with local error correction capability. Using

the counterflow pipelining concept [55] of instruction results (error signals in this case) moving

backwards in the pipeline, this technique eliminates the problematic timing constraint of the

error path in clock gating at the expense of increasing the recovery penalty.

The detection of a timing error initiates two actions. First, a bubble is sent to downstream

pipeline stages nullifying the computation in the stage following the errant stage. This prevents

the propagation of the error. Second, a flush train carrying the stage identifier of the failing

stage is launched backwards. The flush train inserts a bubble as it passes through upstream

stages nullifying the succeeding instructions. The errant instruction is corrected by the EDS

circuits in the following clock cycle and continues execution. Once the flush train reaches the

start of the pipeline, execution at the instruction following the errant one. The recovery penalty

consists of the time for the flush train to reach the start of the pipeline and the time for the re-
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(a) Microarchitecture Design

(b) Pipeline Timing during Error Recovery

Figure 2.7. Design and Operation of Counterflow Pipelining [23] © 2003 IEEE
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executed instructions to return to their corresponding stages before the timing error. Counterflow

pipelining, therefore, incurs a recovery penalty of 2N cycles where N is the maximum (in case

of multiple errors) depth of the errant stages in the pipeline. This value ranges from 2 to 2S with

an average value of S+1 (assuming uniform error probabilities across the stages), where S is the

number of pipeline stages.

Counterflow pipelining remains reliant on the error correction ability of the EDS circuits

while it successfully eliminates the error path delay constraint of the clock gating scheme at the

expense of increased recovery penalty, area and energy overheads, and design complexity.

2.2.3 Instruction Replay

The design of instruction replay error recovery techniques is motivated by the observation

that energy and/or performance gains from aggressive voltage scaling or overclocking is mitigated

by the exponential increase in the rate at which timing errors occur. Therefore, the processor

should be operated near the first point of failure where error rates are low. At this point, the energy

of the EDS circuits and recovery logic rather than the recovery penalty is the main contributor to

the energy/performance overhead of timing speculation. As a result, the recovery mechanism is

designed to trade off the recovery penalty for the energy overhead of EDS circuits and recovery

logic. This is accomplished in two steps. First, no error correction mechanism is implemented,

neither by the EDS circuit nor the microarchitecture. Error signals are simply passed along

the pipeline and serve in the write-back stage as write enable controls for the register file and

memory to prevent the corruption of the architectural state. Second, the recovery mechanism is

very similar to the logic already present in most processors for branch miss-prediction and can

share resources with it to decrease the energy overhead.

In order to ensure that replaying instructions resolves the timing errors, one of the

following approaches, or a combination of them is taken. For a timing error to occur on a path,

the clock cycle should be smaller than its propagation delay and transitions at the start of the

clock cycle should sensitize the path (i.e. toggle all its nets). The two approaches correspond to
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these two requirements and seek to reduce or eliminate their probability.

Slow Execution: In this approach, clock frequency is substantially reduced (typically

halved) such that the clock cycle is longer than worst case delay of all the paths, thereby

eliminating the possibility of timing errors. Minimum path delay constraints are guaranteed to be

satisfied by maintaining the high phase delay of the clock. In addition to doubling the penalty for

flushing the pipeline from S cycles to 2S cycles where S is the number of stages in the pipeline,

this approach incurs an instruction replay penalty of 2S cycles.

Path Sensitization Reduction: This approach reduces and ultimately eliminates the

probability of the failing paths being sensitized. It is accomplished by N back-to-back executions

of the errant instruction. In a pipeline with S stages, the probability of failing paths being

sensitized by the Nth execution reduces as N is increased and reaches zero for N = S+1. The

first N−1 executions set register input values without changing the architectural state and the

last execution is the only valid one. Each increment of N sets more register input values and

reduces path sensitization probabilities, eventually preventing all signal transitions at N = S+1.

While the worst-case total recovery penalty of this approach which equals 3S cycles (2S cycles

for instruction replay plus S cycles for flushing the pipeline) is smaller than the penalty of halving

the frequency which equals 4S cycles (2S cycles for instruction replay plus 2S cycles for flushing

the pipeline), careful selection of N can further reduce the total penalty to 2S+N− 1. If the

selected N is too small, however, the effective recovery penalty would be larger than the first

approach as the entire recovery mechanism must be repeated to ensure correct execution.

A RazorII implementation [19] uses a combination of the above techniques to recover

from a timing error as follows. First, the recovery mechanism is initiated by the error signals.

Next, the entire pipeline is flushed. Then, the errant instruction is replayed for a maximum of

Nmax times, called the replay limit. If the error persists through all the replays, a final replay

is issued at half frequency to guarantee correct execution. Experimental results indicate that

around 60% of the errant instructions do not require frequency reduction when Nmax = 2. With

Nmax = 2, errant instructions are replayed once at the current frequency and, in case of a repeated
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error, once at the half frequency.

An Intel research processor [7] implements two slightly different policies. The first

one, called instruction replay at half frequency, essentially implements the above technique for

Nmax = 1. This policy has also been implemented in an ARM processor using RazorII EDS

circuits [9]. The second policy proposed in [7] does not reduce the frequency and relies on

the second approach only. First the errant instruction is replayed N times with only the Nth

execution allowed to change the architectural state. If the error persists even in the Nth execution,

the instruction is replayed with N = S+1 to ensure correct execution.

Selecting the optimal policy requires a comprehensive analysis of the system’s error

behavior while the effect of the typical workload is taken into account. This highlights the need

for fast simulation/emulation platforms that enable extensive design space exploration.

2.2.4 Bubble Razor

With the exception of clock gating which is architecture-independent, all the recovery

mechanisms discussed so far must be implemented during the design of the microarchitecture at

the register transfer level. This increased design complexity substantially limits their scalability

to large high-performance processors. Bubble Razor [26] proposes a distributed and architecture-

independent error recovery mechanism to provide improved scalability. The basic idea is to

convert a conventional flip-flop based design into a two-phase latch based design. The flip-flops

are broken into their constituent master and slave latches and the master latch is moved to

backwards in the data-path to achieve a new balanced pipeline with twice the number of stages

as the original pipeline. Any of the EDS circuits discussed in Section 2.1 with a latch in its

data-path can be used. A latch clustering scheme is used to mitigate the overhead incurred by the

additional latches.

A key property of the new two-phase latch based design is that consecutive latches operate

out of phase. In other words, when a latch is transparent, all its neighbors are opaque and vice

versa. This property is extremely beneficial to a TS system by producing two main consequences.
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First, it restores the minimum path delay constraints of the design to their conventional forms by

breaking their link to the detection window length and minimum path delay constraints. Recall

that the minimum path delay constraints of EDS circuits is substantially more restricted than

conventional flip-flops due to the requirement of differentiating between slow paths from the

last clock cycle and fast paths from the current clock cycle. This problem does not exist in a

two-phase latch based pipeline. An input signal arriving during the transparency of period of a

latch is guaranteed to be a slow path from the last clock cycle because the neighboring latches

are closed during this time and do not launch new signals. Recall that the minimum path delay

constraints of EDS circuits substantially limit the energy and performance benefits of timing

speculation. Bubble Razor eliminates this limitation.

Second, since latches operate out of phase, they can be stalled one after the other without

losing data. In flip-flop based pipelines, flip-flops must be stalled simultaneously to avoid the

loss of data as launching and capturing operations are performed at the same time. A two-phase

latch based pipeline, on the other hand, interleaves the launch and capture operations. Therefore,

when a latch stalls, data is not launched towards it for a period of one clock phase. This time

difference can be used to communicate the stall signal to all neighbors, causing them to stall one

clock phase later as necessary. Since neighbors are by definition less than one clock phase apart

(otherwise normal data communication would have been impossible), stall signals are guaranteed

to reach their destinations in time. Therefore, it is possible and practical to implement a scalable

clock gating scheme to achieve a one-cycle error recovery penalty.

Figure 2.8 illustrates the error recovery mechanism of Bubble Razor. Once a timing error

is detected by a latch, it communicates the error to the next stage, causing it to stall by skipping

its next transparent phase. This provides additional time for the late-arriving signal to reach the

next latch. This mechanism essentially implements a controlled time borrowing scheme where

the amount of borrowed time is always equal to one clock cycle. While a latch based design such

as the one used by Bubble Razor can mask timing errors by continuous time borrowing without

paying any recovery penalty, a failure is possible if the time borrowing compounds through
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Figure 2.8. Two-Phase Latch Based Pipeline Used for Error Recovery in Bubble
Razor [26] © 2013 IEEE
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Figure 2.9. Timing Diagram of TIMBER Operation [16] © 2014 IEEE

multiple consecutive failing stages. The discrete time borrowing scheme implemented by Bubble

Razor avoids the complex analysis required for verification against this effect at the expense

of paying a one cycle recovery penalty for all timing errors including the ones that would not

induce failures. Going back to the recovery mechanism, when a stage receives an error signal, it

starts the bubbling process by sending bubbles to all its neighbors. A latch receiving bubbles

from one or more of its neighbors stalls and sends bubbles to the neighbors it did not receive

bubbles from.

This recovery mechanism (with a small modification not discussed here) guarantees

error recovery and forward progress even in the face of multiple timing errors by paying a

constant one-cycle recovery penalty. This comes at the expense of an increased number of

latches compared to a conventional latch-based design that is required with instruction replay

recovery scheme. The increased energy overhead incurred by these extra latches is compensated

by the low-overhead recovery mechanism and the elimination of large energy overheads as a

result of more relaxed minimum path delay constraints.

2.2.5 TIMBER

TIMBER [16] introduced a pair of new EDS circuits (TIMBER flip-flop and TIMBER

latch) based on the concept of double sampling. Unlike other EDS circuits that are designed
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to be accompanied by some error correction scheme to recover from errors, TIMBER EDS

circuits enable a different recovery mechanism based on time borrowing and error relaying.

Design of TIMBER is motivated by two observations. First, as frequency is increased (or

voltage is decreased) past the point of first failure, the rate at which timing errors occur increases

exponentially, and benefits of aggressive overclocking (or voltage scaling) are exceeded by the

large cost of error recovery. As a result, a large fraction of wide detection windows remain

unused by the error-rate-aware DVFS operation of the processor. Accordingly, TIMBER is

designed with a narrow detection window. Second, while a processor may have a large number

of critical paths, only a small fraction them are connected together by flip-flops. In other words,

most critical paths are preceded and followed by non-critical paths. The narrow detection window

of TIMBER allows it to mask timing errors in a pipeline stage by borrowing time from the next

stage. Indeed, this comes at the expense of large recovery costs for multiple-stage timing errors

(i.e. errors spanning multiple successive pipeline stages).

Figure 2.9 illustrates design concept of TIMBER. Checking period is the time after the

rising clock edge during which possible late signals may arrive at the EDS circuits. This period is

divided into a time borrowing and two error detection intervals.The length of the time borrowing

interval determines the amount of overclocking allowed such that a single-stage timing error is

guaranteed to arrive during the time borrowing period. This timing error is masked by borrowing

the time borrowing interval of the next pipeline stage. An error signal is relayed to the next stage

so that incoming signal is sampled later, but no errors are flagged to the central control unit. If a

timing error occurs in the next stage as well (i.e. a two-stage error), the signal to the endpoint of

the second path is similarly guaranteed to arrive in the first error detection window. This error is

similarly masked by borrowing the first error detection interval of the next stage. The number

of error detection intervals determines the number of additional successive errors after the first

timing error that can be tolerated. In order to prevent borrowed times from accumulating, in

addition to the error relay signal, an error flag is raised after detection of a timing error in the first

error detection interval that causes a reduction in clock frequency. Because no error correction
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(a) Circuit-Level Implementation (b) Timing Diagrams

Figure 2.10. Design and Operation of TIMBER Flip-Flop [16] © 2014 IEEE

mechanism is present, the frequency must be reduced to a safe level so that a non-maskable error

does not occur. The second error detection interval ensures that a possible additional error in the

next stage can also be masked to account for the latency in error consolidation and frequency

reduction.

Figure 2.10a and shows the circuit-level implementation of the TIMBER flip-flop. Design

concepts of the TIMBER latch is similar and are not discussed here (see [16] for details). Latches

M0 and M1 take turns in driving the inputs to the next stage by setting signal P such that inputs

are driven by M0 during the time borrowing interval and by M1 during the rest of the clock

cycle. Each TIMBER flip-flop includes additional logic (not shown) for producing the delayed

clock (DCK) and relaying error signals to the next stage. Incoming error relay signals are used

to generate DCK by delaying the clock signal appropriately. If the previous stage has not relayed

error signals, the delay is equal to the length of time borrowing interval. It is increased by one

or two error detection interval lengths if one or two previous stages have experienced errors.

Figure 2.10b the timing diagrams for a two-stage error occurring at flip-flops f1 and f2. M0

samples the input data on the rising edge of the clock and drives next stage input signals during

the time borrowing interval. M1 samples the input data again on the rising edge of the delayed
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clock, guaranteeing that the correct value is stored. If no timing error occurs, M1 starts driving

next stage input signals, starting at the end of the time borrowing period for the rest of the clock

cycle, with the same value as in M0 and the EDS circuit operates similar to a conventional

flip-flop. In case of a timing error, the correct value is launched a time borrowing interval late.

An error signal is generated at the falling edge of the clock and relayed to the next stage flip-flops

to inform them of the late-arriving signal.

Minimum path delay constraints are improved in TIMBER due to the smaller detection

window. However, metastability remains an issue and a metastability detector must monitor

the output of M0 to detect metastable signals in case of a multiple-stage timing error. Since

correct operation relies on accurate generation of the delayed clock, guardbands are required

for the clock control logic. Moreover, the complex design of this EDS circuit suffers from

high sensitivity to process variation. While TIMBER flip-flop incurs a large energy overhead

compared to previous EDS circuits, accurate comparison of their relative efficiency requires

detailed information about single as well as multiple-stage error rates.
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Chapter 3

Performance Analysis at the Microarchi-
tecture Level

This chapter is organized in two parts. First, we introduce a process-variation-aware

microarchitecture-level timing model based on clustering functionally similar timing paths of the

processor, called clustered timing model (CTM), and verify its accuracy across a range of voltage-

temperature corners. We then implement the model in an architecture-level simulator—although

the timing analysis is effectively performed at the microarchitecture level—that estimates the

likelihood of each executed instruction experiencing a timing error.

In the second part of this chapter, we use this CTM-based simulator to characterize error

rate of instructions and programs. We propose Inter- and Intra-Program Variation as measures of

error rate variability in different programs and among instructions of a program, respectively.

We also characterize the error rate variation caused by the program input data and show that it

is comparable to other sources of variability such as process variation. Finally, we present an

analysis of the physical location of errors in hardware, identify regions in which most of the

errors occur, and how different programs change the distribution of errors among these regions.

3.1 Introduction and Problem Definition

In this chapter, we seek to answer the following questions:

1. Do different programs behave similarly on the same processor and cause similar error
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rates? If not, by how much do these differ?

2. Will the error rates remain unchanged when the program is rerun with different input data?

If not, can we quantify the effect of input data? Is the variability in this case as significant

as other sources such as process variation?

3. Which instructions/parts of the program cause more errors (how is the error distribution

like among instructions)? Do these instructions/parts of the program have something in

common?

4. Where do errors happen in hardware (how is error distribution like among different modules

of the processor)? Does this distribution change with different programs?

In trying to find answers to these questions, we make three main contributions:

1. We start by constructing an accurate timing analysis framework to enable variability-

aware analysis of the error behavior of small pieces of code. The framework takes

advantage of industry-standard timing analysis methods and provides accurate dynamic

delay distributions of an arbitrary circuit block while considering environmental conditions

(i.e. voltage and temperature), process variation including its within-die spatial correlation

property, and the timing paths sensitized by the specific instruction sequence and input

data (Section 3.3).

2. We introduce Clustered Timing Model (CTM) as a high-level timing model for dynamic

estimation of errors. In order to enable fast implementations, CTM relies on grouping

functionally similar timing paths and modeling their timing behavior as a function of their

specific operation. We develop a CTM for LEON3 as a representative in-order RISC

processor and use our timing analysis framework to verify the accuracy of the model

and demonstrate its robustness across a wide range of voltage-temperature corners with

an average error of 3.9% (max. 6.7%). Moreover, we discuss important properties of
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the model such as modularity and hierarchy which enable its easy use and re-use during

different stages of system design (Section 3.4).

3. We present an analysis of representative software error behavior by introducing four

aspects of the error behavior of erroneous systems. Inter- and Intra-Program Variation

which represent the error rate variability in different programs and among instructions of a

program, respectively, are discussed. We also characterize the error rate variation caused

by the program input data and show that it is comparable to other sources of variability

such as process variation. Finally, we present an analysis of the physical location of errors

in hardware, identify regions in which most of the errors occur, and how different programs

change the distribution of errors among these regions (Section 3.5).

3.2 Background

In this section, we present a basic overview of how errors occur and why it is difficult to

model the error behavior of a processor. We would like to note that this description does not aim

for absolute accuracy and makes some assumptions for a clearer explanation.

A sequential circuit contains a set of combinational blocks, each enclosed within two sets

of registers that save the state of the circuit during each clock cycle. Each combinational block

has a set of inputs and outputs and is composed of paths of logic gates connecting the inputs to

the outputs. Each path starts from an input, goes through a set of logic gates and terminates at an

output. Assuming a constant propagation delay for each gate, the propagation delay of a path is

the sum of the propagation delays of all its gates. Static Timing Analysis (STA) computes the

propagation delay of each combinational block as the delay of its longest path and the minimum

clock period of the sequential circuit as the maximum of the delays of all its combinational

blocks which is called the static minimum clock period. If the circuit operates at a higher clock

frequency (i.e. lower clock period), at least one of its paths with a propagation delay larger

than the clock period fails the timing requirement of the circuit. If a transition on the inputs
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of combinational blocks needs a failing path to reach the outputs, an incorrect value will be

registered at the destination register and cause an error. However, other transitions that need

non-failing paths to propagate their input transitions to the outputs continue to operate correctly.

At each clock cycle, the dynamic minimum clock period can be calculated as the delay

of the longest sensitized path. A path is called sensitized or activated when all its composing

gate outputs toggle their values. Since only a subset of paths are sensitized during each clock

cycle, the circuit can still operate correctly at this frequency even though it is higher than the

static maximum frequency. The calculation of the dynamic maximum frequency requires the

identification of the sensitized paths. While dynamic simulations can be used to achieve this,

their high computation complexity renders this solution prohibitively time consuming. We will

explain a framework that takes this approach in Section 3.3 in detail.

The within-die component of process variation and its spatial correlation property further

exacerbates this problem by non-uniformly affecting gate propagation delays. While the set of

activated paths is determined solely by input transitions, the propagation delay of paths, and

hence, the dynamic maximum frequency of the circuit cannot be deterministically calculated.

When process variation is considered, the path delays become statistical distributions rather

than deterministic numbers. Moreover, these distributions are statically correlated due to spatial

correlation of process variation. A path that would nominally pass or fail the timing requirements

may now do otherwise with a certain probability. While Statistical Static Timing Analysis

(SSTA) computes the static delay distribution of the circuit, in this chapter, we are interested in

approximating the dynamic maximum frequency distribution of a circuit when process variation

is taken into account. Similar to SSTA, we assume all delay distributions to be normal Gaussian

distributions. Given the dynamic maximum frequency distribution (or dynamic delay distribution)

and the actual working frequency, we can derive the probability of the occurrence of errors.
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3.3 Gate-Level Dynamic Timing Analysis

Consider the following problem: Given a gate-level implementation of a processor and a

piece of code, compute the dynamic delay distribution of the processor at a given clock cycle

during the execution. In this section, we describe a first attempt to solve this problem, in which

we will aim for maximum accuracy, and relax the concerns of computation time. This will

provide us with an analysis framework suitable for use as a baseline (ground truth) in accuracy

evaluation and for model training.

The basic idea is to perform SSTA only on the set of paths sensitized during the desired

clock cycle, which will give the dynamic delay distribution at that point in time. The framework,

therefore, consists of (i) performing functional simulation and extracting sensitized paths, (ii)

performing SSTA over the set of sensitized paths to find their delay distributions and their

correlations, and (iii) applying a statistical MAX operation to achieve the processor delay

distribution. A detailed description of the framework, as shown in Figure3.1, follows.

First, the design is synthesized using its RTL description and a gate-level netlist is

obtained. The netlist is then used, along with the sequence of instructions given as input, to

perform a functional simulation (a timing simulation is not necessary). Switching activity of all

circuit nets (i.e. toggling times) obtained from the simulation and the gate-level connectivity

information in the netlist are used to extract the activated paths during the clock cycle of

interest (recall that a path is activated when all its nets have toggled). Finally, using variation-

aware standard cell libraries, SSTA is performed on the set of activated paths and their delay

distributions are calculated. For the paths originating from SRAM-based memory structures, the

access time distribution of the memory (obtained from a variability-aware SRAM timing model)

is added to the delay distribution of combinational paths. Using correlations of each activated

path delay pair from the results of SSTA, a statistical MAX operation is applied to achieve the

dynamic delay distribution of the processor.

Inside the experimental infrastructure (Figure 3.1), ASIC implementation is performed
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Figure 3.1. Variation-Aware Timing Analysis Framework

using Synopsys Design Compiler and Synopsys IC Compiler targeting a TSMC 45nm tech-

nology [61]. SSTA is performed with the variation-aware timing analysis engine of Synopsys

PrimeTime using the variation-aware TSMC libraries. This flow is commonly used in the industry

and is widely considered as a reliable methodology for chip implementation and timing analysis.

Functional simulation is performed using the Mentor Graphics Modelsim. Variation-aware tim-

ing models of SRAM structures (i.e. register file and caches) are developed using VAR-TX [52],

a hybrid analytical-empirical model that provides SRAM access times in presence of process

variation. Finally, the manual statistical maximum operation inside the SSTA block is performed

using the algorithm in [54]. This greedy algorithm combines the normal distributions in pairs in

a sequence that would minimize the approximation error.

The framework described above introduces little additional inaccuracy to the conventional

SSTA, including SRAM timing models and statistical maximum operation. Therefore, its results

can be considered almost as accurate as the SSTA procedures used. Additionally, the analysis
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can be done for different parts of the design separately, resulting in more detailed results. For

example, we can find the delay distribution of each pipeline stage and determine the faulty

stage(s). However, the long run time of this approach makes it unsuitable for analysis of actual

applications which typically consist of millions of instructions. Relying on the high levels of

accuracy and resolution of this framework, we will use it to train and evaluate the accuracy of a

timing model presented next.

3.4 Clustered Timing Model

To enable timing analysis of actual applications, we need a method that is not only nearly

as accurate and detailed as the framework described in Section 3.3, but also nearly as fast as

a microarchitecture-level simulator. To achieve this, we employ a methodology consisting of

(i) high-level modeling of path delays and (ii) utilizing runtime architectural information of the

processor. In this section, we present a high-level timing model that simplifies the timing analysis

while maintaining similar accuracy levels as the one used in the framework we developed earlier.

The basic idea is to take advantage of the functional similarity of timing paths and cluster them

into a few microarchitecture-level objects that determine the delay of the processor.

3.4.1 Preliminaries

The state of a sequential circuit consists of the contents of all its flip-flops and its primary

input/outputs which together we call its registers (memory components are considered as delayed

input/output ports). Register clustering defines an equivalence relation on the state of the circuit,

partitioning its registers into a set of Register Clusters (RC) and the paths into hyperpaths. There

is a hyperpath between two RCs when there is at least one timing path connecting a register

output in the origin RC to a register input in the destination RC. Therefore, there can be zero,

one, or two hyperpaths between two RCs. The resulting model is called a Clustered Timing

Model (CTM). (Figure 3.4 shows a CTM of a typical in-order pipelined processor. More details

in Section 3.4.4).

41



Now, consider an RC with N registers. At clock cycle i, the value of the RC is a vector of

size N denoted by V (i) containing the binary values of its registers and a transition on the RC is

defined as a vector T (i) such that T (i) =V (i−1)⊕V (i). The delay of a hyperpath is a random

variable representing its propagation delay distribution in the presence of process variation and

a hyperpath delay function is a function that maps a transition of its origin RC to this random

variable.

When register clustering is performed according to functional similarities of registers,

hyperpaths tend to be formed as collections of timing paths that jointly perform a specific function.

For example, the timing paths forming the WB-RF hyperpath in Figure 3.4 work together to

transfer the 32-bit result of an instruction to be written back to the register file. Depending on

the hyperpath functionality, a transition resulting in an operation performed by a hyperpath can

be constructed as the combination of a set of primary transitions. In the example of WB-RF

hyperpath, this set can be the set of all single bit transitions. While a hyperpath is essentially a

cluster of timing paths, we can also equivalently consider it as a collection of functional paths

such that a functional path is activated as a result of a primary transition. Therefore, an operation

performed by a hyperpath can be thought of as a combination of the activation of some of its

functional paths, each activated by a primary transition. The correlation among timing paths is

abstracted into correlations among functional paths and the delay of a hyperpath is calculated as

the maximum of the delays of its activated functional paths rather than the activated timing paths.

3.4.2 Training and Application

With these set of abstractions in place, a Clustered Timing Model is trained and used in

two steps:

Model Training

In this step, functional path delays and their correlations are characterized. This can

be achieved by measuring the hyperpath delays corresponding to primary transitions and some
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selectively chosen combinations of them. In order to estimate the delay correlation (ρ) of

functional paths A and B, we measure the hyperpath delay when only A is activated, only B is

activated, and both A and B are activated, and call them DA, DB, and DAB, respectively, where

each is a pair of the mean (µ) and standard deviation (σ ) of the delay distribution. The important

observation here is that DAB = MAX(DA,DB), where MAX is the statistical maximum operation

and returns µAB and σAB [44]:

µAB = µAΦ(µA−µB
θ

)+µBΦ(µB−µA
θ

)+θφ(µA−µB
θ

) (3.1)

σAB = [(σ2
A+µ2

A)Φ(µA−µB
θ

)+(σ2
B+µ2

B)Φ(µB−µA
θ

)−(µA+µB)θφ(µA−µB
θ

)]
1
2 (3.2)

where φ(.) and Φ(.) are probability density function (pdf) and cumulative distribution function

(cdf) of the standard normal distribution, and θ =
√

σ2
A +σ2

B−2ρσAσB. The correlation coeffi-

cient ρ can be derived from either Equations 3.1 and 3.2, or as their average to reduce estimation

error.

Model Usage

Given an arbitrary transition, we split it into a set of primary transitions. The hyperpath

delay corresponding to this transition is then computed as the maximum of the delays of the

functional paths activated by each constructing primary transition two at a time, according to

Equations 3.1 and 3.2 which only require delay distributions and correlations of the activated

functional paths obtained in the training step.

Finally, a Probability of Error (PoE) is assigned to each hyperpath by replacing the

circuits maximum delay (i.e. 1
F where F is the working frequency) in the cdf of the hyperpath

delay:

PoEH =
1
2

1− erf

 1
F −µH√

2σ2
H

 (3.3)

where F is the working frequency and µH and σH are the hyperpath delay mean and standard
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deviation, respectively. Since hyperpath delays are considered uncorrelated, PoE of a processor

with N activated hyperpaths H1 through HN , can be obtained using Equation 3.4.

PoE = 1−
N

∏
i=1

(1−PoEHi) (3.4)

As will be explained in Section 3.5, activated hyperpaths can be identified using microarchitecture-

level information available during simulation. In LEON3 CTM (Figure 3.4), for instance, EXE-

D$ hyperpath is only activated by load and store instruction while EXE-EXE, MEM-EXE,

WB-EXE hyperpaths are activated when back-to-back dependencies are present.

3.4.3 Modularity and Hierarchy

The timing abstraction described above fits well into a modular and hierarchical timing

model providing easy integration of previously developed models and configurable levels of

accuracy-speed trade-off for different components of the design.

Hierarchy

A higher-level CTM can be constructed in a bottom-up fashion from an existing CTM

by clustering its RCs. The clustering may be done step by step merging two RCs in each step.

When two RCs are merged, two hyperpaths that connect both the RCs to a single other one

are replaced with a new hyperpath. The delay function of the new hyperpath would then be

the maximum of the delay functions of the ‘merged’ hyperpaths. Since this clustering often

involves approximations in the merging and maximum operations, it can be used to construct

simpler higher-level models from existing CTMs to obtain faster analysis speeds. This is shown

in Figure 3.2 where the red RCs and hyperpaths in the left CTM are merged and replaced by the

blue ones in the left CTM.
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Figure 3.2. CTM Hierarchy: Merging RCs to Generate Higher-Level CTM

Figure 3.3. CTM Modularity: Connecting Two CTMs

Modularity

Multiple existing CTMs can be connected to produce a new unified CTM in two steps:

first, all connecting input/output RCs are removed from the CTMs. Next, each hyperpath pair

in the two CTMs that was previously connected to the removed RCs is replaced with a single

hyperpath connecting the two internal RCs of the two CTMs. The delay function of each new

hyperpath is obtained by summing the delay functions of the two hyperpaths it has replaced. This

is shown in Figure 3.3 where the two identical CTMs in the left are serially connected to obtain

the right CTM. For example, previously developed CTMs for Integer Unit, Floating-Point Unit,

and Co-Processors of a processor could be combined to obtain a new unified CTM.
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3.4.4 A CTM for In-Order RISC Processors

We now describe a method for developing a CTM for in-order RISC processors. We will

focus on LEON3 processor as a publicly available representative of such processors, but our

methodology is extendable to other similar RISC cores.

LEON3 Processor Core Overview

LEON3 [27] is a 32-bit processor core conforming to the IEEE-1754 (SPARC V8)

architecture [36], and can easily be used in a multiprocessor system. It has a 7-stage pipeline

with separate instruction and data caches and support for static branch prediction. Instructions are

fetched from the Instruction cache (I$) in Fetch (F) stage and decoded in the Decode (D) stage.

Call and branch target addresses are also generated in the Decode stage. In Register-Access (RA)

stage, operands are read from the register file or from internal data bypasses. ALU, logical, and

shift operations are performed in the Execution (EXE) stage. The address for memory operations

as well as jmpl and rett instructions are also generated in this stage. Data cache (D$) is

accessed in the Memory (M) stage, exceptions are handled in the Exception (X) stage, and the

result of any ALU, logical, shift, or cache operations are written back to the register file in the

Write-Back (WB) stage.

Register Clustering and Model Training

The register clustering (defined in Section 3.4.4) is the most important step in the

development of a CTM. The clustering should be chosen such that simple and accurate delay

functions can be associated with the resulting hyperpaths. We propose a functionality-based

clustering for in-order RISC processors such as LEON3 incorporating a functional equivalence

relation for clustering the registers. Our clustering scheme assigns an RC to all registers of a

pipeline stage, an RC to the PC, an RC to the register file ports, and two RCs to the instruction

and data cache ports, resulting in an abstraction depicted in Figure 3.4, where boxes are RCs

and lines are hyperpaths (shaded boxes represent I/O RCs). To simplify the illustration, we have
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Figure 3.4. Clustered Timing Model for LEON3 Pipeline

not included X stage. That does not affect our analysis because the paths in X stage are not

timing-critical. With this register clustering applied, we are able to divide the hyperpaths of

an in-order RISC processor such as LEON3 into four types, which will be explained later. To

measure the hyperpath delays, we identify the primary transitions and provide training code

examples for each type. Training codes are special pieces of code aimed at a specific hyperpath

and enable controlled activation of its different functional paths.

An example pseudocode template is given in Figure 3.5. Note that this code template

is only suitable for some of the hyperpaths and serves as an example of how training codes

should be designed. Training codes for other hyperpaths can be designed in a similar manner

with some changes. Lines 1-3 initialize three registers and lines 4-11 repeatedly execute the

training sequence. Cache misses are avoided by placing the training instructions in a loop. The

training framework (Section 3.3) is then configured to record the timing distribution of the

desired hyperpath at some intermediate iteration of the loop. Note that the model would still be

able to handle exceptions such as cache misses and avoiding them in the training process is done

merely for accurate modeling of hyperpaths without external influences. Inside the loop, two

sets of nop instructions are executed before and after the training instructions to initialize the

pipeline to a clear state and prevent any back-to-back dependencies. In lines 7-9, three instances

of a suitable instruction are executed where the first and third ones set the control network of
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clr %l0
mov data1, %l1
mov data2, %l2
while (1){

nop /* repeated 7 times */
inst %l0, %l0, %l3
inst %l1, %l2, %l3
inst %l0, %l0, %l3
nop /* repeated 7 times */

}

Figure 3.5. Example Pseudocode Template for Training the Model

the pipeline to the same state the target instruction (line 8) would induce. This limits back-end

pipeline activity to the data flow activities of training instructions. By setting inst, data1,

and data2 variables to suitable values, we can configure the code to induce only the primary

transitions needed for each hyperpath type.

Next, we introduce the four types of hyperpaths and give examples of how setting these

variables for each type provides controlled activation of its primary transitions.

I. Data transfer hyperpaths: These hyperpaths perform little computation on the con-

tents of their origin RC. Their function can mainly be described as transferring the contents of

one RC to another. At times, the transfer also involves bit masking, sign extension, and shift op-

eration. In LEON3 pipeline, hyperpaths PC-I$, PC-D, I$-D, EXE-EXE, MEM-EXE, WB-EXE,

MEM-WB, RF-EXE, D$-WB, WB-RF, and EXE-MEM (when the active instruction is shift) are

data transfer hyperpaths. The set of primary transitions consists of all single-bit transitions of the

origin RC. Therefore, the training step involves measuring the delay of these hyperpaths when

single and two bit transitions occur on the origin RCs. For the WB-RF hyperpath as an example,

this can be achieved by setting the inst variable in Figure 3.5 to and, and simultaneously

setting data1 and data2 to values in which only one and two bits are set.

II. Addition hyperpaths: These hyperpaths perform an addition operation on the con-

tents of their origin RC. In LEON3 pipeline, hyperpaths EXE-PC, EXE-I$, EXE-D$, and

EXE-MEM (when the active instruction in the Execution stage is add or sub) are addition
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hyperpaths. In a multi-bit addition, a bit in the result may be changed due to either a local path

activation (i.e. a 1-0 or 0-1 situation at that bit position in addition inputs) or a carry-chain

activation from any lower order bit. These paths, in fact, constitute the set of hyperpath functional

paths, and the set of primary transitions consists of one transition for each local path activation

and one for each carry-chain activation path. For the EXE-MEM hyperpath as an example,

this can be achieved by setting the inst variable in Figure 3.5 to add, and setting data1

and data2 to values that would induce local and carry-chain path activations. For example,

a carry-chain path from bit position 3 to bit position 7 can be induced by setting data1 and

data2 to 0x00000008 and 0x00000078, respectively.

II*. Increment hyperpaths: A simpler form of addition hyperpaths that only adds one

unit to the contents of the origin RC. In LEON3 pipeline, hyperpath PC-PC is of this type. The

functional paths set for this type includes only carry-chain paths from the LSB.

III. Logic hyperpaths: These hyperpaths perform a logical operation on the contents

of their origin RC. In LEON3 pipeline, hyperpath EXE-MEM (when the active instruction in

the Execution stage is a logic instruction) is a logic hyperpath. In a multi-bit logic operation, a

bit in the result is changed depending on the specific operation (i.e. AND, OR, etc.), and the

value of the operands at the same bit position. Therefore, the set of primary transitions for the

AND operation as an example include single bit zero to one transitions of both operands. For

the EXE-MEM hyperpath executing AND operation as an example, this can be achieved by

setting the inst variable in Figure 3.5 to and, and simultaneously setting data1 and data2

to values in which only one and two bits are set.

IV. Hybrid hyperpaths: These hyperpaths are combinations of the previous types and

can be characterized by splitting them into their constructing parts. In LEON3, hyperpaths D-RA,

D-RF, and RA-EXE are hybrid hyperpaths.
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3.4.5 Accuracy Evaluation

In this section, we present an evaluation of the accuracy of the timing model developed

for LEON3 processor. In order to achieve a reliable evaluation, we perform the analysis on

each hyperpath separately, comparing the model with detailed gate-level experiments using an

industry-standard timing analysis flow and a 45nm TSMC library with a nominal voltage of

0.9V . For each hyperpath in the LEON3 pipeline, we perform 100 experiments using random

input data and measure the difference in the PoE calculated by the analysis framework described

in Section 3.3 assuming a working frequency of 1.15 times the nominal frequency. These PoE

values are then compared against the values estimated by our model and the level of inaccuracy is

determined for each hyperpath. To demonstrate the robustness of our timing model to changes in

voltage and temperature, we constructed separate model versions and performed the evaluation

at all TSMC-characterized corners. Table3.1 tab shows the relative errors in the calculated PoE

for each hyperpath at each voltage-temperature corner. The model is highly accurate both across

different hyperpaths and across corners with an overall average error of 3.9% and maximum

error of 6.7%.

3.5 Fast Timing Analysis with CTM

Having verified the accuracy of our timing model, we now proceed to utilize it for

enabling fast timing simulation of large programs. In order to use the CTM we developed for

LEON3 in Section 3.4, we used TSIM [28], an instruction-level simulator that enables accurate

and cycle-true emulation of LEON3. A pipeline analysis module was added on top of the

simulator to provide stage-level transition information of the running code. The timing model

was implemented in a separate module which takes an instruction trace and stage-level transition

information from the simulator and produces PoEs for each hyperpath every clock cycle. These

hyperpath PoEs are then combined with microarchitecture-level information that determines

the activated hyperpaths of instructions to derive instruction error rates at different pipeline
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Table 3.2. Inter-Program Variation

Benchmarks Program Error Rate (%)

basicmath 1.728

bitcount 0.578

qsort 4.704

dijkstra 2.076

stringsearch 0.593

stages. The resulting variation-aware simulation platform is much faster than the timing analysis

framework we developed in Section 3.3 and enables the simulation of actual programs. We

selected five benchmarks (shown in Table 3.2) from MiBench [32] to study the error behavior

of representative programs. In our experiments, we assumed a fixed frequency of 1.15 times

the nominal frequency. Errors are assumed to occur when a hyperpath is activated and its PoE

exceeds 0.9.

3.5.1 Inter-Program Variation

Inter-Program Variation denotes the variability in the error rates of different programs

when run on a fixed processor. In order to evaluate the variation in the error rates of different

programs, we ran the analysis on the five benchmarks with their default input data. The Program

Error Rate (PER) is defined as the number of faulty instruction executions divided by the total

number of executed instructions. Note that an instruction may be executed multiple times and

cause errors in some of them. This is accounted for by considering each dynamic instance of the

instruction rather than its static representation as an executed instruction. Table 3.2 summarizes

the results. Across our small experiment set, the error rate covers a range from around 0.6% to

around 4.7%, illustrating the large potential variation due to the execution of different pieces of

code.
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Table 3.3. Variation in PER Due to Input Data Variability

Benchmarks
Program Error Rate

Mean(%) Standard Deviation (%) µ

σ

basicmath 2.214 0.512 0.23

bitcount 0.754 0.254 0.34

qsort 3.124 0.784 0.25

dijkstra 2.854 0.412 0.14

stringsearch 0.943 0.267 0.28

3.5.2 Input Data Variability

What happens if we run a single program with different sets of input data? In order to

evaluate the amount of variation caused by the input data, we performed the analysis on each

benchmark with 100 randomly generated input data sets. Table 3.3 shows the mean and standard

deviation of the 100 runs for each program, and the µ

σ
ratio as a measure of the variation caused

by the input data. To put the results into perspective, we note that other sources of variability

cause tens of percent variations in chip performance [31], which is similar to the values obtained

for input data variability. An interesting observation is that different programs demonstrate

different sensitivities to changes in their input data (ranging from µ

σ
values of 0.14 to 0.34),

pointing to potential opportunities for more in-depth analysis of this effect.

3.5.3 Intra-Program Variation

Intra-Program Variation denotes the variability in the error rates of the instructions of

a program. The Instruction Error Rate (IER) of an instruction is defined as the number of its

faulty executions divided by the total number of its executed dynamic instances. For example,

IER of an instruction which is executed 1000 times and fails 300 of them is 0.3. Less faulty

instructions have IERs closer to zero, while more vulnerable ones have IERs closer to one.

The IER distribution of a program determines the extent to which some of its instructions are
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Figure 3.6. Instruction Error Rate Distribution for basicmath

more or less faulty than others. A sufficiently positively skewed distribution indicates potential

opportunities for reducing the PER by focusing on the more faulty instructions.

Figures 3.6-3.10 demonstrates the IER distributions of the five benchmarks normalized by

the total number of instructions. Since most of the instructions never cause errors (i.e. IER = 0),

for better visuality, we have zoomed into error rate values larger than zero and shown the densities

at IER = 0 next to an arrow representing the truncated Y axis. All distributions start with a

higher density at IERs closer to zero, then significantly drop and remain rather uniform until they

rise again at IERs closer to one. The higher density of the distributions at IERs close to one has

been previously observed and is referred to as instruction error locality [64]. The sharp spike at

IER = 1 is caused by instructions that fail their only execution. Excluding very small and very

large IERs, the distributions are neither negatively nor positively skewed and are more or less

uniform.

The shape of IER distributions provides insight into the efficacy of a large class of

error-management techniques. These techniques that are based on providing more vulnerable
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Figure 3.7. Instruction Error Rate Distribution for bitcount

Figure 3.8. Instruction Error Rate Distribution for qsort
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Figure 3.9. Instruction Error Rate Distribution for dijkstra

Figure 3.10. Instruction Error Rate Distribution for stringsearch
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instructions with more relaxed timing requirements, use circuit- and microarchitecture-level

techniques such as time borrowing or increase timing guardbands by decreasing frequency or

increasing voltage [51][64][12]. The main idea behind such methods is to reduce the PER by

paying a small penalty for the most faulty instructions with the assumption that there are not

too many such instructions and that they are not executed too many times that the error recovery

penalty would nullify faster execution of less faulty instructions. The IER threshold chosen to

identify the target instructions determines the efficiency of such strategies and IER distributions,

along with instruction execution counts can be used in finding the sweet spot in selecting the

IER threshold. A more positively skewed IER distribution means that such techniques could be

more beneficial to that program.

3.5.4 Physical Location of Errors

Another important aspect of the error behavior of a program is the physical location

of errors in hardware. How reasonable is it to assume that errors occur in more critical-path-

populated regions of the processor? Furthermore, do different programs cause similar error

distributions among these regions or do some programs cause significantly more errors in specific

regions? CTMs are immensely useful in this kind of analysis as they provide a high-level view

into the error behavior of various networks in hardware. Such analysis is also important due to

different sensitivities of the processors to errors in their different modules. For instance, an error

in the fetch or decode stage will most probably crash the system, while an error in the execution

stage might vanish completely or merely present some inaccuracy in the result.

Table 3.4 presents the error rate in hyperpaths and functional networks of LEON3.

Error rate is the fraction of instructions using the hyperpath—for example, only load and store

instructions use the hyperpaths to and from data cache—that induce at least one error in its

timing paths. The results show that instruction decode, address generation, ALU, and instruction

result (also containing the exception handling) networks produce the majority of errors inside

the processor, while instruction fetch, operand read, and bypass networks account for a smaller
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Figure 3.11. Percentage of Errors in LEON3 Networks

portion.

For better visuality, Figure 3.11 shows the percentage of errors in each network. It

is interesting to note that while most of the processor critical paths lie in the ALU causing

most of the timing failures, errors may occur in ALU less often than in the less critical-path-

populated networks of instruction decode and address generation. We speculate that this is due

to the fact that many instructions do not activate the highly critical paths of the ALU resulting

in many healthy ALU operations, while instruction decode and address generation networks

perform more similar operations which activate the same critical paths most of the time. This

observation stresses the importance of a comprehensive analysis in the evaluation of software

error management techniques. An imperfect assumption that the arithmetic execution network

produces the majority of errors may lead to techniques that reduce ALU errors by, for example,

spacing out instructions that heavily activate its critical paths, while neglecting or even giving

rise to errors occurring in other vulnerable networks.

Along the axis of programs, we observe a significant variation in the percentage of
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errors occurring in different networks. For instance, basicmath which contains more complex

mathematical operations induces almost three times more errors in the ALU than the control-

intensive qsort that has most of its errors in the decoding network, while the memory intensive

stringsearch produces more errors in the address generation and instruction result networks

which also handle cache misses. This observation stresses the potential efficacy of workload-

aware methods that consider both error rates and error locations based on the running code.

Chapter 3 is based upon the work supported by the National Science Foundations Variabil-

ity Expedition in Computing under Award No. 1029783. Any opinions, findings, and conclusions

or recommendations expressed in this material are those of the authors and do not necessarily

reflect the views of the National Science Foundation.

Chapter 3, in full, is a reprint of Omid Assare and Rajesh Gupta, “Timing Analysis of

Erroneous Systems,” International Conference on Hardware/Software Codesign and System

Synthesis (CODES+ISSS), 2014. The dissertation author was the primary investigator and author

of this paper.
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Chapter 4

Performance Analysis at the Architecture
Level

In Chapter 3, we analyzed TS processor performance using a microarchitecture-level

timing model. The performance analysis framework we introduce in this chapter achieves more

accurate results in less time.

4.1 Introduction

This chapter is organized in two parts. First, we propose techniques to predict timing

errors more efficiently by breaking up the analysis of both hardware and software and taking

advantage of our knowledge about their structure. For hardware, we analyze the control network

and datapath of the processor separately and at different levels. For software, we break up the

program into basic blocks and analyze them separately. Carefully matching the components

of hardware and software allows us to analyze the control network only once, which, in turn,

provides the opportunity to perform that analysis at the gate level, thereby improving the accuracy.

For the datapath, we develop high-level models that identify the activated paths using only the

architecturally-visible state of the processor. Finally, because the analysis can be performed at

the architecture level, we use execution-driven simulations to further improve simulation times

by developing a source code instrumentation technique.

Second, we develop a statistical instruction error model that estimates the likelihood that
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each instruction in the program experiences a timing error, capturing the uncertainty caused by

both input data dependence and process variation. We then propose an approximation technique

to estimate program error rate using statistical limit theorems and utilize two well-known tools

of applied statistics to establish bounds on the approximation error.

4.1.1 Dynamic Timing Analysis

Since each timing error incurs a penalty for error recovery, performance of a TS processor

is a function of the number of timing errors it experiences. But conventional timing analysis

techniques are not designed to predict timing errors, which requires one to determine dynamic

timing slack (DTS) on a cycle-by-cycle basis. DTS is the unused portion of the clock cycle

where all signals have already propagated through logic paths and are waiting to be captured

by flip-flops at the end of the clock cycle [24]. A positive DTS indicates that the critical paths

of the processor have not been exercised and there will be no timing errors. A negative DTS

means that at least one flip-flop will capture the wrong value and at least one timing error will

occur. Once a timing error has been predicted, its dynamic effect needs to be considered as well,

because the occurrence of a timing error can itself affect DTS by triggering the error recovery

mechanism. The analysis gets more complicated when process variation is taken into account.

The variation in propagation delay of gates transforms DTS from a fixed number to a random

variable. So before chips are manufactured, we might not be able to decide whether DTS is

negative or positive—and if there will be a timing error—particularly when DTS is close to zero.

Previous work has shown that DTS is a function of the sequence of instructions being

executed. As a result, applications experience different DTS and, consequently, different number

of timing errors. Even a single application could see different error counts when it is run with

different input vectors because DTS is a function of instruction operands as well. To quantify the

vulnerability of an application to timing errors and its sensitivity to data and process variations,

we define error rate as the fraction of executed instructions that experience timing errors. In this

chapter, we introduce a framework to estimate error rate of programs running on in-order TS
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processors.

4.1.2 Contributions

We make the following contributions:

1. We develop a dynamic timing analysis (DTA) tool that accurately calculates DTS in

Section 4.3, and an instruction error model that predicts the likelihood that the instruction

will experience a timing error in Section 4.6. To the best of our knowledge, we are the first

to simultaneously take into account the effects of process variation, instruction sequence

and operands, datapath configuration, and error recovery scheme. By taking advantage of

the fact that sequence of executed instructions is mostly fixed in in-order processors we

are able to improve the efficiency of our framework to allow comprehensive analysis of

the effect of application input data by using large datasets.

2. We propose a statistical approach for estimating error rate of programs based on two

well-known laws of applied statistics, central limit theorem and Poisson limit theorem, to

produce distributions that capture the effects of data and process variations in Section 4.7.

We then use Stein’s method [57] to establish bounds on the approximation error, including

the inaccuracy caused by inter-instruction correlations.

4.2 Experimental Setup

We adopt an Intel research TS processor [7] based on LEON3 [27], an open-source 32-bit,

RISC, in-order pipeline with seven stages that implements the SPARC V8 architecture [36]. The

processor does not include a floating-point unit or hardware multiplier and only supports integer

operations.

Error Detection. Error detection circuits protect the first five stages of the pipeline,

instruction fetch (IF), decode (DE), register access (RA), execute (EX), and memory (MEM).

Because timing errors are detected with a one-cycle delay, timing errors in the last two stages,
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exception (X) and write-back (WB), cannot be detected before the errant instruction has already

started writing to the register file. To prevent this, X and WB stages are implemented with

extra timing guardbands so that no timing errors can occur even in worst-case conditions. Extra

guardbands are also used to prevent timing errors in the error recovery logic.

Error Recovery. A one-bit register is added to each stage in the pipeline indicating if

the instruction in that stage has experienced a timing error. This error register is used in WB

stage to prevent errant instructions and subsequent instructions in the pipeline from writing to

the register file and initiate the recovery process. Once an errant instruction reaches the WB

stage, frequency is reduced by half, the pipeline is flushed and the errant instruction is replayed.

This roll-back mechanism already exists in most processors for branch mispredictions. For the

seven-stage pipeline, this process (pipeline flush and instruction replay) takes 14 clock cycles,

but because frequency is halved, the effective recovery penalty is 28 clock cycles.

Power and Area Overheads. Silicon measurements have shown that the error detection

and recovery logic incur a power and area overhead of less than 0.9% and 3.8%, respectively [7].

Synthesis and Static Timing Analysis. We perform our simulations for DTA using an

unmodified LEON3 core. The design was synthesized, placed, and routed on the 45nm TSMC

technology targeting the typical-case corner (TT,0.9V,25C) using Synopsys Design Compiler and

Synopsys IC Compiler. Synopsys PrimeTime calculated maximum (non-speculative) frequency

at 718MHz using SSTA performed at (0.81V,25C), guardbanding for a 10% voltage droop. The

point of first failure was measured at 810MHz (1.13x baseline) and we assumed a working

frequency of 825MHz (1.15x baseline).

4.3 Gate-Level Dynamic Timing Analysis

Suppose that N is a graph of the processor netlist where vertices are gates and edges are

nets of the netlist. We include flip-flops and I/O ports in the set of gates and call them endpoints.

Definition 4.3.1. An ordered set of gates in N is a path if (i) the first gate is the only endpoint
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Table 4.1. Symbols and Definitions

Symbols Definitions

N Netlist of the processor pipeline

S(N) Number of pipeline stages in N

s A stage in the pipeline, s = 0,1, ...,S(N)−1

E(N,s) Set of all endpoints in pipeline stage s of N

Ei A particular set of endpoints

ei A particular endpoint

P(ei) Set of all paths ending in endpoint ei

Pi A particular set of paths

pi A particular path

G(pi) Set of all gates in path pi

Gi A particular set of gates

gi A particular gate

SL(pi) Timing slack of path pi

CP(Pi) Most critical (minimum slack) path in Pi

VCD(t) Set of all activated gates in cycle t

AP(N,s, t) Set of the most critical activated paths in stage s of N at clock cycle t

in the set, (ii) each gate, except the first one, is connected to the previous gate in the set, and

(iii) the last gate is connected to an endpoint.

Definition 4.3.2. We say a net is activated in a particular clock cycle if, were the clock period

sufficiently long, it would eventually toggle, i.e., change its value.

Definition 4.3.3. We say a gate is activated in a particular clock cycle if the net connected to its

output is activated.

Definition 4.3.4. We say a path is activated in a particular clock cycle if all of its gates are

activated in that clock cycle.

Algorithm 1 takes the processor netlist and signal activity information (VCD), a list of

activated nets in each clock cycle, and computes DTS of a specified pipeline stage at a given
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Algorithm 1: Gate-Level Dynamic Timing Analysis
1 Function DTS(N,s, t,VCD):
2 AP(N,s, t)← /0 foreach ei ∈ E(N,s) do
3 Pi← P(ei)
4 while Pi 6= /0 do
5 pi←CP(Pi)
6 Gi← G(pi)
7 Activated← true
8 foreach gi ∈ Gi do
9 if gi /∈VCD(t) then

10 Activated← false
11 break

12 Pi← Pi− pi
13 if Activated = true then
14 AP(N,s, t)← AP(N,s, t)∪ pi
15 break

16 return SL(CP(AP(N,s, t)))

Figure 4.1. Dynamic Timing Analysis Flow
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clock cycle as timing slack of the longest activated path in that stage. Timing slack of a path

is the maximum reduction in clock period that would not violate setup time constraint of the

endpoint connected to its last gate.

Figure 4.1 shows how the inputs to the algorithm are generated using STA and functional

simulations on a given instruction sequence and input data. It assumes STA has been performed

and the results – a list of the most critical paths for each endpoint – are available. The algorithm

creates a list that includes the most critical path of each endpoint in the specified stage that has

been activated in the given clock cycle. It then finds the longest path in the list and returns its

timing slack. For each endpoint, it goes over the list of critical paths starting with the longest

one and checks if the path was activated by searching the list of activated gates in the given clock

cycle. Unless all the gates in the path are found on the list, it discards the path and moves to the

next one, repeating the process until it finds an activated path.

To include process variation in the analysis, we replace STA with SSTA. That complicates

Algorithm 1 because all timing slacks turn into random variables. So the path at the top of the list

of critical paths returned by function CP in lines 6 and 22 might not be the true most-critical path.

To ensure that AP includes all activated paths that could become critical, we run the while-loop

(lines 5-20) twice where CP selects the most-critical path based on worst-case (1st percentile)

timing slacks in one and best-case (99th percentile) timing slacks in the other. Then in line 22,

instead of CP selecting the most critical path and SL returning its timing slack, we combine

the two functions and return the statistical minimum of timing slacks of all paths in AP using a

greedy algorithm [54] that performs a sequence of pairwise minimum operations in an order that

would minimize the approximation error.

While accurate, the algorithm is too slow to be used for a comprehensive analysis. We

employ three optimization techniques (discussed below) to improve its runtime and enable

analysis of real-world applications. We use the algorithm as the ground truth to verify the

accuracy of our optimizations and to train the models they are based on.
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4.4 Offline Control Network Analysis

The two main factors that determine DTS are the sequence of executed instructions and

their input data. The first optimization technique takes advantage of the fact that the sequence of

executed instructions is mostly fixed in in-order processors [4], only affected by the program

control flow. Starting with the control flow graph (CFG) of the program, we remove that factor by

limiting the analysis to basic blocks, straight-line sequences of instructions ending with a control

transfer instruction. Each time a basic block is executed, because the sequence of instructions is

fixed, the control network, like the logic for fetching and decoding instructions, performs the

same task [39]. Therefore, in most cases, the same set of timing paths in the control network

are activated every time. To take advantage of this observation, we partition the set of processor

endpoints into two sets—the set of data endpoints includes endpoints whose contents could

change each time an instruction is executed and the set of control endpoints includes the rest of

the endpoints.

We then pre-characterize DTS of the control endpoints using Algorithm 11 for each

instruction in the basic block. We refer to this value as the instruction’s control DTS and DTS of

data endpoints as data DTS. Note that the characterization is a one-time process and is performed

offline. Later during the main simulations, we estimate DTS of an instruction as the minimum of

its control DTS and data DTS. Because instructions of two basic blocks can share the pipeline

at times, we characterize the control DTS of instructions for each incoming edge to the basic

block separately. We use a combination of fuzzing (libFuzzer [35]) and concolic execution

(KLEE [11]) to find a minimum set of program input vectors that cover all edges of the CFG and

perform gate-level simulations using those input vectors1.

Table 4.2 shows a list of data endpoints in LEON3 and the pipeline stage in which they

are updated. Note that this list does not include data endpoints that are not timing critical and

1Characterizing basic blocks in isolation might produce inaccurate results because the processor’s state, including
instruction cache addresses, would not match its state during program execution
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cannot have timing errors. It also does not include endpoints whose contents could change as a

result of branch outcomes such as the program counter (PC). We measure DTS of the terminating

branch instructions for both scenarios and use the appropriate value during simulations when the

branch outcome is known.

To verify our assumption that control DTS is largely unchanged for different instances

of an instruction, we measured control DTS every time an instruction was executed during

pre-characterization. With the set of data endpoints consisting of endpoints listed in Table 4.2,

we were able to achieve an average normalised root mean square (RMS) error of 3% across

all instructions. That indicates that almost all variation in DTS is caused by variation in data

DTS. In practice, when the assumption has been verified, we only need to measure control DTS

once (or a few times for more confidence) for each instruction. When we report the framework’s

runtime in Section 4.8, we are referring to the latter scenario.

Cache Misses. Some instances of the same instruction can behave differently due to an

instruction or data cache miss, but that does not affect our analysis because no timing errors can

occur while the cache miss is being resolved because the pipeline is stalled.

Branch Mispredictions. Some instances of a branch instruction could behave differently

due to a branch misprediction, but that does not affect our analysis because the recovery penalty

of any resulting timing errors is masked by the misprediction penalty.

Traps. Some instances of an instruction could behave differently due to a trap such as an

exception or external interrupt request, but that does not affect our analysis because the exception

stage where exceptions are resolved is designed with extra guardbands and cannot have timing

errors. But the supervisor trap code can be analyzed like the user application program.

4.5 High-Level Modeling of Datapath

To identify the activated paths of a circuit, Algorithm 1 requires activity information of

every net. This allows the analysis of any arbitrary circuit, including the control network of a
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processor, but requires the functional simulations to be performed at the gate level.

In contrast to the control network, circuits in the processor datapath perform operations

that can be described mathematically. This creates an opportunity to simplify the DTA algorithm

by utilizing our knowledge about the structure of datapath circuits. The second optimization

technique does that by creating models of datapath components that identify their activated paths

using activity information of only a subset of nets, allowing the simulations to be performed

at a higher level. We develop separate path activation models for adders, shifters, and Boolean

operators (AND, OR, etc.).

The most common component used in the datapath is a multi-bit adder. An examination

of the data endpoints listed in Table 4.2 shows that, except for the shift operands and data

cache output, an addition operation is used for all other data endpoints. Upper bits of register

addresses are determined by adding the most significant bit of the register index to the current

window pointer. The current window pointer itself is updated by incrementing or decrementing

its previous value and the result is used to detect window overflow and underflow traps. The ALU

adder is used when an add or sub instruction, or other instructions that perform addition such

as save, restore, and jmpl, is in EX stage to find the result and input carry of the ALU, its

operands when a dependent instruction is in RA stage, and to calculate data cache address of a

load or store instruction. Here, we use a n-bit adder, shown in Figure 4.2, to describe our

modeling technique. We use a ripple-carry adder for simplicity but the analysis is not dependent

on the adder implementation and applies, without any changes, to other types of adders because it

makes no assumptions about timing slack of paths as previous research has shown that the length

of the carry-chain is not a reliable predictor of DTS in adders [62]. Other datapath components,

including logical operators (AND, OR, etc.) and shifters, have significantly simpler DTS models,

mainly because of their parallel paths from inputs to outputs resulting in almost constant timing

slacks. In the remainder of this section, we focus on modeling DTS for multi-bit adders.
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Figure 4.2. Example Segmentation for a Path from bi to s j of an n-Bit Adder

4.5.1 Formulation

We start by defining a few terms and symbols. Consider a path p with n gates g1, . . . ,gn

where g1 is an endpoint and for all 1≤ i < n, gi is connected to gi+1.

Definition 4.5.1. For any pair of gates gi,g j ∈ p with i≤ j, we call the set p(gi,g j) = {gk|i≤

k ≤ j} a path segment between gi and g j through p. Note that p = p(g1,gn). We say a path

segment is activated in a particular clock cycle if all its gates are activated in that clock cycle.

Definition 4.5.2. Any m-element set q ⊂ p defines a segmentation of p, creating m+ 1 path

segments defined as p(q) = {p(gi,g j)|gi,g j ∈ q∧gk /∈ q, i≤ k ≤ j}.

Combining these with definitions of activated gates and paths in Section 4.3, it can be

shown that the path p is activated in a particular clock cycle if and only if all path segments in

p(q) are activated in that clock cycle, where q is a segmentation of p.

Notation. We identify a gate and the net connected to its output with the same lower-

case letter. Binary variables xp and xc represent the value of net x in the previous and current

clock cycles, respectively, and the corresponding upper-case letter, X , denotes a binary variable

representing the activation of x. X = 1 indicates that the net/gate x is activated, i.e., xp 6= xc, and

X = 0 indicates that it has not, i.e., xp = xc. We can, therefore, write X = xp⊕xc, where ⊕ is the

exclusive-or operator.

72



4.5.2 Overview

Path Segmentation. Consider a path p starting from an input port connected to FAi

and ending in an output port connected to FA j where i < j. We determine if p is activated by

checking if all path segments in p(q) are activated where q is a segmentation of p. Letting

q = {ci+1, . . . ,c j} limits each path segment to a single full-adder. Therefore, it is sufficient for

our model to identify path segments of a single full-adder. An example is shown in Figure 4.2

with path segments in different colors.

Nets. Figure 4.3 shows the gate-level implementation of a full-adder. It has three inputs

a, b, and cin, and two outputs s and cout
2. In addition, we have marked three internal nets with

labels g, p, and h. To simplify the analysis, we use a single label op to represent both operand

inputs a and b such that op is activated if either a or b is activated. So if we find that a path from

op is activated, we can conclude that at least one of the corresponding paths from a and b is

activated.

Paths. There are two paths ending in s, cin→ s and op→ s. We call these paths operand-

to-sum (OS) and carry-to-sum (CS), respectively. Similarly, there are three paths ending in cout ,

cin→ h→ cout , op→ g→ cout , and op→ p→ h→ cout . We call these paths carry-chain (CC),

carry-generate (CG), and carry-propagate (CP), respectively.

4.5.3 Theorems

We use Lemma 4.5.1 to help identify the activated path to the sum output of a full-adder.

Lemma 4.5.1. A 2-input XOR gate is activated if and only if exactly one of its input nets is

activated.

Proof. The output z of an XOR gate with inputs a and b is 0 if a = b and 1 if a 6= b.

If ap = bp, zp = 0. If either a or b, but not both, is activated, ac 6= bc and so zc = 1. That

means z is activated (because zp 6= zc) and so the gate is activated as well. Similarly, if ap 6= bp,
2In our analysis of a single full-adder, we assume that the inputs and outputs are endpoints, so we refer to the

sequence of gates that connects an input to an output as a path rather than a path segment.
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Figure 4.3. Gate-Level Implementation of a Full Adder and Its Paths

zp = 1. If either a or b, but not both, is activated, ac = bc and so zc = 0. That means z is activated

(because zp 6= zc) and so the gate is activated as well.

Conversely, if the gate is activated, z is activated, i.e., zp 6= zc. If zp = 0 and zc = 1,

ap = bp and ac 6= bc. That can only happen when either a or b, but not both, is activated.

Similarly, if zp = 1 and zc = 0, ap 6= bp and ac = bc. That can only happen when either a or b,

but not both, is activated.

Theorem 4.5.1 allows us to determine if a path to the sum output of a full-adder is

activated based on whether or not the other path to that output is activated.

Theorem 4.5.1. In a full-adder, OS and CS paths cannot be activated at the same time (i.e., in

the same clock cycle).

Proof. We prove the theorem by contradiction. Assume OS and CS paths are both activated. So

all their gates, in particular, the endpoint cin and both XOR gates, are activated, and so both cin
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and p are activated. That is a contradiction because cin and p are inputs of an activated XOR

gate and, according to Lemma 2, cannot both be activated.

We use Lemma 4.5.2 to help identify the activated paths to the carry-out output of a

full-adder.

Lemma 4.5.2. An OR gate with inputs a and b and output z cannot be activated unless either

(1) ap = bp = 0 or (2) ac = bc = 0, but not both, is true.

Proof. Since zp = ap+bp, zp = 0 is true if and only if ap = bp = 0. Similarly, since zc = ac+bc,

zc = 0 is true if and only if ac = bc = 0. By definition, the gate is activated if and only if its

output z is activated, i.e., zp 6= zc. If zp = 0 and zc = 1, (1) is true and (2) is false and if zp = 1

and zc = 0, (1) is false and (2) is true.

Theorem 4.5.2 allows us to determine the source of an activated path to the carry-out

output of a full-adder.

Theorem 4.5.2. In a full-adder, (1) CG and CP paths cannot be activated at the same time, and

(2) CG and CC paths cannot be activated at the same time.

Proof. We prove the theorem by contradiction. (1) Assume CG and CP are both activated. So

all their gates, in particular, the OR gate and both AND gates, g and h, are activated. According

to Lemma 1, since the OR gate is activated, either gp = hp = 0 or gc = hc = 0. Since g and h are

activated, if gp = hp = 0, gc = hc = 1 and if gc = hc = 0, gp = hp = 1. In either case, because g

and h are driven by AND gates, the case where both are 1 requires that all inputs of the AND

gates, in particular, a, b, and p, are 1. That is a contradiction because a, b, and p are connected

to an XOR gate and, by definition, cannot all be 1. This proof can be used, without any changes

except replacing CP with CC, to prove (2) as well.
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4.5.4 Identifying Activated Paths

Based on Theorems 4.5.1 and 4.5.2, we can determine if each of the five paths of a

full-adder is activated using Equations 4.1-4.5.

CGi = Ci.Gi (4.1)

CPi = Ci.Gi.Pi (4.2)

CCi = Ci.Gi.Ci−1 (4.3)

OSi = Si.Pi (4.4)

CSi = Si.Pi, (4.5)

where Ci−1 and Ci are Cin and Cout of FAi and CGi, CPi, CCi, OSi, and CSi are binary variables

representing activation of its paths. For example, CGi = 1 indicates that the CG path of FAi is

activated while CGi = 0 indicates that it is not.

With activated path segments of each full-adder identified, activated paths of the n-bit

adder can be found using Equations 4.6-4.12.

ai/bi→ si = OSi (4.6)

cin→ si = CSi.CCi−1 . . .CC0 (4.7)

ai/bi→ gi→ s j = CS j.CC j−1>i . . .CCi+1< j.CGi (4.8)

ai/bi→ pi→ s j = CS j.CC j−1>i . . .CCi+1< j.CPi (4.9)

ai/bi→ gi→ cout = CCn−1 . . .CCi+1<n.CGi (4.10)

ai/bi→ pi→ cout = CCn−1 . . .CCi+1<n.CPi (4.11)

cin→ cout = CCn−1 . . .CC0, (4.12)

where in→ (net)→ out = 1 indicates that the path from input in to output out (through net net)

is activated and the binary variables on the right-hand-side represent the activation of full-adder
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path segments as defined in Equations 4.1-4.5.

Finally, we use Algorithms 2-10 to identify activated paths of the multi-bit adder. Algo-

rithm 2 identifies the first (from the LSB) activated carry-chain of an n-bit adder. It uses two

calls to a function that returns the number of leading zeros of an n-bit binary vector. Many

architectures have dedicated instructions that implement this function efficiently. In SPARC

Oracle Architecture 2011 and later, that instruction is called lzcnt.

Algorithm 2: First Activated Carry-Chain
Input :An n-bit binary vector CC
Output :A pair of integers (i, j) where the first chain of 1’s (from LSB) starts at

index i and ends at index j.
1 Function (i, j) = FirstActivatedCarryChain(CC):
2 if CC = 0 then
3 return (0,0)

4 i← lzcnt(CC) /* number of leading zeros */
5 CCC←CC� i /* right-shift by i bits */
6 CCC← not(CCC) /* bitwise NOT */
7 j← lzcnt(CCC) /* number of leading zeros */
8 return (i, j)

Algorithms 3-9 describe how Equations 4.6-4.12 can be used to find all activated paths

of a multi-bit adder. Note that these algorithms do not introduce any inaccuracy in calculation of

DTS and are as accurate as the static timing analysis tool used to train the model. As mentioned

earlier, they make no assumptions about timing slack of the paths. They do not assume, for

example, that a path from ai/bi to s j is slower, i.e., has a smaller timing slack, than a path from

ak/bk to sl even if the carry-chain it uses is longer, i.e, j− i > l− k. The only assumption they

make is that a path from ai/bi to s j is faster than a path from ai/bi to sk if j < k and a path from

ai/bi to s j is faster than a path from ak/bk to s j if i > k.

Finally, during the simulation, the function described in Algorithm 10 is called for each

datapath adder used by an instruction after its operands and results are identified.
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Algorithm 3: Local Operand-to-Sum Paths
Input :An n-bit binary vector OS
Output :An n-bit binary vector OSLV where OSLV [i] = 1 if ai/bi→ si is activated,

OSLV [i] = 0 otherwise.
1 Function OSLV = OSLActivatedPaths(OS):
2 return OS

Algorithm 4: Carry-in-to-Sum Paths
Input :Two n-bit binary vectors CS and CC
Output :Largest integer k for which cin→ sk is activated, −1 if no such path is

activated.
1 Function k = CISActivatedPaths(CS,CC):
2 (i, j)← FirstActivatedCarryChain(CC)
3 if i 6= 0 then
4 return −1

5 ks← j
6 while ks≥ 0 do
7 if CS[ks] = 1 then
8 return ks

9 ks← ks−1

10 return −1
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Algorithm 5: Operand-to-Sum Paths via Generate Net
Input :Three n-bit binary vectors CG, CC, and CS
Output :An n×n binary matrix OGSM where entry (i, j) is 1 if ai/bi→ gi→ s j is

activated.
1 Function OGSM = OGSActivatedPaths(CG,CC,CS):
2 CCC←CC
3 OGSM← 0 /* set all entries to zero */
4 while CCC 6= 0 do
5 (i, j)← FirstActivatedCarryChain(CCC)
6 CCC←CCC� ( j+1) /* right-shift by j+1 bits */
7 k← i−1
8 while k ≤ j do
9 if CG[k] = 1 then

10 break
11 k← k+1

12 if k > j then
13 break
14 l← j+1
15 while l ≥ i do
16 if CS[l] = 1 then
17 break
18 l← l−1

19 if l < i then
20 break
21 OGSM(k, l) = 1

22 return OGSM
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Algorithm 6: Operand-to-Sum Paths via Propagate Net
Input :Three n-bit binary vectors CP, CC, and CS
Output :An n×n binary matrix OPSM where entry (i, j) is 1 if ai/bi→ pi→ s j is

activated.
1 Function OPSM = OPSActivatedPaths(CP,CC,CS):
2 CCC←CC
3 OPSM← 0 /* set all entries to zero */
4 while CCC 6= 0 do
5 (i, j)← FirstActivatedCarryChain(CCC)
6 CCC←CCC� ( j+1) /* right-shift by j+1 bits */
7 k← i−1
8 while k ≤ j do
9 if CP[k] = 1 then

10 break
11 k← k+1

12 if k > j then
13 break
14 l← j+1
15 while l ≥ i do
16 if CS[l] = 1 then
17 break
18 l← l−1

19 if l < i then
20 break
21 OPSM(k, l) = 1

22 return OPSM
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Algorithm 7: Operand-to-Carry-out Paths via Generate Net
Input :Two n-bit binary vectors CG and CC
Output :Smallest integer k which is 1 if ak/bk→ gk→ cout is activated, −1 if no

such path is activated.
1 Function k = OGCActivatedPaths(CG,CC):
2 CCR← reverse(CC) /* reverse vector (MSB and LSB

swapped) */
3 (i, j)← FirstActivatedCarryChain(CCR)
4 if i 6= 0 then
5 return −1

6 k← n− j−1 /* n is width of the adder */
7 while k ≤ n−1 do
8 if CG[k] = 1 then
9 return k

10 k← k+1

11 return −1

Algorithm 8: Operand-to-Carry-out Paths via Propagate Net
Input :Two n-bit binary vectors CP and CC
Output :Smallest integer k for which ak/bk→ pk→ cout is activated, −1 if no such

path is activated.
1 Function k = OPCActivatedPaths(CP,CC):
2 CCR← reverse(CC) /* reverse vector (MSB and LSB

swapped) */
3 (i, j)← FirstActivatedCarryChain(CCR)
4 if i 6= 0 then
5 return −1

6 k← n− j−1 /* n is width of the adder */
7 while k ≤ n−1 do
8 if CP[k] = 1 then
9 return k

10 k← k+1

11 return −1

Algorithm 9: Carry-in-to-Carry-out Path
Input :An n-bit binary vector CC
Output :A binary variable CICO where CICO = 1 if cin→ cout is activated.

1 Function CICO = CICOActivated(CC):
2 return (CC = 2n−1)
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Algorithm 10: Dynamic Timing Slack of Multi-Bit Adder
1 Procedure AdderDTS():

/* current value of nets */
2 gc← opc

1∧opc
2

3 pc← opc
1⊕opc

2
4 sc← opc

1 +opc
2 + cc

in
5 cc← pc⊕ sc

/* previous value of nets */
6 gp← opp

1 ∧opp
2

7 pp← opp
1 ⊕opp

2
8 sp← opp

1 +opp
2 + cp

in
9 cp← pp⊕ sp

/* net activation variables */
10 G← gp⊕gc

11 P← pp⊕ pc

12 S← sp⊕ sc

13 Cout ← cp⊕ cc

14 Cin← (Cout � 1)∨ (cp
in⊕ cc

in)
/* activated path segments of full-adders */

15 CG←Cout ∧G
16 CP←Cout ∧G∧P
17 CC←Cout ∧G∧Cin
18 OS← S∧P
19 CS← S∧P

/* activated paths of the adder */
20 OSLV ← OSLActivatedPaths(OS)
21 OGSM← OGSActivatedPaths(CG, CC, CS)
22 OPSM← OPSActivatedPaths(CP, CC, CS)
23 CICO← CICOActivated(CC)
24 kg← OGCActivatedPaths(CG, CC)
25 kp← OPCActivatedPaths(CP, CC)
26 kc← CISActivatedPaths(CC, CS)

/* find dynamic timing slack */
27 FindDTS(CICO, OSLV, OGSM, OPSM, kg, kp, kc)
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Instrumenting addx rs1, rs2, rd

/* save operands (and carry-in) in local registers %l0-%l2 */
mov rs1, %l0 /* first operand */
mov rs2, %l1 /* second operand */
addx %g0, 0, %l2 /* input carry */
/* find DTS (operands of previous instruction are in %o3-%o5) */
mov %l0, %o0 /* first parameter */
mov %l1, %o1 /* second parameter */
mov %l2, %o2 /* third parameter */
call adderDTS
nop
/* copy operands to %o3-%o5 for the next instruction */
mov %l0, %o3
mov %l1, %o4
mov %l2, %o5
/* execute the instruction */
addx rs1, rs2, rd

Figure 4.4. Example Instrumentation Code for Add-with-Carry Instruction

4.5.5 Execution-Driven-Simulation

Because our datapath DTS model only requires values of architecturally-visible registers,

we can perform the analysis at the architecture level. Similar to [3], to further improve efficiency,

instead of a simulator, we implement the model by instrumenting the program with native

instructions, implemented in LLVM [42] back-end for SPARC. Figure 4.4 shows an example

template for addx (add-with-carry) instruction. The instrumentation code extracts the operands

and input-carry of the the addx instruction and those of the previous instruction—as if it is also

an addx instruction—and passes them to AdderDTS (Algorithm 10) to find data DTS. The

instrumentation technique is described in more detail in Chapter 5.

4.5.6 Training and Application

We use the gate-level DTA algorithm introduced in Section 4.3 to train our datapath DTS

model. We perform functional simulations with special training code and input vectors similar to

the ones we used to train CTM in Chapter 3 to selectively activate the set of paths we identified

in Section 4.4 for each datapath component. For example, we use add instructions for the ALU
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adder and save and restore instructions for the current window pointer adder and select a

set of input vectors that activate the paths listed in Equations 4.6-4.12. During the simulations,

we use the model to find the activated paths of datapath components for each instruction and

estimate DTS as the minimum DTS of all data endpoints.

4.6 Instruction Error Model

4.6.1 Instruction Error Probability

The DTA tool described in Section 4.3 calculates DTS of a pipeline stage. We define

DTS of an instruction as the minimum DTS of all pipeline stages in the clock cycle that the

instruction is in that stage. An instruction with a negative DTS will experience at least one timing

error as it moves through the pipeline. Algorithm 11 uses the DTS of pipeline stages to calculate

DTS of an instruction executed on an in-order processor.

Algorithm 11: Instruction Dynamic Timing Slack
1 Function InstDTS(N, t,VCD):
2 return mins=0:S(N)−1(DTS(N, s, t + s, VCD))

Figure 4.5 shows the three components of the instruction DTS estimation flow. The three

components, control network DTS characterization, datapath DTS characterization, and datapath

activity characterization, implement the optimizations discussed in Sections 4.4, 4.5, and 4.5.5,

respectively.

As explained in Section 4.3, when process variation is considered in the analysis, DTS is

a random variable rather than a fixed number. Therefore, it is not possible to deterministically

predict whether or not some instructions with near-zero DTS will experience timing errors.

Instead, we can assign a probability of error to each instruction. As the program is executed with

different input vectors, we record error probability of all dynamic instances of each instruction

and form a probability distribution of them that captures the effect of data variation. We also

measure, for each basic block, the activation probability of each incoming edge as the fraction
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Figure 4.5. Instruction DTS Estimation Flow

of basic block executions in which the edge was used to transfer the control to the basic block.

4.6.2 Inter-Instruction Correlation

The error recovery mechanism used by the TS processor can have a dynamic effect on

instruction error probabilities. For example, when a timing error is detected, the processor might

insert bubbles into the pipeline to keep the errant instruction and the ones that follow from

changing the architectural state [19] or flush the pipeline to resolve any complex bypass register

issues [7]. Consequently, the next instruction has to change the processor state, i.e., the contents

of registers, not from the state induced by the errant instruction, but from the state induced by

the recovery mechanism, to the state it induces itself, thereby activating a different set of timing

paths. In other words, when we simulate the program, the instruction error probabilities we

find are in fact conditional probabilities assuming correct execution of the previous instruction.

So we must also find the other set of conditional error probabilities—assuming the previous

instruction experienced a timing error. We emulate the error recovery scheme by instrumenting

the program with instructions that mimic its effect. For example, we insert a nop instruction
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before every instruction in the program to mimic the effect of a pipeline flush3. We proceed by

describing a procedure for computing the marginal error probabilities.

Problem Formulation 1. Suppose that the program has been divided into m basic blocks

B1, . . . ,Bm. Let di and ni be the number of incoming edges (indegree) and instructions of Bi,

respectively. For all j = 1, . . . ,di and k = 1, . . . ,ni, pa
i j

is the activation probability of the jth

incoming edge to Bi such that ∑
di
j=1 pa

i j
= 1 while random variables pc

ik and pe
ik are conditional

error probabilities of its kth instruction given the previous instruction has executed correctly

or incorrectly, respectively. Let pik be a random variable representing the (marginal) error

probability of the kth instruction in the ith basic block. Find pik using pc
ik , pe

ik , and pa
i j

for all

i = 1, . . . ,m, k = 1, . . . ,ni, and j = 1, . . . ,di.

If the marginal error probability of the first instruction of a basic block is known, marginal

error probabilities of all others can be computed using a recurrence relation. For all k = 2, . . . ,ni.

pik = pe
ik pik−1 + pc

ik(1− pik−1) (4.13)

For basic blocks with more than one incoming edge, define input error probability of Bi as a

new random variable pin
i that represents the error probability of the instruction executed just

before entering Bi. In addition, let pout
i = pini

be the output error probability of Bi. To model

the assumption that the processor is in a flushed state when it starts executing the program, we

assume pin
1 = 1. Then,

pin
i =

di

∑
j=1

pa
i j

pout
ti( j), (4.14)

where ti( j) is the index of the basic block connected to the tail of the jth incoming edge to Bi. If

the program’s CFG is acyclic, applying Equations 4.13 and 4.14 (with pi0 = pin
i ) to the basic

blocks sequentially determines unconditional error probabilities of all instructions. However, a

non-trivial program almost always contain loops and its CFG is, therefore, cyclic. If some basic
3The added instructions are only used to find the conditional error probabilities and the phrase “previous

instruction” still refers to the previous instruction in the original program.
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blocks form a cycle in the CFG, their input and output error probabilities would depend on each

other in a cyclic manner. So instruction error probabilities cannot be obtained consecutively.

For cycles in the CFG, we construct a system of linear equations by writing Equations 4.13

and 4.14 for all the basic blocks in the cycle, in which edge activation probabilities form the

coefficient matrix and instruction error probabilities are the unknowns. In order to implement

this, we employ Tarjan’s algorithm [58] to identify the strongly connected components of the

CFG and find their topological ordering. Tarjan’s algorithm takes a directed graph as input and

produces, in linear time, a partition of the graph’s vertices into the graph’s strongly connected

components. The order in which the strongly connected components are identified constitutes

a reverse topological sort of the acyclic graph formed by the strongly connected components.

We can, therefore, write and solve the system of linear equations for each component in the

topological order of components.

4.7 Program Error Rate

4.7.1 Overview

In this section, we propose a methodology for estimating a program’s error rate distri-

bution. To simplify the equations, we estimate the number of timing errors, error count, rather

than error rate. Our approach is inspired by the fact that real-world programs typically execute a

very large number (up to trillions) of dynamic instructions. This observation, along with the fact

that each instruction fails with a small probability, hints at effective use of limit theorems for

estimating program error count. Specifically, we use the law of rare events, also known as the

Poisson limit theorem, to approximate the program error count with a Poisson distribution and

the law of large numbers, also known as the central limit theorem, to approximate the parameter

of this Poisson distribution with a Gaussian one. To verify the accuracy of our approximations,

we cannot use Monte Carlo experiments because our baseline simulator is too slow to handle

large input datasets. Instead, we use Stein’s method and its application, Chen-Stein method, to
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obtain bounds on the approximation error of the normal and Poisson distributions, respectively.

Problem Formulation 2. Suppose that the program has been divided into m basic blocks

B1, . . . ,Bm. Let ni and ei be the number of instructions and executions of basic block Bi, re-

spectively. For all i = 1, . . . ,m and k = 1, . . . ,ni, let Iik be a set of Bernoulli random variables

corresponding to the instructions such that Pr(Iik = 1) is equal to the error probability of the

kth instruction in the ith basic block, denoted by pik . Moreover, let Iin
i be a Bernoulli random

variable representing the instruction executed just before entering Bi and let pin
i = Pr(Iin

i = 1).

Assume that Iik and pik are only dependent on Iik−1 and pik−1 , respectively, for all i = 1, . . . ,m

and k = 2, . . . ,ni and on Iin
i and pin

i for k = 14. The number of errors in the program, a random

variable denoted by NE , can then be calculated as a weighted sum of the Bernoulli random vari-

ables NE = ∑
m
i=1 ∑

ni
k=1 eiIik . Estimate the program error count distribution as an approximation

of NE denoted by NE .

4.7.2 The Law of Rare Events

The distribution of the sum of independent, non-identically distributed Bernoulli indi-

cators is called a Poisson binomial distribution (PBD). Computing PBD, however, becomes

prohibitively complex when there are more than a few indicators [34]. Consequently, approxi-

mation techniques targeting various distributions such as normal and Poisson have been widely

developed and used [20]. The law of rare events provides the intuition (proof in [43]) that when

there are a large number of indicators, each with a small success probability, PBD is approxi-

mately a Poisson distribution. Even in the case where the indicators are not independent, if the

dependence can be somehow confined, their sum should still approximately follow a Poisson

distribution. Accordingly, since programs typically execute a large number of instructions, each

with a very small error probability, the total number of errors could effectively be approximated
4Note that the dependence of Iik on Iik−1 (whether or not the instructions fail) and that of pik on pik−1 (the

probability that the instruction fails) stem from different roots. The former is caused by the error recovery
mechanism (see Section 4.6) while the latter is a result of the correlation between DTS of the two instructions due
to their activated paths including the same gates and/or nearby gates affected by the spatial correlation property of
process variation.
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by a Poisson distribution. But for this approximation to be reliably used, it is necessary to

determine how much error it could potentially incur. A method for establishing bounds on

normal approximation of the sum of dependent random indicators was introduced by Stein [57].

Chen [13] later used this methodology in the Poisson setting and obtained error bounds for

Poisson approximation as well. Here, we use the Stein and Chen-Stein methods to evaluate

the reliability of using Poisson and normal approximations for estimating the distribution of a

program’s error count. We start by a formal formulation of the results of the Chen-Stein method

as given in [1].

Theorem 4.7.1 (Chen-Stein method). Let I be an index set. For each α ∈ I, let Xα be a Bernoulli

random variable with pα = Pr(Xα = 1)> 0. Let W = ∑α∈I Xα , and let Z be a Poisson random

variable with EZ = EW = λ < ∞. For each α ∈ I, let Bα ⊂ I with α ∈ Bα be a neighborhood

of α consisting of the set of indices β such that Xα and Xβ are dependent. Define

b1 = ∑
α∈I

∑
β∈Bα

pα pβ , (4.15)

b2 = ∑
α∈I

∑
α 6=β∈Bα

pαβ , where pαβ = E[XαXβ ]. (4.16)

Then,

dTV (W,Z)≤ min
{

1,λ−1}(b1 +b2), (4.17)

where dTV (W,Z) is the total variation distance between the distributions of W and Z.

While in our problem, the number of errors is a weighted sum of the Bernoulli indicators,

because the indicators can be dependent and the weights are integers, we can simply assume

multiple identical indicators for each instruction as reflected in Equation 4.18.

NE =
m

∑
i=1

ni

∑
k=1

eiIik =
m

∑
i=1

ni

∑
k=1

ei

∑
j=1

Iik . (4.18)

Dependency neighborhood of each instruction consists of itself and the previous instruction.
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Therefore, we can calculate the parameters b1 and b2 to obtain the error bound.

b1 =
m

∑
i=1

ei

∑
j=1

(pin
i pi1 +

ni

∑
k=2

pik−1 pik) (4.19)

b2 =
m

∑
i=1

ei

∑
j=1

(pin
i pe

i1 +
ni

∑
k=2

pik−1 pe
ik) (4.20)

We can then write,

dK(NE ,NE)≤
b1 +b2

λ
(4.21)

and

λ =
m

∑
i=1

ni

∑
k=1

ei

∑
j=1

pik , (4.22)

where NE is a Poisson random variable with mean (and variance) E[NE ] = E[NE ] = λ > 1 and

dK(NE ,NE) is the Kolmogorov metric, the maximum distance between distributions of NE and

NE . We could replace the total variation distance in Equation 4.17 with the Kolmogorov metric

because dK ≤ dTV (proof in [29]). Also, note that b1 and b2 are random variables. However, for

the purpose of bounding the approximation error, we will use their worst-case values (expected

value plus 6 times standard deviation).

4.7.3 The Law of Large Numbers

To approximate the distribution of λ in Equation 4.22, which we call λ , we turn to

another limit theorem. The central limit theorem provides that the sum of a large number of

random variables approximately follows a normal distribution. A bound on the approximation

error can be found by applying the Stein’s method. Theorem 4.7.2 provides a simple description

of the results of Stein’s method as applicable to our problem.

Theorem 4.7.2 (Stein’s method). Let X1, . . . ,Xn be random variables such that

E[X4
i ]< ∞, E[Xi] = µi, and define µ = ∑i µi, σ2 =Var(∑i Xi), and W = ∑i Xi. Let the collection
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(X1, . . . ,Xn) have dependency neighborhoods Ni, i = 1, . . . ,n, and let D = max1≤i≤n|Ni|. Define

b1 = D2

σ3

n

∑
i=1

E|Xi|3 (4.23)

b2 =
√

28D
3
2√

πσ2

√
n

∑
i=1

E[X4
i ]. (4.24)

Then, for a normal variable Z = N(µ,σ2),

dK(W,Z)≤ ( 2
π
)

1
4 (b1 +b2), (4.25)

where dK(W,Z) is the Kolmogorov metric, the maximum distance between the two distributions.

Defining dependency neighborhoods as before, we have D = 2. With error probability

distributions represented as discrete random variables, it is straightforward to compute their third

and fourth moments to substitute in Equations 4.23 and 4.24. The result is a bound on dK(λ ,λ ),

the maximum distance between distributions of λ and λ .

Finally, the estimated cumulative distribution function of the total number of errors,

denoted by NE(k) is given by Equation 4.26.

NE(k) =
∫

∞

0
e−λ (x)

bkc

∑
i=0

λ i(x)
i!

dx (4.26)

where λ (x) is the probability distribution function of λ . In simple words, NE(k) returns the

probability of the program experiencing less than, or exactly, k errors when it is run with a

random input on a randomly chosen manufactured chip.
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4.8 Experimental Results

4.8.1 Framework Runtime

We selected 12 benchmark programs, two from each of the six categories of MiBench [32].

We used the small and large input datasets for training and simulation, respectively. The

training phase, which consists of characterizing DTS of the control network, was performed on a

machine with a 3.40GHz Intel Core i7-3770 processor. We ran the simulations, i.e., executed the

instrumented programs, on a Sun UltraSPARC IIIi running Solaris 10 at 1.36GHz and measured

the runtime at around 4.6 million instructions (of the original program) per second. In total, it

took us around 85 minutes to run all experiments—training the model for 1,240 basic blocks and

simulating around 5.8 billion instructions—for the 12 programs. The runtimes for individual

programs divided into training and simulation times are listed in Table 4.3.

4.8.2 Error Rate Distributions

Figure 4.6 shows the cumulative probability distributions our framework estimated for

each program’s error rate along with their lower and upper bounds. The top horizontal axis is

labeled (not to scale) with performance improvements resulting from the corresponding error

rate on the bottom axis. For example, an error rate of 0.4% results in a 4.93% improvement in

performance of the TS processor we considered. Error rate distributions provide an estimate of

how much a program would benefit from running on a TS processor, if at all, and how sensitive

it is to variations in physical parameters and program input data. The programs exhibit varying

degrees of vulnerability to timing errors, with the mean error rates ranging from 0.131% (resulting

in a 11.9% performance improvement) in the case of patricia to 1.068% (resulting in a 8.46%

performance degradation) for gsm.decode. The combination of running application and input

data can change the performance of a TS processor by as much as 25%, demonstrating that

application-specific analysis is necessary for accurate evaluation of TS processors and to identify

suitability of specific applications for timing speculation.
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Figure 4.6. Cumulative Probability Distributions of Program Error Rate and Their Lower and
Upper Bounds

4.8.3 Approximation Error

In Section 4.7, we identified two sources of inaccuracy in our error rate model—Poisson

approximation of program error count and normal approximation of program error count mean.

By combining these errors, we form two additional distributions for program error count, a

lower bound distribution and an upper bound distribution. First, we add/subtract the bound on

dK(λ ,λ ) we established in Equation 4.25 to/from both instances of λ in Equation 4.26. Then,

we add/subtract the bound on dK(NE ,NE) we established in Equation 4.21 to/from the right-hand

side of Equation 4.26. Table 4.3 lists the results for each program. According to these results, our

framework can approximate the probability that a program experiences a certain error rate with a

maximum error of 5.4%. Note that the last column shows the bounds on the approximation error

of program error rate (RE), not error count (NE).

Chapter 4 is, in part, a reprint of Omid Assare and Rajesh Gupta, “Accurate Estimation

of Program Error Rate for Timing-Speculative Processors,” IEEE/ACM Design Automation
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Conference (DAC), 2019, and, in part, currently being prepared for submission for publication

of the material. Omid Assare and Rajesh Gupta, “Performance Analysis of Timing-Speculative

Processors.” The dissertation author was the primary investigator and author of these papers.
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Chapter 5

Timing Speculation Strategies for Perfor-
mance Improvement

Performance of TS processors relies on strategies for accurate prediction of optimal

operating points. In this chapter, we extend the framework introduced in Chapter 3 to include

dynamic frequency tuning and evaluate a range of such timing speculation strategies. We also

improve the efficiency of the framework by incorporating two optimization techniques we

proposed in Chapter 4.

Our experiments on a TS processor running applications from the MiBench benchmark

suite show that, in a typical case, while a perfect timing speculation strategy can improve

throughput by up to 143% over a guardbanded design, the most commonly used approach in the

literature achieves only a 21.8% of the potential gains. By improving the speculation accuracy,

the new strategies we propose in this chapter can realize up to 35.6% of the potential gains, a

throughput improvement of 50.9% over a guardbanded design.

5.1 Introduction

Performance of these processors is determined by two competing mechanisms. While

increasing the frequency improves processor throughput1 by fitting more clock cycles into a

fixed amount of time, it also increases the rate of timing errors because more paths fail timing

1In this chapter, we focus on TS processors that use frequency to tune their operating point, but our method is
orthogonal to dynamic voltage scaling.
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requirements. The goal of dynamic frequency tuning is finding the frequency that balances these

effects such that processor throughput is maximized. Accordingly, TS processors track the error

rate during the execution and use it as a feedback mechanism for tuning their frequency. For

instance, the conventional approach used in most related proposals periodically samples the

processor error rate and tries to keep the long-term error rate close to a pre-specified threshold by

increasing (decreasing) the frequency when the error rate is below (above) the threshold. In this

chapter, we examine a range of strategies that a TS processor can adopt to dynamically select the

optimal operating point.

Contributions of this chapter have been summarized below:

1. We introduce and analyze three timing speculation strategies. First, we argue that frequency

tuning should be directed by software and performed at the basic block level where

instruction sequence is fixed and predictions are likely to be more accurate. Second, we

show that error rate sampling should be temporally limited because the most recent history

of errors is often a better predictor of timing behavior. Third, we propose a more robust

scheme for dynamic frequency tuning by relying on an optimization algorithm instead

of threshold-based control. Finally, we describe the design of a new timing speculation

scheme based on these strategies.

2. We extend and improve the simulation framework introduced in Chapter 3 for evaluating

the performance of TS processors. The framework creates an instrumented version of the

program that simultaneously implements (i) a process-variation-aware instruction-level

error model to predict timing errors and estimate error rates as well as (ii) the dynamic

frequency tuning mechanism necessary to realize potential gains of timing speculation.

This method results in faster simulations because instead of using a microarchitecture-level

simulator, they are performed by running the instrumented program on a machine that

implements ISA of the target processor.

3. Using our simulation framework, we tune the design parameters of our timing speculation
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scheme and evaluate its performance. We show that our method improves processor

throughput by more than 50% over a conventional guard- banded design while incurring

little power overhead. To put this improvement in perspective, we evaluate the potential

gains of an ideal timing speculation scheme that can perfectly track the timing behavior

of the system as well as the most popular method in the literature. We find that while

the conventional approach can only realize around a fifth of the potential gains of timing

speculation, even our efficient method leaves almost two-thirds of potential gains untapped.

5.2 Timing Speculation Strategies

In this section, we describe the design of our timing speculation scheme while analyzing

the three main speculation strategies it adopts.

5.2.1 Selective Local Speculation

A number of recent works have documented the concept of spatial timing error locality

where static instructions exhibit consistent error behavior over a period of program execution [33].

To take advantage of this phenomenon, in selective local speculation, decisions for changing

the frequency are made separately for some basic blocks. This is in contrast to the conventional

approach where the processor only tracks and controls the global error rate. We expect that a

speculation strategy that works at the basic block level, where the instruction sequence is fixed,

can make more accurate predictions.

This scheme can be realized by maintaining a table of basic block error rates and

frequencies tagged by the PC address of the first instruction in the basic block. We refer to this

table as timing speculation table. At the basic block entry when PC points to the first instruction,

the frequency is set to the value previously stored for the basic block. This value should then

be updated with a new frequency prediction for the next execution at the basic block exit. To

track when execution is exiting the basic block, the table also includes a counter initiated with
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the number of basic block instructions, NI , at the entry of the basic block. This counter is

decremented each time an instruction finishes execution, reaching zero at the basic block exit.

The additional costs over the conventional approach include the power and area of the

timing speculation table as well as potentially more frequent frequency changes. To control

these costs, we introduce two design parameters. The first parameter, NB, limits the speculation

instances spatially to the NB most frequently executed basic blocks. These basic blocks are

selected for local speculation because the accuracy of predicting their frequency affects running

time more significantly than others. NB determines the number of entries in timing speculation

table. Similar to [64], we assume that the table is implemented as a SRAM structure and incurs a

negligible power overhead as long as NB ≤ 128.

The second parameter, NS, limits the speculation instances temporally by specifying how

many times we skip prediction and reuse the previous frequency for a basic block before a new

prediction is made. For example, NS = 4 means that a predicted frequency will be reused for the

next 4 executions of the basic block. This effectively limits the number of frequency changes

for single basic block loops because the predicted frequency does not change for the next NS

iterations/executions. Similar to NI , this can be implemented with a counter decremented with

each basic block execution. New predictions are kept from updating the frequency field of the

timing speculation table unless the counter value is 0. We will explore the design space created

by these parameters in Section 5.5.

5.2.2 Limited Error Sampling

Selective local speculation is based on the assumption that error rate of previous execu-

tions of a basic block is a better predictor of its future error rate than the global error rate. This

local strategy raises the question of the appropriate depth of error rate sampling. To predict the

future error rate of a basic block, should we implement a long-term sampling scheme using error

rates of all previous executions of the basic block, or rely only on its most recent history and use,

for instance, the only last n executions?
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To answer this question, we designed and performed a simple experiment. In this

experiment, we explored how the effective delay of an instruction defined as the propagation

delay of the slowest path it sensitizes changes as it is executed multiple times. We selected the

5 most time consuming basic blocks of the programs in Mibench benchmark suite [32] and

tracked the effective delays of their instructions as they were iteratively executed in loops. We

then measured the distance between effective delays of dynamic instances of each instruction.

Figure 5.1 shows the average distance of the instruction effective delays as a function of their

execution distance. Execution distance of two dynamic instances of an instruction executed in

the kth and jth iterations of the loop is defined to be |k− j|. For example, the execution distance

between two dynamic instances of an instruction executed in the first and second iterations of

the loop is 1 while the first and third instances have an execution distance of 2. Instruction

delay distances were measured as the Hellinger distance between the distributions. As Figure 5.1

shows, there is a generally direct relationship between delay and execution distances. This

implies that the most recent execution of a basic block is likely a better predictor of its next

execution in terms of timing errors. Accordingly, limited error sampling uses the most recent

error rate of a basic block to predict its next frequency.

5.2.3 Maximum Throughput Tracking

In the conventional approach, frequency is adjusted so that the error rate remains close

to a pre-specified error rate threshold. Consequently, the performance of this method is highly

dependent on the selection of error rate threshold(s). In addition to the difficulty of finding

optimal threshold values, this approach cannot capture the highly dynamic relationship of

frequency and error rate. Maximum throughput tracking is a more robust strategy where error

rate threshold is eliminated and frequency adjustments are made based on the dynamic changes of

throughput rather than the raw error rate. Similar to the well-known hill climbing algorithm, the

direction of frequency change in each iteration is determined based on the effect of the previous

change on the throughput. Frequency is increased when a previous frequency increase (decrease)
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Figure 5.1. Delay Distance as a Function of Execution Distance

has resulted in an increase (decrease) in throughput. Conversely, frequency is decreased when a

previous frequency increase (decrease) has led to a decrease (increase) in throughput. Similar to

[7], we assume the hardware cost of implementing this algorithm is negligible.

5.3 Error Model

We use a functional timing model called Clustered Timing Model (CTM) [2] that enables

dynamic timing analysis by grouping functionally similar timing paths of the processor and

modeling their collective propagation delay as a function of their specific operation. Accuracy

of CTM has been verified with a maximum error of 6.7% across a wide range of voltage-

temperature corners [2]. Our approach in estimating effective delay of instructions is motivated

by the observation that typical applications spend most of their runtime in loops, executing a few

basic blocks over and over again. In order to take advantage of this, we develop timing models

for each basic block in a pre-characterization phase where the most time consuming parts of the
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timing analysis are performed offline. In the next section, we will show how this approach allows

the simulation to be performed at the architecture level, significantly improving the simulation

time.

5.3.1 Clustered Timing Model

Overview. CTM partitions the endpoints of a digital circuit into a set of Register Clusters

(RC) and the timing paths into a set of hyperpaths that connect the RCs together. We consider

the integer unit of LEON3, an open-source in-order processor core that implements the SPARC

V8 architecture [36]. As instructions go through the pipeline, they change the RC values. The

model then includes a function for each hyperpath that predicts its effective delay (i.e. maximum

propagation delay of its sensitized paths) based on its origin and destination RC value transitions.

Finally, an instruction is predicted to cause a timing error when at least one of the hyperpaths it

uses has an effective delay larger than the clock cycle.

Functional Paths In order to map RC value transitions to hyperpath effective delays,

CTM models each hyperpath, which is essentially a collection of timing paths, as a set of

functional paths. The operation performed by a hyperpath is then viewed as a combination of the

activation of some of its functional paths. As an example, consider the execution stage hyperpath

when an add instruction is being performed. This hyperpath consists of the timing paths of the

multi-bit adder in the execution stage. Roughly speaking, each bit in the output of the adder

can go high using a carry chain that starts from a lower order position (we ignored the local

activation when input carry is zero because carry chains are typically slower). Accordingly, CTM

considers a functional path for every possible carry chain in the adder, from every bit position to

all higher order ones. Functional paths of all hyperpaths are identified similarly based on their

specific operation.

Training and Use. Training of a CTM involves characterizing the delay of functional

paths. This is achieved by measuring the hyperpath delay when running special training codes

designed to selectively activate specific functional paths. When process variation is considered,
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all delay values turn into random variables and the correlation between timing paths is abstracted

into correlations between functional paths. To use the model, the delay of a hyperpath is

calculated as the maximum of the delays of its activated functional paths rather than the activated

timing paths.

Implementation. We implemented a CTM for LEON3 in a micro-architectural simulator,

similar to the one described in [2], that takes a sequence of instructions and produces their

effective delays. Since the model needs RC values at every clock cycle, the simulation cannot

be performed at the architecture level and is, therefore, too slow for typical programs with

large data sets. Throughout this chapter, measuring instruction probabilities refers to using this

CTM-enabled simulator to estimate them.

5.3.2 Control Delay Characterization

Distinguishing the data and control planes of the processor, our approach is based on

the intuition that while the sensitized paths in the processor datapath vary each time a basic

block is executed with a different input, control network paths go through similar activation

patterns. Using CTM terminology, we propose to classify the hyperpaths into two types: (i)

control hyperpaths that together constitute the control network of the processor, and (ii) data

hyperpaths that together form the datapath. Then, the effective delay of an instruction, D, is

estimated as,

D = MAX(Dcontrol,Ddata), (5.1)

where MAX represents a statistical maximum operation and Dcontrol and Ddata are the effective

delay of the control and data hyperpaths used by the instruction, respectively, hereafter referred to

as the instruction control and data delays. Note that all delays are assumed to follow a Gaussian

distribution.

By moving estimation of control hyperpath delay to an offline pre-characterization phase,

we expect to achieve significant simulation time improvements for the following two reasons.
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First, while data hyperpaths perform operations that can be concisely described mathematically,

control hyperpaths have a more irregular functional path structure due to the bit-level computa-

tions they perform on control signals. More importantly, we can now perform the simulation at

the architecture level because data hyperpath delays can be modeled using only architecturally

visible registers whereas estimating control hyperpath delays requires values of internal pipeline

registers, referred to as RCs in CTM terminology.

Therefore, in the pre-characterization phase, we measure the control delays of all in-

structions for each basic block. A complicating issue is the effect of the program control flow.

Instructions of two neighboring basic blocks usually share the pipeline during their execution.

As a result, control delay of an instruction could be different depending on the previous executed

basic block. To account for this effect, we measure instruction control delays once for each

possible previous basic block in the Control Flow Graph (CFG). Later during the simulation

when the previous basic block is known, we use the appropriate control delay when evaluating

Equation 5.1.

Suppose that we want to characterize control delays of instructions in basic block B along

one of its incoming edges e from basic block B. We implemented a simple symbolic execution

tool that derives the branch condition of B in terms of its input (i.e. registers and/or memory

locations accessed by instructions in B). This condition is then used to ensure that the randomly

generated input executes e. Finally, the execution is started at the top of B and control delays

of instructions in B are measured. This process is repeated multiple times and the mean of all

measured control delays of each instruction is used during the simulation.

To evaluate the accuracy of our model, we randomly selected 100 basic blocks from

the applications in MiBench [32] benchmark suite. These basic blocks contained an average of

around 11 instructions. We characterized the basic blocks using 10 measurements for each control

delay estimation using the method described above. Finally, using 100 randomly generated input

vectors for each basic block, we compared the estimated and measured effective delays of all

instructions. To quantify the comparison, we use squared Hellinger distance as a measure of the
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difference between instruction delay distributions. It takes values between 0 and 1 where smaller

values indicate more accuracy. The squared Hellinger distance for two Gaussian distributions,

PN(µ1,σ1) and QN(µ2,σ2), is given by,

H2(P,Q) = 1−
√

2σ1σ2

σ2
1 σ2

2
e
− (µ1−µ2)

2

4(σ2
1+σ2

2 ) (5.2)

We found that the distance was smaller than 0.1 in 97.3% of the experiments with an average

value of 0.027, illustrating the reliability of the model.

5.3.3 Error Rate Estimation

During the simulation when frequency is known, instruction delays estimated by the

error model must be converted into basic block error rates so that the simulator can implement

frequency tuning. Since instruction delays are estimated as Gaussian distributions, the probability

of an instruction experiencing a timing error, referred to as its error probability, is given by,

P =
1
2
[1+ er f (

1
F −µ
√

2σ2
)], (5.3)

where F is the working frequency, µ and σ are the mean and standard deviation of the instruction

delay, and er f () is the error function.

Now, consider a basic block containing n instructions with error probabilities p1, . . . , pn.

To estimate the error rate, let I = (I1, . . . , In) be a set of Bernoulli random variables corresponding

to the instructions such that Pr(Ii = 1) = pi. Clearly, the number of errors can be expressed as

the sum of instruction random variables, ne = ∑
n
i=1 Ii. Therefore, the expected number of errors

can be calculated by summing instruction error probabilities and the expected error rate is given

by,

re =
1
n

n

∑
i=1

pi. (5.4)
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5.4 Simulation Framework

In this section we describe a framework for evaluation of various timing speculation

strategies. The framework creates an instrumented version of the program that simultaneously

implements the error model described in Section 5.3 to predict timing errors and estimate error

rates as well as the timing speculation strategy described in Section 5.2 to perform dynamic

frequency tuning. To perform the simulation, the instrumented program can be run on any

machine that implements the instruction set architecture (ISA), resulting in very fast simulations.

The operation of the instrumented program can be summarized in the following steps:

Before executing a basic block, error rate is read, frequency is set and pre-characterized

instruction control delays corresponding to the executed incoming edge are loaded. During the

execution, transition signatures of instructions are extracted and saved. Transition signatures,

which will be explained shortly, are used to identify the functional paths activated by an instruc-

tion. After executing the basic block, activated functional paths are identified from transition

signatures and used to estimate data delay of instructions. Then, effective delays of instructions

are estimated using data and control delays and are used to find error probabilities of instructions

using current frequency. Finally, the expected error rate of the basic block is computed, recorded

and used to calculate speculation speedup.

5.4.1 Transition Signatures

Suppose that we are interested in finding the functional paths activated by the current

instruction, ic, with operands opc
1 and opc

2 and result rc, which is executed immediately after

the previous instruction, ip, with operands opp
1 and opp

2 and result rp. Below, we define a set of

transition signatures derived from these architecturally visible parameters that uniquely identify

the functional paths activated by ic.

Register Access. In the register access stage, two sets of functional paths simply transfer

the instruction operands from the register file. Activated functional paths are those used by
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exactly one of the instructions and can be readily identified from the two transition signatures

tsra
1 = opc

1⊕opp
1 and tsra

2 = opc
2⊕opp

2 , where ⊕ is the exclusive-or operation.

Execute. In the execution stage of LEON3, all functional units share a single register for

input operands. As a result, each functional unit performs its operation on the shared operands

although the result of only one is registered. There- fore, the previous state of the active functional

unit which, together with its current state, determines its sensitized paths, is the state induced by

performing its operation on the operands of the previous instruction, even if it was a different type

of instruction. To emulate this shared register scheme, we assume that the previous instruction ip

performs the same type of operation on its operands as the current instruction ic. We will later

show that this assumption can easily be implemented by inserting another instruction with source

and destination registers of ip and the opcode of ic between the two instructions. Transition

signatures are then defined based on the type of the instruction.

For logical instructions (and, or, etc.), each functional path is used if the corresponding

bit in the result is 1 and the activated functional paths are those used by exactly one of the in-

structions, readily identified from the transition signature tsexe = rc⊕ rp. Arithmetic instructions

(add, sub, etc.) and memory access instructions (ld and st, which behave similar to add)

have functional paths corresponding the carry chains of the addition they perform in the execute

stage. Consider the multi-bit addition, s = a+ b in which s = a⊕ b⊕ c where ci denotes the

input carry to ith bit. We can find carry bits by rewriting this as ci = ai⊕bi⊕ si. A carry chain

from bit i to bit j (i < j) is used when ci = 0, ci+1 = · · · = c j = 1, Therefore, we define two

transition signatures tsexe
1 = opp

1⊕opp
2⊕ rp and tsexe

2 = opc
1⊕opc

2⊕ rc. The activated functional

paths are those used by exactly one of the additions.

Memory Access and Write-Back. The functional paths used in the memory access and

write-back stages are determined by instruction results. Therefore, activated functional paths can

be readily identified from the two transition signatures tsmem = tswb = rc⊕ rp. Note that while

the activation patterns are the same, functional paths of ld and st instructions in the memory

stage are different from those of other instructions.
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5.4.2 Source Code Instrumentation

In this section, we describe a source code instrumentation technique that extracts and

stores the transition signatures and implements our timing speculation scheme. We explain

the details using the example in Figure 5.2 which shows how each basic block in the CFG is

instrumented.

Incoming Edge Basic Block. A basic block is added along each incoming edge. Lines

1-2 call the function bb in with the parameter bb id that identifies the basic block. This

function reads the error rate and is responsible for setting the frequency for the basic block. It

also loads the control delays corresponding to the incoming edge into a pre-specified array to be

used for estimating instruction delays. In lines 3- 5, r1, r2, and r3 represent any three regular

registers not read or written in the basic block. These registers which are called working registers

are copied into three Ancillary State Registers (ASRs). ASRs are a set of 16 registers provided

by SPARC architecture for profiling and testing purposes.

Outgoing Edge Basic Block. A basic block is added along each outgoing edge. In lines

27-29, the working registers are restored to their original values. Lines 30-31 call the function

bb out with the basic block index which (i) identifies the activated functional paths using

extracted transition signatures, (ii) uses them to estimate data delays, (iii) reads control delays

and calculates instruction delays, and (iv) computes instruction error probabilities, the expected

error rate, and speculation speedup.

Instrumented Basic Block. The original basic block is replaced by another basic block

that identifies and stores the transition signatures of all its instructions. Lines 6-26 show the

instructions that replace a ld [%l1+%l2], %l3 instruction. We chose a load instruction to

explain the instrumentation technique as it is the most complex type of instruction for transition

signature extraction and shows all instrumentation code details . Lines 6-7 move operands of the

previous instruction into r1 and r2. Instrumentation codes of all instructions store the operands

and the result of the the current instruction in asr1, asr2, and asr3 (lines 16, 17, and 23).
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Incoming Edge Basic Block

set %o0, bb_id
call bb_in; nop
wr %r1, %asr4
wr %r2, %asr5
wr %r3, %asr6

Instrumented Basic Block

...
rd %asr1, %r1
rd %asr2, %r2
xor %l1, %r1, %o0
call save_sig; nop
xor %l2, %r2, %o0
call save_sig; nop
add %r1, %r2, %r3
xor %r1, %r2, %o0
xor %r3, %o0, %o0
call save_sig; nop
wr %l1, %asr1
wr %l2, %asr2
add %l1, %l2, %r3
xor %r1, %r2, %o0
xor %r3, %o0, %o0
call save_sig; nop
ld %l1, %l2, %l3
rd %asr3, %r3
xor %l3, %r3, %o0
call save_sig; nop
wr %l3, %asr3
...

Outgoing Edge Basic Block

rd %asr4, %r1
rd %asr5, %r2
rd %asr6, %r3
set %o0, bb_id
call bb_out; nop

Figure 5.2. Example of Basic Block and load Instruction Instrumentation

109



Lines 8-11 extract and store transition signatures for the register access stage (i.e. tsra
1 and tsra

2 ).

Line 12 emulates the shared operand register scheme by performing the operation of the current

instruction in the execute stage on the operands of the previous instruction. Lines 13-15 then

identify and store one of the execution stage transition signatures tsexe
1 . Operands of the current

instruction are stored in asr1, asr2 in lines 16-17 before the second transition signature of

the execute stage, tsexe
2 , is extracted in lines 18-21. Line 22 is 2 the original load instruction

executed to ensure that behavior of the instrumented program does not change. Finally, the

last pair of transition signatures, tsmem and tswb are extracted and stored in lines 23-25 and

the result of the instruction is stored in asr3 in line 26. All arrays used for storing variables

including frequencies, error rates, etc. are maintained as global variables as are functions bb in,

save sig, and bb out which are written in C and linked with the instrumented program.

We implement the instrumentation technique in C++ and recompile the instrumented codes to

produce executables. To perform the simulation, the instrumented program can be run on any

machine that implements the ISA.

5.5 Experimental Results

In this section, we evaluate the timing speculation strategies proposed in this chapter.

Note that experiments for validating our error model were presented in Section 5.3.

5.5.1 Experimental Setup

Synthesis and Static Timing Analysis. The design was synthesized on the 45nm

TSMC technology targeting the typical-case corner (T T ,0.9V ,25°C). We set the frequency of our

baseline system to 718MHz using SSTA at (0.81V ,25°C), guardbanding for a 10% voltage droop.

For a fair comparison, we assume a fixed supply voltage of 0.81V for the TS systems studied.

This ensures that performance improvements accurately reflect the ability of the speculation

strategies to track data variations.

Error Detection and Recovery. We assume that error detection and recovery circuits

110



guarantee correct execution. We adopt a conservative error recovery mechanism known as

instruction replay at half-frequency. When a timing error is detected, the frequency is halved, the

pipeline is flushed, and the errant instruction is reissued, resulting in a 24 cycle recovery penalty

for our 6-stage pipeline.

Dynamic Frequency Tuning. Similar to a LEON3-based 45nm resilient Intel research

processor [7], we consider a clock generator that uses phase-locked loop (PLL) based on the one

in the 45nm Intel Core i7 microprocessor [40] which provides fine-grain frequency tuning in less

than 2 cycles, which we consider as the penalty of each frequency change.

Power and Area Overheads. Implementing these adaptive clocking and error detection

and recovery schemes on a processor similar to LEON3 has been shown to incur a power and

area overhead of less than 0.9% and 3.8%, respectively [7].

5.5.2 Speculation Strategies

Before we can evaluate the performance of our speculation scheme, we need to tune

the design parameters described in Section 5.2. We selected 12 applications from MiBench

benchmark suite for our study. We used the small datasets of benchmark applications for tuning

and the large datasets for performance evaluation. In all experiments, throughput values have

been normalized to the throughput of the error-free guardbanded design.

1. Tuning NB: This parameter which specifies the number of basic blocks for which timing

speculation is performed determines the number of entries in the timing speculation table.

For this evaluation, the other parameter is set to its default value, NS = 0. Figure 5.3 shows

normalized throughput as NB is increased by powers of two from 2 to 128. From the figure,

it can be seen that maximum throughput is achieved for NB = 32 or NB = 64 depending on

the application. A larger NB increases throughput by improving the accuracy of frequency

predictions. However, it also increases the number of frequency changes which incur a

2-cycle penalty each and limit throughput increase. Based on these results, we consider

NB = 32 or NB = 64 for now.
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Figure 5.3. Tuning NB. Normalized Throughput as NB Is Increased from 2 to 128

2. Tuning NS: This parameter specifies how many times a basic block skips frequency

prediction and reuses the previous frequency before a new prediction is made. Since

a larger NS reduces the number of frequency changes, it could allow for a larger NB as

well. We then consider both NB = 32 or NB = 64 for this experiment. Figure 5.4 shows

normalized throughput as NS is increased from 0 to 3. From the figure, it can be seen that

the best value for NS is highly dependent on the application. For example, the performance

of patricia and stringsearch is significantly better for NS = 0. This indicates a

highly variable timing behavior which requires more frequent predictions to achieve high

accuracy. In contrast, bitcount, crc32, and dijkstra exhibit highly predictable

timing behaviors which allows for less predictions. It is interesting to note that when NS is

not 0, NB = 64 performs better than NB = 32 by limiting the number of frequency changes.

Based on these experiments, we select the first two parameters, NB = 64 and NS = 1, for

the next experiments.

3. Performance Evaluation: Using the tuned parameters, we evaluated the performance of our

speculation scheme. Figure 5.5 shows the results of our experiments for three TS systems.

Our speculation scheme is denoted by Proposed. The conventional approach, denoted by
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(a) NB = 32

(b) NB = 64

Figure 5.4. Tuning NS. Normalized Throughput as NS Is Increased from 0 to 3
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Figure 5.5. Normalized Throughput of Our Timing Speculation Scheme

Razor in the figure, periodically records the global error rate and compares it to a threshold

value. For a more conservative comparison, we chose the sampling frequency and error

rate threshold values that maximized the performance on average. The Oracle strategy

represents an ideal system that precisely predicts all instruction delays and instantly sets

the frequency to the largest value that causes no timing errors for each basic block. We

obtained the throughput of this system by simply summing the effective delays of all

executed basic blocks. Effective delay of a basic block is the maximum of its instruction

delays.

The figure shows that our proposed scheme consistently outperforms the conventional

approach. On average, Oracle improves throughput of the guardbanded design by 143%. But the

conventional approach achieves a 31.1% improvement, realizing less than 22% of the potential

gains. While the strategies introduced in this chapter achieves a throughput improvement of

50.9%, more than 64% of the potential gains remains untapped. This points to the significant

opportunities for improving system performance with timing speculation.

Chapter 5 is based upon the work supported by the National Science Foundations Variabil-

ity Expedition in Computing under Award No. 1029783. Any opinions, findings, and conclusions
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or recommendations expressed in this material are those of the authors and do not necessarily

reflect the views of the National Science Foundation.

Chapter 5, in full, is a reprint of Omid Assare and Rajesh Gupta, “Strategies for Optimal

Operating Point Selection in Timing-Speculative Processors,” IEEE International Conference on

Computer Design (ICCD), 2016. The dissertation author was the primary investigator and author

of this paper.
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Chapter 6

Summary and Conclusions

6.1 Cross-Layer Performance Analysis

In this dissertation, we described two dynamic timing analysis tools to efficiently analyze

performance of TS processors. Our microarchitecture-level DTA tool relies on a high-level

process-variation-aware timing model based grouping functionally similar timing paths and

modeling their timing behavior as a function of their specific operation. Our architecture-

level DTA tool accurately calculates DTS by simultaneously taking into account the effects of

process variation, instruction sequence and operands, datapath configuration, and error recovery

scheme. To facilitate the analysis, we developed an instruction-level error model that estimates

the likelihood that an instruction experiences a timing error, capturing the uncertainty caused

by process and data variations and the dynamic effect of timing errors in the form of inter-

instruction correlations caused by the error recovery scheme used by the TS processor. Based

on our instruction error model, we proposed a statistical approach for estimating error rate of

programs using statistical limit theorems and established bounds on the approximation error

using Stein’s method.

Conclusion: Modeling interdependence of circuit and architecture is necessary for

accurate performance analysis of TS processors, but a cross-layer approach that considers

hardware and software at the same time provides opportunities for improving the efficiency of

the analysis as well.
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6.2 Impact of Software on Performance

We also presented results of using our tools to analyze performance of TS processors

with an emphasis on characterizing the role of software. We introduced and characterized four

aspects of how the error behavior is affected by the running software. We proposed inter- and

intra-program variation as measures of error rate variability in different programs and among

instructions of a program. We also demonstrated that input data can cause performance variations

comparable to other sources of variability such as process variation. Finally, an analysis of the

physical location of errors in hardware was presented. We identified the regions in which most

errors occur and how different programs change the distribution of errors among them.

Conclusion: Not all applications benefit from running on a TS processor. Applications

vary significantly in frequency, sensitivity to data and process variations, and even physical

location of the timing errors they experience. Application-specific analysis is necessary for

accurate evaluation of TS processors and should be used to inform design decisions and assess

the suitability of the application for timing speculation. The combination of program and input

data can change performance of a TS processor by as much as 25%.

6.3 Timing Speculation Policy

Using the DTA tools described in this dissertation, we studied the opportunities provided

by timing speculation for improving system performance and found that current methods re-

alize only a fraction of the potential speedup. We proposed a timing speculation scheme that

attains more performance gains by improving the quality of frequency predictions. Our timing

speculation method limits the scope of speculation both in time and space. Spatially, we argued

that frequency tuning should be directed by software and performed at the basic block level

where instruction sequence is fixed and predictions are likely to be more accurate. Temporally,

we showed that the most recent history of errors is a better predictor of timing behavior than a

long-term average. Finally, we proposed to dynamically tune the frequency using an optimization
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algorithm instead of a controller. Together these strategies achieved a throughput improvement

of 50.9%.

Conclusion: Current dynamic frequency or voltage scaling schemes leave most of the

potential benefits of timing speculation untapped. A speculation policy directed by the program

control flow that selects the operating point locally, i.e., for each basic block separately and

based on its own timing error history, can achieve a larger portion of the potential benefits than

current methods that perform the frequency or voltage scaling periodically and based on the

global history of timing errors.
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