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Abstract—Modern FPGA accelerators can be equipped with many high-bandwidth network I/Os, e.g., 64 x 50 Gbps, enabled by

onboard optics or co-packaged optics. Some dozens of tightly coupled FPGA accelerators form an emerging computing platform for

distributed data processing. However, a conventional indirect packet network using Ethernet’s Intellectual Properties imposes an

unacceptably large amount of the logic for handling such high-bandwidth interconnects on an FPGA. Besides the indirect network,

another approach builds a direct packet network. Existing direct inter-FPGA networks have a low-radix network topology, e.g., 2-D

torus. However, the low-radix network has the disadvantage of a large diameter and large average shortest path length that increases

the latency of collectives. To mitigate both problems, we propose a lightweight, fully connected inter-FPGA network called OPTWEB for

efficient collectives. Since all end-to-end separate communication paths are statically established using onboard optics, raw block data

can be transferred with simple link-level synchronization. Once each source FPGA assigns a communication stream to a path by its

internal switch logic between memory-mapped and stream interfaces for remote direct memory access (RDMA), a one-hop transfer is

provided. Since each FPGA performs input/output of the remote memory access between all FPGAs simultaneously, multiple RDMAs

efficiently form collectives. The OPTWEB network provides 0.71-msec start-up latency of collectives among multiple Intel Stratix 10 MX

FPGA cards with onboard optics. The OPTWEB network consumes 31.4 and 57.7 percent of adaptive logic modules for aggregate

400-Gbps and 800-Gbps interconnects on a custom Stratix 10 MX 2100 FPGA, respectively. The OPTWEB network reduces by 40

percent the cost compared to a conventional packet network.

Index Terms—Interconnection architecture, network topology, circuit-switching networks, fiber optics, FPGAs, collectives

Ç

1 INTRODUCTION

PARALLEL data processing using multiple field-program-
mable gate array (FPGA) accelerators with high-band-

width memory, e.g., HBM2, and high-bandwidth network,
becomes a way to compute emerging parallel applications
including deep neural networks [1] or columnar database
[2]. Increasing the parallelism of the dedicated circuits in
the FPGA enables high-throughput data processing, e.g.,
sorting operation [3], [4], [5]. The more significant number
of high-bandwidth memory I/Os would result in the
higher-throughput data processing.

Interconnection networks are the heart of such FPGAaccel-
erator systems. However, the communication I/O start-up
latency bottlenecks appeared on a traditional FPGA-accelera-
tor system. In the traditional system, an FPGA accelerator is
attached to a host compute node via PCIe, OpenCAPI, or
Cache Coherent Interconnect for Acc. (CCIX). Each communi-
cation stream to a remote FPGA is transferred via a unified
off-chip interconnection network shared by inter-processor or

storage communication, e.g., InfiniBand or Ethernet. Each
communication stream is thus packed into multiple packets
that have a complicated structure for the abstraction. Since
both packetization latency overhead and PCIe handling over-
head are significant, the inter-FPGA communication start-up
latency typically reaches tens of msec order even on a small
traditional system [29], [30].

Direct interconnection networks are thus attempted on an
FPGA-accelerator system, e.g., Project Catapult v1 [6], Flow in
Cloud (FiC) project [8], EuroEXA project [9], Novo-G# cluster
[10], [30], and Cygnus supercomputer [12]. Fortunately, some
FPGA cards have network ports for fast serial communica-
tions [13]. For example, since aNetFPGASUME card provides
multiple 100-Gbps network ports, an application user can
design a direct inter-FPGA network. In an FPGA card, Ether-
net networks can be constructed by their Interectual Propertys
(IPs). Similarly, a flow control IP can be linked to data process-
ing in point-to-point communication [14], [15]. However, the
network’s hardware resources including flow control IP are
costly on an FPGA as a link bandwidth becomes large.

Typical data communications between FPGAs have to be
packetized in multiple layers. The data-link layer divides raw
data into multiple flits with control information. The network
layer then adds the destination and source information to a
packet for communication among multiple devices. Packet
processing consumes a large amount of logic to extract the fol-
lowing information from the data lines. In the data-link layer,
backpressure is needed to temporarily stop data from the
source to avoid channel buffer overflow [15]. The backpres-
sure usually requires enough buffers to store packets by the
high-speed static random-access memory (SRAM), though
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SRAM is costly. It is reported in [14] that building a reliable
packet network using IPs of Ethernet at 40 Gbps requires
more than 10 percent of resources in both adaptive logic mod-
ules (ALMs) and M20K SRAM blocks (M20Ks) in an Intel
Arria 10 FPGA [14]. These amounts correspond to 6 percent of
ALMs and 4 percent of M20Ks in Intel’s Stratix10 MX2100,
which is the largest of the FPGA with HBM2. A similar hard-
ware-resource problem arises in an accelerator of MPI collec-
tives using a custom packet technology [16], [17]. For 40-Gbps
inter-FPGA communication, 38 percent of the Stratix V
FPGA’s ALMs are consumed. This amount corresponds to 14
percent of ALMs in Intel’s Stratix10 MX2100. More than 20-
times improvement, 800 Gbps, of the bandwidth is required
to achieve HBM2 equivalent network bandwidth. However,
achieving aggregate 800-Gbps interconnects using the com-
modity IPs is not implementable in terms of the FPGAs’ hard-
ware amount because of the required hardware resource
increases in proportion to the bandwidth.

Another problem is the low-radix network topology, e.g.,
2-D torus, in existing direct inter-FPGA networks. Existing
vast network I/O pluggable ports limit the network radix in
an FPGA. The low-radix network has the disadvantage of a
large diameter and large average shortest path length. It is
known that the throughput and latency performance of a
low-radix network is inferior to a high-radix network.

To mitigate the large hardware-resources and the large
path-hop problems, we unburden a complicated packet net-
work in this study. We build an FPGA-to-FPGA synchroni-
zation circuit using a simple single-cycle block signal. Since
the block signal assumes to connect only two devices, a fully
connected network topology is designed with advanced
optical technology. Recently, high-density many I/Os are
enabled by onboard optics or co-packaged optics for hyper-
scale high-radix top-of-rack switches [18]. We are develop-
ing silicon photonics-based onboard optics, which can
provide many optical I/Os in FPGAs. e.g., 32 or 64 (32�25
Gbps or 64�25 Gbps) [19]. We design and implement a fully
connected network topology for an inter-FPGA network. It
supports up to 64 FPGAs that would be the maximum num-
ber of optical I/Os at a modern, cost-effective FPGA card
due to its areal density. Optical cables are thin to wire than
electrical cables and can be used to prepare fully connected
wiring sheets for up to dozens of endpoints even though
the volume of the cable increases by N2-N. In the case of a
more significant number of FPGAs, we apply wavelength
division multiplexing (WDM) to an inter-FPGA network to
logically form a fully connected network topology with a
shorter aggregate cable length [20], [21].

At the communication operation layer, we provide a point-
to-point, i.e., send/recv, sendrecv and six collectives, based
on a Single ProgramMultiple Data (SPMD) model with mes-
sage passing. Collectives are operations that involve commu-
nication of all FPGAs in a group. We provide barrier, scatter,
gather, broadcast, alltoall, and allgather as collectives.

The above inter-FPGA network architecture, OPTWEB, is
so named because many optical links like spider threads
tightly connect all FPGAs. The contribution of this study is
summarized as follows.

1. OPTWEB networks provide separate end-to-end
paths on a fully connected network topology for

simplifying the network structure in each FPGA. It
enables collectives using one-step one-hop multicast
(Section 3).

2. AnOPTWEBnetwork using the custom Intel Stratix 10
MX FPGA cards achieves 0.71-msec start-up latency of
typical collectives. The collectives fully utilize themax-
imumeffective bandwidth of each link (Section 4).

3. We discuss and quantify the OPTWEB network in
terms of cost, application-performance estimation,
and scalability (Section 5).

The remainder of this paper is organized as follows. Sec-
tion 2 presents background information on the OPTWEB
networks. Section 6 makes our conclusions and future work.

2 BACKGROUND INFORMATION

2.1 Onboard Optics and Co-Packaged Optics (CPO)

Optical technology integration to chip package, co-pack-
aged optics (CPO), is a promising technology for switch
ASICs and commodity FPGA/CPU/GPUs. Hyperscale
datacenters highly demand a top-of-rack high-radix high-
throughput single-chip switch. Broadcom releases the
design of Tomahawk 3 Ethernet switch ASIC (12.8 Tbps) in
2018, Tomahawk 4 (25.6 Tbps) in 2019. It is expected that a
switch ASIC will reach 51.2 Tbps in the first half of the
2020s. In current Ethernet switches, electric SERDES conver-
sion consumes significant power, and the broad area of the
aggregate I/O pluggable ports increases the onboard wire
length. To mitigate both problems, the optical technology
should be tightly coupled with a switch ASIC. In this con-
text, onboard optics are needed to support up to 40 Tbps
switch ASIC [22], and CPO commercially becomes mature
before 51.2-Tbps switch ASIC is deployed.

The similar integration occurs in FPGAs. DARPA PIPES
project is attempting to enable aggregate signaling rates to
100 Tbps by CPO [23]. In Japan, we have developed
onboard optics using Optical I/O Core for 100-Gbps trans-
ceiver (4�25 Gbps), and we have integrated these optics
into a custom Intel Stratix 10 FPGA card [19]. Optical I/O
Core is commercially available from AIO CORE Corpora-
tion [24]. In this study, we use our onboard optics for the
inter-FPGA communication.

2.2 Target FPGA

This study targets an FPGA that is equipped with high-band-
width memory and high-bandwidth optical transceivers for
distributed data processing. Leading FPGA manufacturers,
Intel and Xilinx, have FPGAs with HBM2 as the wide-band
memory. The Stratix10MX 2100 has themost substantial logic
of an Intel’s FPGA with HBM2. In this study, we design and
implement the OPTWEB network on Intel Stratix 10 MX
FPGA 2100 cardswith our onboard optics.

The maximum number of interconnected FPGAs is cur-
rently 64 by our technology-driven design (see Section 5.3) of
the OPTWEB network. The existing direct inter-FPGA net-
work usually targets up todozens of FPGAs (see Section 2.3.2),
and amore significant FPGAs are communicated via an inter-
CPU network via PCIe [12]. Although we consider that 64
FPGAs are reasonable when an FPGA accelerator system is
stored on a chassis, we illustrate the extension to connect a
larger number of FPGAs (see Section 5.3).

850 IEEE TRANSACTIONS ON COMPUTERS, VOL. 70, NO. 6, JUNE 2021



2.3 Existing Inter-FPGA Networks

2.3.1 Data-Link Layer

An Ethernet frame has two types of control data: one for
network and one for link. The former includes the informa-
tion of destination, source, and data size. The latter includes
a preamble to detect the beginning of the packet and an
inter-packet gap (IPG) to provide appropriate spacing
between packets. These are placed at the beginning of the
frame. The frame check sequence (FCS) is added to the end
of the frame, and is used for verification with parity-check
or cyclic redundancy codes.

Packets could be lost, and out-of-order delivery could
occur on an inter-FPGA Ethernet implementation. This
becomes a problem when dealing with successive data in
direct memory access (DMA). The other implementation
issue for distributed data processing is a channel buffer over-
flow [14], [15]. To avoid a channel buffer overflow, a switch-
ing technique should be carefully designed. Cut-through
switching that can send the header before receiving the tail is
commonly used in high-performance interconnection net-
works. The cut-through switching requires particular hard-
ware logic to handle a credit-based flow signal between two
endpoints of the link for avoiding channel overflow [14], [15].
This is usually achieved by providing dedicated control bits
in the payload to achieve synchronization between endpoints.
This requires a mechanism to extract the control bits flowing
from the data lanes in the FPGA.

2.3.2 Network Layer

The inter-FPGA networks can be built using IPs, e.g., Ether-
net PHYs. However, the amount of logic for supporting a
commodity packet network becomes a design bottleneck on
an FPGA as the network bandwidth becomes large, as
described in Section 1. Building a packet network using
Ethernet IPs with the flow control would not be feasible
with the high-bandwidth I/Os, e.g., 800 Gbps enabled by
onboard optics or CPO on an FPGA.

Another approach to designing an inter-FPGA network
is to include a lightweight router without Ethernet IPs on an
FPGA. The Catapult-v1 node uses SerialLite 3 (SL3) with
optical transmission technology, e.g., QSFP 40 Gbps, for the
communication. The inter-FPGA network follows a packet
structure for a low-radix network topology, 6�82-D torus
[6]. Cygnus supercomputer ranked in 264 on top500 as of
June 2019 takes an 8�82-D torus for the inter-FPGA network
using SL3. Novo-G# also takes a torus in a typical configura-
tion. The torus network requires a router that operates input
buffering, routing computation, virtual-channel allocation,
switch arbitration, and flit crossbar transfer on each FPGA.
A router consumes a vast hardware resource of each FPGA.

Another problem is the path hops on their low-radix torus
networks. Path hops directly affect the communication
latency. Indeed, Cygnus and Catapult-v1 network consume
200 ns per hop [12] and 400 ns per hop [6], respectively. The
low-radix networks take a large diameter and a large average
shortest path length (ASPL), and generate large total path
hops of packets on amulticast operation [7].

A unique inter-FPGA network relies on circuit switching.
Static time-division multiplexing in Flow-in-Cloud (FiC)
project [8] and the optical circuit switching in Noctua [11]

implement circuit switching. In a Noctua supercomputer,
optical circuit switching connects the 40-Gbps QSFP port of
each FPGA. It establishes an end-to-end path before starting
the communication using S320 optical circuit switches. Both
circuit-switching implementations simplify the packet net-
work structure. They are efficient when the number of com-
munication source-and-destination pairs is small and
predictable.However, we consider that such a case is not typi-
cal in the inter-FPGAnetwork for distributed data processing.

2.3.3 Collective

For distributed data processing, the support of collectives is
essential. In [26], a PC cluster consisting of 128 nodes with
1024 GPUs completed a training phase of ImageNet in 15
minutes. It is reported that 20 percent of the execution time
is consumed for communication at 128 nodes, and its ratio
would be more significant as the scale becomes large. The
importance of collectives, e.g., allreduce, is also illustrated
for deep learning training by [27].

GPU-to-GPU Remote DMA (RDMA) is often used for
improving the performance of AI learning through distrib-
uted data processing. Since low start-up latency communi-
cation is required to accelerate learning, InfiniBand and
NVLINK are frequently used. However, with these technol-
ogies, it is reported that the start-up latency is about 10 msec
even for point-to-point communication. The start-up latency
of collectives also increases with a large number of con-
nected nodes [28].

The collectives between FPGAs are also being considered.
It is reported that speeding up a gather operation is difficult
on existing inter-FPGA networks. Surprisingly, it is reported
that inter-CPU communication via PCIe is faster than an
inter-FPGA communication because of the bottleneck of the
data input part in an inter-FPGA 2-D torus network [29]. It is
also reported that an inter-FPGA2-D torus network consumes
several tens of msecs for MPI multicast and reduction opera-
tions [30]. The delay usually becomes higher in the collective
than that in point-to-point communication.

Unicast-, tree- and path-based multicast techniques are
typical implementation methods for multicast in intercon-
nection networks [41]. Unicast-based multicast consists of a
large number of unicasts to deliver a message to all the des-
tinations. In the tree-based multicast, a spanning tree whose
root is a source node is built. Each message is then for-
warded along the spanning tree. The tree-based multicast
would minimize the total path hops of the messages [31]. A
path-based multicast sends data along a path that includes
all destinations, and thus requires an efficient multicast-
path search, e.g., Hamiltonian cycle for multicast. It mini-
mizes the number of messages on a multicast. The tree- and
path-based methods require a particular function to for-
ward the message on FPGAs, and it would not be light-
weight. In this study, we implement the unicast-based
multicast for collectives on the inter-FPGA network.

3 OPTWEB NETWORK ARCHITECTURE

We propose a network architecture called OPTWEB. A typi-
cal configuration of conventional and OPTWEB networks is
compared in Figs. 1a and 1b. Each key element of the OPT-
WEB network approach is explained hereafter.
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3.1 Network Design

3.1.1 Data-Link Layer

Synchronization is necessary for communication between
FPGAs. We introduce simple inter-FPGA communication
synchronization in each link for small hardware resources.
The simple inter-FPGA communication synchronization
distinguishes data and control signals. As shown in Fig. 1b,
the link connections have a control lane (Data Active) to
determine whether the data lane is activated or not every
clock cycle. The control signal assumption is conventional
since the equivalent of the start of packet (SOP), or the end
of packet (EOP) control signal is provided in Intel’s FPGAs,
as well as Xilinx FPGAs.

A source FPGA sends data (Clk 3 in Fig. 1b) after it sends
a single-cycle active signal (Clks 0-2). When a single-cycle
active signal is received at a destination FPGA, it is treated
as a notification from the other FPGA. When two-cycle or
longer active signals are received at the destination FPGA,
the first clock data (Clk 3) is removed, and the rest data
(Clks 4�n) is passed to a DMA controller (DMAC). Unlike a
packet structure, we do not have to send the destination
and source FPGA identification because we provide a sepa-
rate end-to-end path (see Section 3.1.2).

We provide no link-level backpressure flow control.
Besides the link-level design, the communication operation
layer handles communication instructions for avoiding a
channel buffer overflow (see Section 3.3).

3.1.2 Network Layer

Network topologywould ideally have a low diameter and low
average shortest path length. In this context, we take an ideal
fully connected network topology by using up to 64 I/Os per
FPGA enabled by onboard optics or CPO. The physical imple-
mentation of a fully connected network topology depends on
the number of FPGAs, as shown in Fig. 2. Optical fiber can
transmit broadband signals with low loss and can be easily
connected among FPGA cards. The number of optical fibers
becomes N(N-1), where the number of FPGAs is N, if direct
cabling is taken as shown in Fig. 2a. The direct cabling would
support up to a dozen of FPGAs in terms of the cable density.

When connecting a more significant number of FPGAs, we
introduce the concept of Optical Hub in Figs. 2b and 2c [20].
The function of the Optical Hub is an optical shuffle circuit
with passive optical components that physically connect the
FPGAs in a star structure [33]. The Optical Hub does not
provide the arbitration function. It can be a fiber sheet
(Fig. 2b) or wavelength router (Fig. 2c). The former, called
Parallel Optical Hub (P-OH), is a fiber sheet that realizes the
fully connected network topology with high-density fiber
optic wires. Connecting nodes and Optical Hub with N 2N-
core-MPO (Multi-fiber Push On) /MPO ribbon fiber logi-
cally allows for a fully connected network topology. The lat-
ter, called Wavelength Router Optical Hub (W-OH), is the
cyclic wavelength division multiplexing (WDM) technolo-
gies that have been developed in the telecommunications
field [34]. With WDM technology, two single-mode fibers
connect the node and Optical Hub for bidirectional commu-
nication [20], [21]. In this case, only 2N optical fibers or
N 2-core-cables are needed between Optical Hub and all
FPGAs. Its total length becomes short compared to the case
of Fig. 2a.

Our fully connected network topology provides separate
end-to-end paths that behave like circuits using the same
number of I/Os as the number of FPGAs. A source FPGA
thus sends different messages to all the FPGAs simulta-
neously. Notice that the routing function is simple for any
fully connected network implementations because each
path can correspond to a cable or a wavelength.

3.1.3 Communication Operation Layer

The fully connected network topology provides a one-hop
communication to all nodes simultaneously. Since we take a
unicast-based multicast as described in Section 2, we can
provide a one-step one-hop multicast. It is expected that the
communication latency of the multicast is close to that in
point-to-point communication.

We assume the Single Program Multiple Data (SPMD)
model with message passing. We support eight point-to-
point and collective operations, i.e., barrier, send/recv, sen-
drecv, scatter, gather, broadcast, alltoall, and allgather. For
each inter-FPGA communication, the starting address of the
sent data, the starting address of the received data, the data
size, the source and the destination nodes, and the group of
nodes for collectives are specified by a communication
instruction at FPGAs.

3.2 Network Interface Design

Fig. 3 shows a block diagram of the network interface on an
FPGA. The HBM2 is located on the silicon interposer beside

Fig. 1. Outline of network design.

Fig. 2. Three physical implementations of a fully connected network.
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an FPGA in the FPGA package. The HBM2 has several mem-
ory I/Os (M#i, i ¼ 0, . . ., N-1). Each memory I/O is accessed
via a memory-mapped interface, and connected to the
M_DMAC, which consists of multiple DMACs (D#i, i ¼ 0, . . .,
N-1) in order to eliminate the influence of the host
by offloading of computation and communication. The
DMACs are prepared for the number of connected FPGAs.
Then, basically, the D#n in the FPGA#m is connected to the
D#m in the FPGA#n during collectives. However, in commu-
nications where data is copied and distributed, such as broad-
cast and allgather, any D#i on source FPGA can be used. One
DMAC is selected, and then the distributed switch copies the
data and then distributes it. These DMACs connect to the dis-
tributed switch by stream interfaces (IFs) without address
lines. This is because each FPGA can capture address infor-
mation from communication instructions and because the
address space in each FPGA corresponds to one to one. It is
connected to the user application logic and the distributed
switch through the changeover switch. We can switch the
connection of M_DMAC to/from user application logic and
that to/from the remote FPGA by using the changeover
switch. The command sequencer manages this operation. An
FPGA is connected to all the other FPGAs via the distributed
switch. Each key element of the network-interface design is
explained hereafter.

3.2.1 Distributed Switch

Fig. 4 shows a detailed block diagram of the distributed
switch and M_DMAC when four FPGAs are interconnected
(we omit the changeover switch). Each D#i consists of a
reading block (R#i) that retrieves data from the memory
and a writing block (W#i) that writes data to the memory.
At the memory side of the distributed switch, 2N stream IFs
are prepared and connected to these R#i and W#i with
stream IFs where N is the number of FPGAs. Similarly, at
the network side of the distributed switch, N stream IFs are
prepared for the data transmission, and the remaining N
stream IFs are prepared for the data reception. Then, Link
IP is placed between the distributed switches of different
FPGAs. SL3 or Interlaken is used as link IP. These link IPs
allow for signal transmission of several 10 Gbps per line,
and enable higher bandwidth communication using multi-
ple signal qualities. These rates are enough for the current

network design using a 100(4�25)-Gbps transceiver. The
amount of hardware logic for such Link IP can be smaller
than that of a conventional packet processing method
because no flow control is required.

The distributed switch records the connection pattern
between the network port and Memory I/Os in each collec-
tive. To support the multiple (local and remote) memory
accesses simultaneously, a distributor is placed in each IF at
the sending side. Then, an N�1 switch is used in the latter
stage to select multiple distributors’ data. On the other
hand, an N�N switch is placed at the receiving side to sup-
port any memory access pattern. These directional switches
enable a direct connection between any DMACs in different
FPGAs. In the local data movement within an FPGA, we set
to connect an output of the N�1 switch at the sending side
to an input of the N�N switch at the receiving side.

3.2.2 Command Sequencer

The command sequencer is prepared to offload the distrib-
uted data processing of the FPGA from the host. The com-
mand sequencer is connected to the control register of the
distributed switch, the dispatcher of the M_DMAC, and the
control part of the application user logic and changeover
switch. Instructions from the host to each functional part
are stored in the command sequencer. Then, the command
sequencer sends instructions to each functional part in turn.

Communication types are specified as instructions in an
SPMD model. The starting address of the sent data, the
starting address of the received data, the data size, the
source and the destination nodes, and the group nodes are
specified as the instruction’s arguments of the communica-
tion. When RDMA is performed, the communication path is
set up by specifying the dispatcher, the control register, and
the changeover switch.

3.2.3 Memory-Bus Structure

The M_DMAC and memory I/Os are prepared for all
FPGAs. A full crossbar switch is a common way to connect
all I/Os to retrieve data from any memory space. Xilinx pro-
vides crossbar switches as a default in the FPGA with
HBM2. Xilinx alternatively provides multiple 4�4 crossbar
switches to reduce hardware resources. However, when
multiple crossbars are interconnected for memory read/
write operation, the same end-to-end bandwidth as I/O
bandwidth is not guaranteed [35].

Fig. 3. Block diagram of the network-interface design in the FPGA.

Fig. 4. Block diagram of the distributed switch and M_DMAC.
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To mitigate this bandwidth problem, we take a different
implementation. Fig. 5 shows a block diagram of our mem-
ory-bus configuration between memory I/Os and M_DMAC
for ensuring high read/write throughput. We prepare two
independent IFs with the samememory capacity in onemem-
ory I/O. HBM2 has a feature that allows one memory I/O as
two pseudo channels for enabling two separate IFs. Two IFs
of the memory I/O are connected to one D#i and PCIe with a
2�2 crossbar switch. This configuration is considered to be
the smallest configuration that can read the written data.
Even in this minimal configuration, the occupation of the
memory-mapped bus by the DMACs makes it possible to
ensure high throughputwith simultaneous read/write opera-
tions in bidirectional communication in each FPGA.

3.3 Behavior

Fig. 6 illustrates the communication flow. Since we assume
the SPMD model, the source and the destination FPGAs fol-
low the same flow. The command sequencer issues and for-
wards an instruction, i.e., barrier, send/recv, scatter, gather,
broadcast, allltoall, or allgather, to the control register of the
distributed switch and the dispatcher of the M_DMAC.

When the instruction to the distributed switch is a bar-
rier, no local memory access occurs. Thus, it immediately
sends a simple control signal, i.e., the signal at Clk 0-2 in
Fig. 1b, to the other FPGAs. Each FPGA completes barrier
when it receives control signals from all FPGAs.

When the other instruction is issued, we extract the type of
communication, the group to be communicated, and the data
size from the communication instructions. We then identify
the path for data transfer by the former two parameters. If the
data size exceeds the receive buffer prepared for eager com-
munication, rendezvous communication is performed. In ren-
dezvous, the destination FPGAs send simple control to all
source FPGAs. At the source FPGA, the data is sent out from
the distributed switch after confirming that all relevant con-
trol signals are received. Otherwise, eager communication is
performed. The distributed switch counts the data on both
the sending and receiving sides. It then notifies the command
sequencer when all the data has been sent or has been
received. After receiving all data, the simple control signal
is sent to the source FPGA. Thus, the distributed switch
counts the communication data volume to detect the comple-
tion of communication. Based on the completion of the
communication, the command sequencer executes the
next communication. Sequential execution of communication

instructions does not require no extra memory for temporary
storing upcoming communication data because all the com-
munication data is stored in the memory of FPGAs in each
communication step.

An OPTWEB network achieves collision-free communi-
cations because of neither collision on a link nor collision on
DMACs. We prepare the DMACs with the same number of
connected FPGAs and more. Thus, no collisions occur
between DMA and memory controllers by taking different
memory spaces for transmitted and received data. No colli-
sions also occur between DMACs and memory.

To achieve high bidirectional throughput, we take strip-
ing data placement on multiple memory banks. If the data
address is placed consecutively in one memory space, the
memory bandwidth is not enough to operate that data with
the wire speed. The physical top address (Pa) in each strip-
ing data is computed from the relative top address (Ra) in a
communication instruction, as shown in (1).

Pa ið Þ ¼ Ra þ 2K � i; i ¼ 0; 1; � � � ; N � 1; (1)

where K and i is the capacity of memory in each memory IF
and the identification number of connected FPGAs, respec-
tively. The striping data placement is applied to multiple
memory banks when data is sent to or received from multi-
ple FPGAs simultaneously. This makes it possible to read
and write data from multiple D#n in parallel.

The introduction of the striping data placement with
multiple D#i does not increase the start-up latency. Each
DMAC has the address translation mechanism based on
Equation (1). By indicating the relative top address to the
dispatcher of the M_DMAC, each DMAC automatically
accesses the memory under the physical top address. This
placement provides low-latency collectives similar to point-
to-point communication, and can maximize the effective
bandwidth in some collectives.

Fig. 5. Memory-bus block diagram between memory I/Os and M_DMAC.

Fig. 6. Communication flow in both source and destination FPGAs.
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3.4 Multipath Routing

The main drawback of an OPTWEB network is a low band-
width path between two FPGAs due to a fully connected
network topology. For example, when an FPGA network
bandwidth is 400 Gbps in total, the link bandwidth to
another FPGA becomes 25 Gbps on a 16-node OPTWEB
network.

To increase the communication bandwidth between two
FPGAs, multiple indirect two-hop paths can be optionally
taken via intermediate FPGAs in parallel, which is called
multipath routing [20]. In the multipath routing, point-to-
point communication is replaced with the scatter and gather
collectives handled by the command sequencer, as shown in
Fig. 7. Then, the command sequencer sequentially performs
the two collectives.

Multiple one-hop transfers in the multipath routing use
different network resources, e.g., buffers in the distributed
switch and the DMAC. Each communication data is stored
in the memory of a destination FPGA. Thus, the cyclic chan-
nel dependency never occurs on the multi-path routing.
Besides, a maximum number of one-hop transfers is limited,
e.g., up to two. Therefore, in the multi-path routing, a dead-
lock or a livelock does not occur.

The two collective communications are executed consec-
utively by the command sequencer in each FPGA. Then, a
distributed routing can be implemented, as shown in the
control flow in Fig. 6.

The multipath routing improves the average link utiliza-
tion, especially when only a few FPGAs communicate with
each other because a point-to-point communication can use
all links. Since a collective consists of multiple point-to-
point communications, the multipath routing can be
applied for collectives. In the case of broadcast, the data is
divided and scattered to each FPGA, and the divided data
is shared by allgather. We hereafter call the original one-
hop path the direct path to distinguish it from the multipath
enabled by the multipath routing.

4 PERFORMANCE EVALUATION

4.1 Experimental Setup

In an OPTWEB network, the number of memory I/Os is
equal to the number of FPGAs. We use a Stratix10 MX
FPGA with two HBM2s with a large number of memory I/
Os. These HBM2s have 16 memory I/Os (32 pseudo IFs),
and a total memory capacity of 8 GiB. This FPGA has 64
GXT transceivers with up to 28.3 Gbps. We fabricated new
FPGA accelerator cards, and built a prototype accelerator
system as shown in Fig. 8. Each FPGA card has eight small

and high-density optical transceivers (4�25- Gbps transmit-
ting and 4�25-Gbps receiving), Optical I/O Core, devel-
oped at PETRA [24], and mass-produced by AIO Core.
These optical transceivers were connected to the GXT trans-
ceivers on an FPGA as pluggable embedded optical mod-
ules, and achieve error-free transmission, i.e., the bit error
rate was less than 10-12, between two FPGAs without error
correction. This FPGA card enables the aggregate 800-Gbps
network bandwidth.

We used Intel Quartus Prime Pro version 19.4 for the
synthesis and implementation of our designs, which we
developed in Verilog. We used the existing memory I/Os
for HBM2 and SerialLite3 (SL3) [36] to realize the configura-
tion shown in Figs. 2 and 3. We provided an end-to-end
path in which all components provide almost the same
bandwidth. There were 256 data lanes in each pseudo chan-
nel of HBM2. Therefore, each path in Fig. 4 was unified to
256 lanes at 200 MHz. This makes it possible to connect at
the maximum of 51.2 Gbps for each connection. The above
design eliminates the need for extra frequency conversion
circuitry between the IPs and can reduce hardware resource
utilization. Then, we developed the distributed switch,
M_DMAC, and the command sequencer. The distributed
switch and M_DMAC were designed with a 50-Gbps
(2�25-Gbps) for connecting up to eight FPGAs. We evalu-
ated the communication characteristics of the four FPGAs
except for the multipath routing in Section 4.3.4.

The latency through the distributed switch was about ten
cycles. A 16-KiB reception buffer was provided in the mid-
dle of the data line to enable low latency communication by
eager communication. An FPGA card used a physical band
of bidirectional 50 Gbps by bundling two optical trans-
ceivers’ maximum bandwidth of 25 Gbps. To entirely pro-
vide 50-Gbps throughput, each IP core was used. The
operating frequency of the SL3 was set to 355 MHz with
64B/67B physical layer encoding, thus providing 50-Gbps
unidirectional bandwidth. Error Correction Code with one-
bit correction and two or more bits detection was used in
SL3. Therefore, the effective bandwidth of SL3 became 45
Gbps [36].

4.2 Preliminary Results of Barrier Operation

To demonstrate RDMA on collectives, the M_DMAC and
the distributed switch have eight ports to connect eight
FPGAs. In the prototype accelerator system, four ports are
used for four FPGAs. In an OPTWEB network, the com-
mand sequencer of the FPGA directly instructs each func-
tional part. Therefore, we implemented a counter function
in the command sequencer to measure the communication

Fig. 7. Multipath routing from FPGA #0 to #2.

Fig. 8. Evaluation prototype system with four FPGA cards.
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time of each communication instruction. The counter works
at 200 MHz. When measuring the execution time at each
communication instruction, the time jitter between FPGAs
needs to be taken into account. The delay in communication
is sub msec, and the time jitter between the FPGAs should
be at most a few tens of nsec.

Our simple synchronization mechanism attempts to min-
imize the time jitter between FPGAs. Fig. 9 shows the time
jitter between FPGAs estimated from the total time when
the barrier operation is executed consecutively. Initially, we
set to adding 1 msec delay to #2 and 2 msec to #3 for the
behavior verification. In the OPTWEB network, the first exe-
cution of the barrier operation, the slowest FPGA #3 finishes
early, and the other FPGAs finish after receiving the control
signal from #3. Therefore, there is a timing difference of
about 0.3 msec between the FPGAs, which is equivalent to
the migration delay of the control signal. As shown in
Fig. 9, the timing difference becomes less than 20 nsecs.

Then, after running the barrier twice, we start each com-
munication operation multiple times in succession to mea-
suring its performance. In the next subsection, we measure
the average time it took to complete the transmission (T1)
and the time it took to complete the communication (T2) in
Fig. 6. The signal migration delay between FPGAs (Tmigration)
can be approximated by (T2-T1)/2 with minimum data
transmission.

4.3 Results

4.3.1 Effective Bandwidth

Each communication was performed four times with 128
MiB and 64 B placed in each memory area and measured
T1,128 MiB, T2,128 MiB, T1,64 B and T2,64 B. The value of T1,128 MiB

represents the transmission delay at 128-MiB data transfer,
while the value of T2,64 B is the communication delay at 64-B
data transfer. First, we estimated Tmigration from T1,64 B and
T2,64 B in each collective. We then estimated the effective
bandwidth in transmission from T1,128 MiB and the effective
bandwidth in reception from T2,128 MiB - Tmigration. Fig. 10
shows the effective bandwidth in each communication at
128-MiB data transfer. We confirmed that the effective link
bandwidth was about 45 Gbps for all the collectives limited
by SL3 [36].

In collectives, data are moved across all the relevant links
in parallel. In sendrecv operation, which is bidirectional
communication between two FPGAs, the bandwidth is dou-
bled to 90 Gbps in total. In the case of scatter/gather/broad-
cast, the aggregate effective bandwidth per node becomes
135 Gbps, which equals to a multiplication value between

the number of links per node and the link bandwidth. The
effective bandwidth of allgather/alltoall, which is bi-direc-
tional communication between all FPGAs, becomes aggre-
gate 270 Gbps per node. Simultaneously, in several FPGAs
with internal data movement, there is an additional 90 Gbps
of data transfer between internal memories.

Fig. 11 shows the data size versus the effective band-
width per link for sendrecv, alltoall and allgather opera-
tions. The horizontal axis is the data size per unidirectional
link. The operation of alltoall/allgather has the same effec-
tive bandwidth as that of sendrecv. This interestingly means
that the collective has the same effective bandwidth as that
of point-to-point communication. The dotted line in the
figure shows the theoretical values of the effective band-
width. It is computed with the start-up latency of 0.8 msec
for the maximum effective bandwidth of 45 Gbps (the
breakdown of the 0.8 msec is given in the next subsection).
Since the evaluated values are interestingly on the analytical
curve, it can be said that we obtain the expected effective
bandwidth.

4.3.2 Start-up Latency

The start-up latency is expressed as the sum of the configu-
ration delay for communication instructions and the migra-
tion delay for data/control signal movement. To clarify the
latency breakdown for each communication, we measured
T1,64B as configuration delay and Tmigration as migration
delay. These delays were also estimated for the barriers in
the same way. Fig. 12 shows the results of start-up latency
for 64-B data transfer in each communication.

In barrier operation, we obtained a configuration delay of
0.04 msec and a migration delay of 0.36 msec. This configura-
tion delay is the preparation time for the distributed switch
to recognize the instructions received and sends out the con-
trol signal. This indicates that about seven cycles are needed

Fig. 9. Synchronization time jitters on barrier operation.

Fig. 10. Effective link bandwidth of each communication (unidirectional).

Fig. 11. Effective bandwidth of unidirectional link versus data size.
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for this configuration. One of these cycles is the time actu-
ally to send out the control signal. On the other hand, the
migration delay is the time it takes for a control signal to
move between FPGAs. This Migration delay includes a
0.15-msec delay in SL3 [36]. The time to transmit the optical
cable is as short as several nanoseconds. Therefore, we think
the remaining 0.21 msec is mainly in-FPGA process time,
including managing the link.

On the other hand, the start-up latency for the 64-B eager
communication is 0.71 msec, with 0.32 msec being configura-
tion delay and 0.39 msec being migration delay. The config-
uration delay in communication requires a time to read/
write data from the memory I/O of HBM2, unlike barrier.
In the case of Xilinx, this time requires about 90 cycles stated
in the specification [37]. The 90 cycles are 0.45 msec since the
operating frequency of HBM2 is 200 MHz. Interestingly,
the HBM2 internals complete it at 0.32 msec in the prototype
system.

We shift to consider the migration delay, i.e., 0.39 msec.
This delay was more significant than that of barrier opera-
tion with 0.03 msec. This difference is because the data size
was checked in the module near M_DMAC in a distributed
switch. This process adds time for the data to pass through
the distributed switch.

We evaluated the start-up latency of eager and rendez-
vous communications on allgather operation in Fig. 12. It is
possible to switch between the two communications by set-
ting the data size to be switched to a dedicated register.
Therefore, we set the receive buffer size to 0 B, and rendez-
vous communication is performed even with 64-B data size.
The configuration delay increases for the rendezvous pro-
cess. However, the increased latency is marginal, about 0.09
msec. The rendezvous process requires the migration delay
for the control signal. By contrast, in our implementation,
the rendezvous process was performed during the HBM2
processing. We thus mitigate the latency increases in ren-
dezvous communication.

Fig. 13 shows the results of the start-up latency estimated
from the time it takes for the reception and the effective band-
width of SL3. The start-up latency is almost constant regard-
less of data size, i.e., 0.71 msec for eager communications and
0.80 msec for rendezvous communications, as shown in
Fig. 12. However, when data size is more than 1 KiB, we
observe a variation in the start-up latency. We consider that
the marginal bandwidth difference between 51.2-Gbps inter-
nal bus and 50Gbps of SL3 affects the start-up latency.

We emphasize that the start-up latency with less than 0.90
msec is achieved on the OPTWEB network for a wide range of
data sizes for sendrecv, allgather and alltoall operations.

4.3.3 Scalability

To investigate the effect of the number of FPGAs on com-
munication behavior, we performed allgather operation on
two to four FPGAs in terms of the effective bandwidth and
start-up latency characteristics shown in Fig. 14. We observe
that the communication performance was not affected by
the number of FPGAs. This means that the communication
performance per link is constant as the number of FPGAs
increases.

Cygnus supercomputer using Intel Stratix 10 FPGA
including routing module takes 0.5 msec [12] for a neighbor-
ing ping-pong communication. It is difficult to compare
these results due to the different evaluation methods. How-
ever, in the ping-pong evaluation in [12], the communica-
tion of ping-pong is performed in parallel. This means that
the data is cut through in the turnaround FPGA. Hence, we
consider that the start-up latency in [12] to be almost identi-
cal to our 0.71-msec start-up latency.

Existing direct inter-FPGA networks have high per-hop
latency, e.g., 200 ns of Cygnus supercomputer. In the case of
8�82-D mesh, the worst point-to-point communication
start-up latency was 1.87 msec [12]. We expect that collec-
tives require a large number of total path hops in 2-D torus
[7]. We expect that the large start-up latency in collective in
[29] and [30] is due to these effects. Thus, the existing direct
inter-FPGA networks have to accept large start-up latency
as the number of FPGAs increase.

By contrast, the OPTWEB network provides the lowest,
constant start-up latency of collectives, as shown in Fig. 14.
The OPTWEB network increases the effective bandwidth
proportionally with the number of FPGAs. In this context,
we conclude that the OPTWEB has high scalability for sup-
porting collectives.

4.3.4 Multipath Routing

Fig. 15 shows the experimental results of the multipath rout-
ing for point-to-point communication. In the figure, N repre-
sents the number of FPGAs. We implemented it by the
combination of scatter and gather. In the multipath routing,
we take striping data placement on multiple memory banks
as described in Section 3.3. We evaluated the multipath rout-
ing when four and eight FPGAs. Since the multipath routing
uses all network links, it is expected that end-to-end band-
width becomes large as the number of FPGAs increases.

As shown in Fig. 15a, the start-up latency of the multi-
path routing is more than twice as high as that of the direct

Fig. 12. Start-up latency of collectives and point-to-point communication.

Fig. 13. Start-up latency versus data-transfer size.
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path, which is 1.87 msec with four paths. This is due to the
additional time for confirming the reception completion.
This processing overhead is imposed for collision-free mul-
tipath routing communications. The communication time of
the multipath routing is shorter than that of the direct path
when the data size is larger than 16 KiB. As a result, the
effective bandwidth becomes 90 Gbps for four FPGAs and
180 Gbps for eight FPGAs, which is an N/2 time higher than
the direct path, as shown in Fig. 15b.

4.4 Hardware Resource

The three most valuable resources are ALMs (Adaptive
Logic Modules), M20K (high-speed memory), and DSP
(Digital Signal Processing) on an FPGA. We evaluated the
amount of these hardware resources in the proposed config-
uration with 400-Gbps bandwidth. We pick up 400-Gbps
bandwidth because it is the same bandwidth as a modern
NIC card. Evaluation results showed that the utilization of
each resource was 31.4, 5.8, and 0.0 percent, respectively. By
eliminating the backpressure, an OPTWEB network signifi-
cantly reduces the required amount of the M20K for the
high-bandwidth interconnects.

As for the ALMs, it is crucial to estimate the amount of
hardware as the bandwidth increases. Here, we evaluate
the case when the aggregate bandwidth, i.e., 800 Gbps, is
fully used on the FPGA card. The 800-Gbps configuration
was estimated by using two 400-Gbps modules. After
extracting the amount of ALMs used by each IP, we esti-
mated the ALM utilization and their breakdown in Fig. 16.
Compared to the aggregate 400-Gbps interconnect, the utili-
zation of the other IP cores becomes double while the PCIe
for connecting to the host, which is independent of the num-
ber of nodes, remained the same.

When the design in literature [14], [16] is directly applied
to 800-Gbps bandwidth, the amount of network resource
surprisingly exceeds the total amount of ALMs in the

FPGA. This is not implementable. On the other hand, the
OPTWEB successfully consumes only 26 percent ALMs for
the distributed switch and SL3 due to both simple synchro-
nization and eliminating the backpressure.

ALMs consume 57.7 percent in total by the 800-Gbps net-
work. The remaining part, 42.3 percent of the ALMs, is
available for user application logic including the change-
over switch and the command sequencer. The ALM utiliza-
tion of the user application logic is similar to that of the
distributed switch. Thus, about 40 percent of ALMs are rea-
sonable for providing user application logic.

5 DISCUSSION

5.1 Cost

Beyond the performance evaluation that we have already
investigated in the previous section, another practical con-
cern when deploying an inter-FPGA network is cost. We
compare a conventional packet network and the OPTWEB
network for interconnecting 32 nodes.

5.1.1 Condition

Based on InfiniBand’s price, a 32-node connection of 800
Gbps on each node would be about 9 $/Gbps taken from
the Mellanox online site [38]. Since 32 nodes can fit in a
rack, we assume to use the copper-cable cost. As for the
OPTWEB network, we pick up W-OH using WDM for
implementing a fully connected network topology. The cost
of the optical transceiver itself is set at 1 $/Gbps, which is
possible with silicon photonics [39]. The optical hub itself is
an optical passive component and does not require a trans-
ceiver, which is located only in each FPGA. The cost of an
FPGA is set at 1250 $ per FPGA and the communication cost
of FPGA is calculated from the total hardware resource uti-
lization (ALMs, M20K, and DSP). Light sources and WDM
filters will be needed for the number of FPGAs. We use mul-
tiple WDM filters for cyclic WDM property to ensure link
connection. The market price of these is about 400 $ and 90
$ per unit. However, there is an Erbium-doped fiber ampli-
fier (EDFA) that can amplify wavelength-multiplexed light
with high efficiency and low noise. By using EDFAs (500 $
per unit) and splitters (432 $ per unit) together, these com-
ponents can be shared across multiple links, and the cost
can be reduced to be 3 $/Gbps.

5.1.2 RESULTS

Fig. 17 shows the cost estimation of both networks. The total
cost of W-OH can be reduced to 5.5 $/Gbps. This indicates
that the reduced cost of OPTWEB is about 40 percent

Fig. 14. Start-up latency and bandwidth versus the number of FPGAs.

Fig. 15. Communication time and bandwidth of the multipath routing.

Fig. 16. ALM utilization for an 800-Gbps network on FPGA.
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compared to that of a counterpart InfiniBand network.
InfiniBand supports many functions stated in InfiniBand
Trade Association (IBTA). Supporting many functions lead
to a high cost. By contrast, a custom inter-FPGA network
can be simplified, and it becomes cheaper than InfiniBand.

We shift to compare the wiring cost on the OPTWEB net-
work. The wiring cost is almost constant for moderate link
bandwidth since an optical passive device is used. The two
implementations of a fully connected network topology are
evaluated in Fig. 17. P-OH’s wiring costs were estimated
using fabricating fiber sheets (MPO connections) for 1024
optical fibers. For W-OH, the cost was estimated under the
same condition as the optical components shown in Fig. 17.
P-OH is cheaper than the direct cable method in Fig. 2a
because of the ability of high-density MPO connectors.
Then, we omit a direct cabling implementation in Fig. 18.
However, the cost of P-OH increases with the square of the
number of FPGAs. On the other hand, W-OH’s wavelength
multiplexing technology makes it possible to consolidate
multiplexed wavelength connectors into a single connector.
Furthermore, the wiring cost is proportional to the number
of FPGAs. Thus, we conclude that P-OH should be used by
up to 32 FPGAs, while W-OH is preferred for the larger
number of FPGAs.

5.2 Application Performance Estimation

The ultimate evaluation of anOPTWEBnetwork is to estimate
and compare the execution time of parallel applications. Since
we do not have a conventional packet network of FPGAs, we
estimate the relative performance of conventional packet net-
works (2-D torus, one-switch) and OPTWEB network using
the discrete-event simulator SimGrid v3.12 [43]. A one-switch
packet network connects all FPGAs to a single switch. As
described in Section 2.3.2, to our best knowledge, only Ether-
net switches are commercially available for building FPGA
indirect networks. However, Ethernet’s IPs impose an unac-
ceptably large amount of the logic for high-bandwidth I/O on
an FPGA. In the simulation, we assume an ideal lightweight

one-switch network that unburdens Ethernet compatibility
for comparison purposes.

Modeling a computing system can be coarse grain in
SimGrid, and we set a computation power of a node to 50
TFlops. For a fair comparison, node bandwidth is set to 800
Gbps on the three networks, i.e., 50-Gbps link on OPTWEB
network while 200 Gbps on 2-D torus. We target the com-
munication behavior of a parallel integer sort (IS), a parallel
fast Fourier transform (FFT) of NAS Parallel Benchmarks,
and a Graph500, and a parallel matrix multiplication (MM).
IS and FT set class C. MM takes an 8192 x 8192 matrix. As
for IS and FT, alltoall is frequently used. Graph500 and MM
frequently used allgahter and broadcast, respectively. In the
evaluation, the OPTWEB network selects direct or multi-
pathdepending on the communication data size and com-
munication type [20]. The larger communication data for
point-to-point and some collectives, e.g., broadcast, should
be transferred by the multipath routing, while the remain-
ing data is transferred along with a direct path. Alltoall is
also performed along with direct paths that use all links on
a fully connected network topology. The threshold data size
is set based on the observation of Fig.15. According to this
policy, only Graph500 and MM use the multipath routing in
our evaluation.

Fig. 19 illustrates the application speedup of each net-
work relative to 2-D torus on 16 nodes. The higher value is
better in the figure. The OPTWEB and one-switch network
achieve six times better than 2-D torus in IS and FT. This is
because high-radix networks provide high alltoall perfor-
mance. On Graph500, the OPTWEB network outperforms
by 4.8x and 1.24x the 2-D torus and one-switch networks,
respectively. Our implementation of Graph500 generates
flat traffic, and the average low-latency communication is
preferred. On MM, the OPTWEB network improves by 3.5x
and 1.5x the 2-D torus and one-switch networks, respec-
tively, because the OPTWEB network efficiently supports
broadcast by the multipath routing. Consequently, the OPT-
WEB network speeds up 7.1 percent on average compared
to the one-switch network.

We conclude that the OPTWEB network is efficient for
the parallel applications that frequently generate collectives.

5.3 Limiting Factors of Scalability

A crucial limiting factor in building an OPTWEB network is
the number of FPGA card I/Os. In this study, we implement
an OPTWEB network on the FPGA card using eight 100-Gbps
(4�25-Gbps) links. This enables to connect 32 FPGAs. There is
still a small room to increase the I/O’s density on an FPGA
card by wavelength multiplexing technology [23]. There is a
constraint on the wavelength bandwidth of about 40 nm that

Fig. 17. Cost of conventional packet and OPTWEB networks (32 nodes,
800 Gbps in node).

Fig. 18. Wiring cost on an OPTWEB network on parallel and wavelength
router Optical Hub networks.

Fig. 19. Relative execution time of parallel applications for conventional
packet and OPTWEB networks.
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can be commonly utilized. In the case of awavelength interval
of 50 GHz (approx. 0.4 nm), we consider that the maximum
number of I/Os can be 64 on a cost-effective FPGA.

Another stringent constraint on the number of FPGAs is
the number of memory I/Os. In this study, two memory I/
Os are used to communicate with a single FPGA. Currently,
the maximum number of HBM2 chips in an FPGA is up to
two, and this becomes a limiting factor in increasing the
number of FPGAs. Fortunately, we would take an alterna-
tive to establish a more significant number of pseudo chan-
nels by splitting one memory I/O into multiple memory I/
Os. We thus consider that the constraint on the memory I/
Os can be mitigated.

We shift to discuss the possibility of increasing the
network performance with 64 FPGAs (64�50 Gbps). In
the early 2020s, faster I/O, larger FPGA packages, and
improved circuit design techniques will fill the scale gap
from 32/64�25 Gbps to 64�50 Gbps. In the latest FPGAs,
the bandwidth of the high-speed transceiver on the net-
work side has been accelerated to 57.8 Gbps using pulse
amplitude modulation (PAM) technology [40]. In terms of
the number of network I/Os, each FPGA can support 64
x 50 Gbps. This allows 128 optical fibers to be extracted
from the FPGA chip using Co-Package Optics, which
allows for high-density optical transceiver placement [23].
The number of fiber connectors can be reduced using
WDM technology. In addition, the FPGA chips are getting
larger: the Stratix10 GX 10M is available in a chip 1.7
times larger than the Stratix10 MX 2100 and with five
times the number of ALMs. Considering this background,
we will be able to introduce new FPGAs with more
ALMs and more HBM2s soon, like the other accelerators
[25]. Improvements to the FPGA core architecture are
also expected to improve the operating frequency. In
Intel’s case, the second generation of HyperFlex can be
expected to improve by 40 percent [32]. As a result,
ALMs are also expected to increase by a factor of four.
An OPTWEB network relies on technology-driven design,
and each FPGA has up to 64 connections.

Finally, we consider connecting a larger number of FPGAs
with a diameter-2 network topology. The two-hop indirect
paths can guarantee the reachability on a diameter-2 network
topology. Fig. 20 is a diameter-2 network topology, and it is a
Dragonfly network topology that consists of fully connected

inter-group and intra-group connections [20]. An FPGA can
communicate with each other through a one-hop or two-hop
path. Given k links of an FGPA and g groups on the above
Dragonfly network topology, it supports up to g(k-gþ2)
FPGAs on an OPTWEB network. The Dragonfly network
should have k � 3(g-1) based on the recommendation in [42].
In this case, up to 22 x (64-22þ2)¼ 968 FPGAs can be intercon-
nected for k¼ 64. Theoretically, allowing n-hop indirect paths
enables diameter-n network topology that exponentially
increases the number of FPGAs on anOPTWEBnetwork.

As described in Section 3.4, the command sequencer
allows collision-free communication on the two-hop indi-
rect paths. Thus, a diameter-2 network topology can be con-
structed with collision freedom among links and DMACs
on an OPTWEB network. Thus, the diameter-2 network
extension is thus feasible with our FPGA network design.

6 CONCLUSION AND FUTURE PROSPECTS

Some dozens of tightly coupled FPGA accelerators form a
parallel computing platform. However, a conventional indi-
rect packet network using Ethernet’s IPs imposes a large
amount of the logic on an FPGA for high-bandwidth inter-
connects. Besides the hardware-resource problem, a low-
radix network topology, e.g., 2-D torus, becomes a problem
in terms of their large path hops on direct inter-FPGA net-
works. The path hop directly increases the communication
latency.

To mitigate both problems, we propose an OPTWEB net-
work that provides a lightweight, fully connected inter-FPGA
network for collectives. We prepare a separate one-hop end-
to-endpath for every pair of FPGAs.A rawblock data is trans-
ferred with a simple synchronization. The routing informa-
tion, i.e., source and destination FPGA addresses, are not
needed for each communication block data. Since each FPGA
performs input and output of the remote memory access
simultaneously, multiple RDMAs enable the collectives with
almost the same start-up latency, i.e., 0.71 msec between Intel
Stratix 10 MX FPGA cards with our onboard optics, as that
of he point-to-point communication. The start-up latency
would become large in the direct inter-FPGA networks with
low-radix tori as the number of FPGAs increases. By contrast,
the OPTWEB network provides almost constant start-up
latency, i.e., 0.71 msec. We also demonstrate that collectives
fully utilize themaximum effective bandwidth of each link on
theOPTWEBnetwork.

OPTWEB network with 800-Gbps bandwidth per FPGA
consumes only 57.7 percent of ALMs on the FPGA. The
OPTWEB network provides a 40 percent lower hardware
cost than conventional packet networks for interconnecting
32 FPGAs.

An OPTWEB network can introduce the multipath rout-
ing for increasing the end-to-end bandwidth between two
FPGAs. We obtain aggregate 180-Gbps point-to-point com-
munication when using eight FPGAs. The two-hop indirect
paths are applicable for interconnecting a larger number of
FPGAs than the number of connections on an FPGA. A
diameter-2 network topology is then supported.

Our future work efficiently integrates simple computa-
tion to the communication operations, e.g., in-network
reduction. Another future work is to provide a productive

Fig. 20. A 16-node Dragonfly network topology on an OPTWEB network
(g ¼ 4, k ¼ 6) [20]. We omit inter-group links except for the inter-group
links of Group #0.
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software environment. OpenCL, a high-level language, has
made it possible to design FPGA circuits. By using a distrib-
uted switch and M_DMAC, we will support arithmetic cir-
cuits provided by OpenCL.
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