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Variable Voltage Processors
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Abstract—To fully exploit the benefit of variable voltage pro- Power-reduction scheduling techniques in general can
cessors, voltage schedules must be designed in the context of worlhe classified into two categories [11dtynamic and static
load requirement. In this paper, we present an approach to finding Dynamic techniques are generally easy to implement and

the least-energy voltage schedule for executing real-time jobs on v duri . E | f h hni includ
such a processor according to a fixed priority, preemptive policy. apply during run time. Examples of such techniques include

The significance of our approach is that the theoretical limit in  [12]-[24]. Due to its inherent uncertainty and lack of complete
terms of energy saving for such systems is established, which canknowledge about the timing constraints, no strong optimality
thus, serve as the standard to evaluate the performance of var- resylts have been proven with these techniques. In [18],

ious heuristic approaches. Two algorithms for deriving the optimal : ; :
voltage schedule are provided. The first one explores fundamental several dynamic voltage scheduling algorithms are proposed

properties of voltage schedules while the second one builds on thefOr réal-time systems containing both periodic tasks and
first one to further reduce the computational cost. Experimental sporadic tasks, whose arrival times are completely unknown.
results are shown to compare the results of this paper with pre- These approaches are based on the optimal voltage scheduling

vious ones. algorithm presented in [25] and the optimal acceptance test in
Index Terms—Dynamic voltage scaling, fixed priority, low [26]. They are optimal in the sense that the voltage schedule
power, real-time systems, scheduling. leads to the lowest energy consumption for the periodic tasks
and sporadic tasks which pass the acceptance test. However,
I. INTRODUCTION these approaches cannot be easily extended to handle the cases

. . o where tasks have predefined and fixed priorities, or where the
L OW-POWER design is an important design issue fGfyinq information of the sporadic tasks are already known. In
designing economic and safe real-time embedded syst , & stochastic control approach is proposed. It models the

ar)d has be_en tackled in many different ways, €.9., [1]. [ quests of real-time tasks and the state changes of the system
Since real-time systems usually have a time-varying compg—

. ) components as a discrete-time stationary Markov process.
tation load, to appropriately modulate the system capabili P y P

: . g nder such formulation, power management is transformed
accordingly without (greatly) sacrificing the system perfort-o a stochastic optimization problem, and the result is optimal
mance has been a major strategy to achieve low power.in Stic op P ' . P

ﬁhe statistical sense. Unfortunately, this approach is not

such systems. Recent advances in very large scale integraﬂ) .
(VLSI) techniques [3]-[6] has made theariable voltage tavol_rabl-e for h_arr]d re.al—tlme.sy.stems spch as embedded control
(speed) processqrossible. For such a processor, its frequen&})p ications with stringent timing requirements.

and supply voltage can be varied dynamically. Commercial Static techniques are applied during design time such as in
examples of such processors include the Intel's XScale [F]€ compilation and synthesis process. It takes the advantage

Transmeta’s Crusoe [8], and AMD’s Duron [9]. Judicious us&iat system specifications are knownpriori. Several static
of these processors in the designs can greatly reduce the en@@yer management policies have been investigated in [25],
consumption of the system. Over the past several years, mégl—[33]- In [25], an optimal voltage scheduling algorithm
scheduling techniques to minimize energy for such systems tiagroposed for real-time systems scheduling. This approach
been published, e.g., [1], [2], [10]. Yet, how to achieve the beiétentifies the so-called critical intervals iteratively, and sched-
energy efficiency for many of these systems remains unknowigs the real-ime jobs via the earliest deadline first (EDF)
and how close these approaches are to the optimal solutionB@4cy. The authors in [29] studied a more general processor
still an open question. model, where the voltage of the processor cannot change
instantly. They proposed a static algorithm which can achieve
Manuscript received March 7, 2002; revised September 27, 2002. This w&ﬁ? optimum in some SPeC'a' scengrlos. In [30] _and [31], the
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to the different use of hardware components, switching activit L J ¥

etc.) However, none of the above approaches can be sim A I i
applied to address the optimal voltage scheduling problem f LJy
systems employing fixed-priority preemptivescheme. Such a PR AL AL LN S
scheduling scheme is adopted in most real-time schedulers

practical interest due to its low overhead and predictability [34 (@)

Using the existing approaches would produce either invalid

poor quality results. 1 5
Our work in this paper strives to identify the theoretica L=l J L I
limit on the energy consumed by a fixed-priority (FP) real-timi J L2 15 L2
system, given that the tasks have to be executed and finishec === - ;-1 -1 e SN
R . . Lo [ A O R R I |
their deadlines. Inthis paper, we presentan approach to optims 0 5 10 0 5 10
schedule an FP real-time system on a variable speed processt (b) (c)

is optimal since notonly every task can meetits deadline, butalsu
the lowest possible energy is consumed. Our approach makesfige- Three real-time system examples.
of the work in [25]. We adjust the deadlines of the real-time tasks
by carefully analyzing the preemptive effects among them. Thég,used to execute real-time tasks. It is definitely important to
we are able to transform the low-energy fixed-priority schedind the optimal solution with the practical processor model,
uling problem into asetof low-power EDF-based schedulingwhich is most likely a harder problem than the one we con-
problems, and find the optimal voltage schedule for the origingidered in this paper. From the research point of view, solving
system. We find that this transformation may be computationafife problem for an ideal processor model can provide some
expensive, especially for real-time systems containing a larg@luable insights on solving the problem for a more practical
number of tasks. Therefore, we propose a technique to redEacessor model. Second, wnh_the considerations of dlscrgte
the computation cost. We have conducted several experiment_%qgage levels and voltage transition overhead, the energy saving
compare the performances of other existing voltage scheduliggPParently lower than that based on the ideal processor model.
techniques with our optimal voltage scheduling techniques. ThBUS: the results obtained with the ideal processor model can
experimental results demonstrate the advantages of our appr %ﬁeasonably qsed as an upper bound on the. energy saving.
in terms of both energy saving and computational efficiency. Many other previous related work also use the similar assump-
This paper is organized as follows. Section Il introduces tﬁ'é)ns [19], [20], [25], [2.7]’ [28], [39]'. . .
necessary background. Section Ill provides several motivationaEh:ja plro]EJIem we are mtler.ested Inisto f'T‘g the opt|mal.voltage
examples. Section IV explains our optimal voltage scheduli edule for a given real-time system with an FP assignment.

algorithm for an FP real-time system. Section V introduces ou ['f grqtt?leml(?ag_be fornjult;a\ted;s fgllgws. t of int |
techniques for reducing the computational complexity of the, ekm' lon 1. GIven a job sel/, find a se ,? ’|€n ervais
t%] and their corresponding speeds= {S(t;,t}),k =

optimal algorithm. In Section VI, we use experimental resultss’ R _
to show the effectiveness and efficiency of our approach, ahd?: -+ -+ K}, where S(i;,1;) is a constant, such that if the

then compare several previous results with the optimal resuR§0Cessor operates accordingly, all the jobs cardrapleted
Finally, Section VIl concludes this paper. A preliminary of thi®Y their deadlinesind no other voltage schedules can consume

paper was presented at a conference [35]. less energy.
Il PRELIMINARIES lIl. M OTIVATIONAL EXAMPLES

The real-time system that we are interested in consist§ of An intuitive approach to search for the optimal voltage
independent jobs7 = {Ji,.Js,...,Jy} arranged in the de- schedule is to apply the EDF-based optimal voltage scheduling
creasing order of their statically assigned priorities. Each jé#gorithm [25] LPEDF). However, it has been shown in [27]

J; = (R;,C;, D;) is characterized by its arrival tim@;, work-  that simply applying LPEDF to an FP job set may cause a job
load C; (CPU cycles, for example), and deadlines The ex- to miss its deadline. On the other hand, there do exist some
ecution time of a job depends on both the workl@agas well cases that applying LPEDF can guarantee the schedulability of
as the the processor clock frequency, i.e., speed. Note thathi jobs and, thus, provide the optimal voltage schedule for a
[R;, D;] of a lower priority job.J; is contained in ;, D;] of ~ real-time systems with the FP assignment.

a higher priority jobJ;, then.J; cannot finish afteD; without Consider the three task systems shown in Fig. 1, each of
causing/; to miss its deadline. Therefore, we assume that which has three jobs. For this figure and the following figures
in this paper, we use an up (down) arrow to represent the arrival
time (deadline) of a job, respectively. Note that, after the arrival

In our study, we also assume that the voltage can be varféties and deadlines of all the jobs are given, there is no fun-
continuously. Finally, we assume that the processor voltagigmental difference between the FP-based scheduling and the
hence the speed, can be changed instantly. We conduct ours@F-based scheduling, except that the jobs may have different
search on such an ideal processor model based on the followlfiged” priorities. Fig. 1(a) is an example, where the FP assign-
reasons. First, we are more interested in studying the theomaent is the same as that by EDF. The optimal voltage schedule
ical limit of energy saving when a variable voltage processéor Fig. 1(a) found by directly applying LPEDF is consequently

R; > R;or D; < Dj, for i < j.
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the optimal voltage schedule under the FP assignment. Theke-Overall Approach

fore, for an FP real-time system, when the EDF based priority The pasic idea of our approach is to transform the compli-
assignment is the same as the original fixed priority, applyingeq problem of determining the optimal voltage schedule for
LPEDF will find the optimal solution. an FP job set to an easier problem: finding the lowest energy

Moreover, in certain cases, even though some real-time Qb mption among the optimal voltage schedules for a number
have priorities different from the priority assignment by EDF,¢ primary job sets.

we can s_tiII use LPEDF to find the op_time_ll voltage schedule. 1, questions may arise for our approach: 1) why is the op-
Fig. 1(b) is such an example. Note thatin Fig. 1(B)has lower mq) yoltage schedule for the original job sets among the op-
priority and earlier deadline than both and.J,, butaccording ima) yoltage schedules for some selected primary job sets? and
to EDF it has the highest priority. Note that sinéemust fin- 2) given a real-time system, how to identify such primary job

ishes before the arrivals of the and.J;, the execution offs gt The following definition and theorem tend to answer these
never interferes with the execution @f and.J; in any feasible two questions.

schedule. Otherwisel; would miss its deadline. For this ex- Definition 3: The associative job sets of7, denoted by
ample, the optimal voltage schedule by EDF scheduling is al%zj) are the job sets such that for any Sé’t e AT)

the optimal schedule by FP based scheduling. C!'=C;, R, = R;,andD! < D, for1 < i < N.If A(J) also
~ Specifically, we call the job setsin Fig. 1(a) and (bpasnary  gatisfies Definition 2, then it is called thessociative primary
job setswhich are formally defined as follows. (AP) job sets of.7, and is denoted by P(.7).
Dgfinition 2: Ajob setg i; called aprimary job set if for Theorem 1: The optimal voltage schedule for a job s@t
any jobsJy, J, € J,p < g, eitherD, < D, or Ry, > D,. with an FP assignment is the schedule for the AP job sef of
For a primary qu set, the following two lemmas can help Ugnich consumes the minimum amount of energy.
determine the optimal voltage schedule. Proof: To prove the theorem, we need only to show that

Lemma 1: A feasible voltage schedule for a primary job sefe optimal voltage schedule ¢f is equivalent to the optimal
J scheduled with FP scheme is also feasible for this job Sgfjtage schedule of an associative primary job sef dBuppose
scheduled with EDF scheme awite versa S = {S(ti,}),i = 1,...,k} is the optimal voltage schedule

Proof: Suppose that all the jobs in primary job sétsat- of 7. After applyings, each job in7 must finish at or before its
isfy that for any jobs/, andJy, p < ¢, we haveD, < D,. deadline. We construct another job s&tas follows. ForJ; =
It makes no difference to schedule according to EDF or FP (R, C;i, D;) € J, we introduce a new jobi! = (R},C!,D}) €
schemes, since both schemes lead to the same priority assign-| et
ments. On the other hand, suppose for any two jgband.J,,

p < q, we haveR, > D,. Even though the priorities of, and R, =R;,C! =C;

J, by FP are different from those by EDF, any feasible schedules

will guarantee that,, finishes before the arrival of,, i.e., exe- and letD} be the actual finishing time of; when applyingS to
cution of J, does not interfere with that of,. Thus, the priority 7. Apparently

difference does not affect the voltage schedules in this case.

Lemma 2: The optimal voltage schedule for a primary job D; < D;.
setJ can be determined by applying LPEDFfo

Proof: Since LPEDF has been shown to be an optiméiccording to the FP scheduling, a lower priority job either fin-
voltage scheduling algorithm based on EDF scheduling [25], tghes after the higher priority jobs, or arrives and finishes before
gether with Lemma 1, we prove the lemma. m the arrival of the higher priority jobs. Therefore, for ayand

Now, with Lemma 2, we are able to find the optimal voltagdy (¢ < ), we have eitheD;, < D; or R, > D;. Thatis,J’
schedule by directly applying LPEDF if the given real-time jols &n associative primary job set gt.
set is a primary job set. Unfortunately, not all job sets are pri- Next, we use contradiction to show tffamust be the optimal
mary job sets. Fig. 1(c) is such an example. According to ED¥2ltage schedule faf”. Supposes is not the optimal schedule
J has the highest priority and should always finish first. Howfor 7', while 5" is the optimal voltage schedule fgf’. Then,
ever, according to the FP assignment, it can be preemptdd by>’ Must be able to feasibly schedule the jobg/iand consume
and.J, due to the choice of the processor speed. Therefore, sol§s €nergy thal. This contradictsy' being the optimal voltage

EDF feasible voltage schedules are no longer feasible for the gg1edule foc7. . =n
assignment. This case will never happen for a primary job set From Theorem 1, one can conclude that the optimal voltage

How can we find the optimal voltage schedule for this type érchegu:e fc:f aﬂ F::jOb SiﬂmeSt be among the optimald\_/oltage
systems then? In the next section, we introduce a techniques‘f(l)"]i_e u esgoah the AP jo _Sf?t$ of. ngev?r, acr::(_)rblng o |
transform an arbitrary set of real-time jobs to a set of prima&e inition 3, there are an infinite number of such job sets. It

job sets and find the optimal voltage for the original system. ould be impossible to search all these job sets for the optimal
voltage schedule. Fortunately, not all these primary job sets have

to be constructed and checked for the optimal schedule. The

following definition and theorem can help us reduce the search
In this section, we introduce our approach of finding the ospace for the optimal solution.

timal voltage schedule for FP real-time systems and provide theDefinition 4: Given two real-time job sets/; = Ji1,

theoretical basis for our approach. Jig, ..., JJiv andJe = Joy, Joo, ..., Jon, WhereCyp; = Cy;

IV. OPTIMAL FP VOLTAGE SCHEDULE
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and Ry; = Ry, 1 < i < N, job setJ, dominates 7; if B. Finding the NAP Job Sets

D1 < Dy; for 1 <i < N, which is denoted by, > 7. To find the NAP job sets for a given real-time job sets, we
~Lemma 3:1f 7, dominates7;, the energy; due to the 0p- e tg tackle two problems: 1) how to generate the AP job sets
timal voltage scheduling of is no less than thaf,, the energy 4 2) how to guarantee that all the NAP job sets are covered.
due to the optimal voltage scheduling 8f. That is To achieve this goal, we explore more attributes of the NAP job
sets. The following lemmas reveal some interesting characteris-
tics of NAP job sets, and will be used extensively later.
Lemma 4:Let J' € NAP(J). Then, for jobJ), € 7,
Proof: Consider the optimal voltage schedule®f. By with D/, = max{D!|.J! € J'} (if ties happen, select the one
applying the same voltage schedule, every jolyincan also with the lowest priority), we hav®’ = D,,.
meet its deadline, since it has a later deadline compared with the Proof: We prove this lemma by contradiction. L§t €
corresponding job i7;. Hence, the energy due to the optimalv AP(7), and.J!, € J' such thatD!, = max{D!|J! € J'}
scheduling of7; will never be larger than that qf; . B (if tie happens, select the one with the lowest priority). Assume
According to Theorem 3, if job sel; dominates7,, we need that D!, < D,,. Then, by extending the deadline &f, to D,
only check if 7, is the optimal schedule. Thus, to search fafhile keeping the deadlines of the rest of jobs unchanged, we
the optimal voltage schedule, we only need to examine thaget another job seft’.
AP job sets not dominated by others. Next, we formally define Since.7’ is a primary job set of7, according to Definition 2,
the termnondominated associative primary job sets/ifthen for any job J, e J,p < m, we haveD;, < D, and,
summarize this conclusion in Theorem 2. thus, D, < D,,; forany job.J; € J', p > m, we have
Definition 5: The nondominated associative primary D), < R, < D,,. Therefore X’ must also be a primary job
(NAP) job sets of 7, denoted asV. AP(7), is the AP job sets set of 7. Moreover, since other jobs thafj, € J’ have the
of J such that none of the job sets M.AP(J) dominates same deadlines as those(ih and.J!, € 7' has a smaller dead-
another, and any other AP job set®fis dominated by at least |ine than its corresponding job iK', soK’ > 7’ according to
one of the job sets IV AP(J). Definition 4. This contradicts to our assumption tigat is an
Theorem 2: The optimal energy for scheduligg with an FP - NAP job set of.7.
assignmentis the ener@y,,; = min F;, whereE; istheenergy  On the other hand)’,, cannot be greater thah,, according
due to the optimal voltage scheduling of job $g N AP(J).  to Definition 3, thereforeD! = D,,. ]
Proof: According to Theorem 1, the optimal voltage Lemma 4 essentially states that the latest deadline in any
schedule fo(7 is the voltage schedule for one of the associativeAP job set of 7 must equal the original deadline of its corre-
primary job sets of7, i.e., AP(J), which consumes the leastsponding job in7. The importance of this lemma will be seen
energy. Therefore, from Lemma 3, the conclusion must be trugter.
u Lemma5: Considerajobsef = {J;,.Jo,..., JJy} andone
Based on Theorem 2, we have an algorithm (see Algorithdf its AP job sets7’ = {J;,J3,..., i }. For someJ, € J
1) to find the optimal voltage schedule of job setAlgorithm  and.J!, € 7', let D, = Dy, then the following must be true:
1 first searches all the NAP job sets @t Then, the energy due  , o anyi < k
to the optimal scheduling of each of these job sets are computed
and the voltage schedule with the lowest energy consumption D; < Dy, if Ri < Dy and D; > Dy, 1)
is output as the optimal schedule {@r The main challenge in
Algorithm 1, however, is how to find all the NAP job sets (func-

Jo = J1 = Ey < Ey.

e foranyi > k

tion “Search_Primary”), which is discussed in the next section. D)< Ry if R < D; < Dy, 2)
Proof: According to Definition 2 and 3, (1) and (2) must
Algorithm 1 Finding the Optimal Voltage be true. [ |
Schedule Based on Lemma 4 and Lemma 5, we devise a procedure to
1: Input: A real-time job set J={J1,...,Jn} search for the NAP job sets and summariz it in Algorithm 2.

ordered in the decreasing order of
their priorities

2: Output: The optimal voltage schedule
Sopt and its energy consumption.

3: Search_Primary (J,7)

4: || search for the NAP job sets of
and put in 7T

5: for each T; € Tdo

6: S; = the optimal voltage schedule of
T; obtained by LPEDF;
7: end for

8. Sopt = Sk, Sk has the lowest energy con-

sumption among S;, 1<i<N;

In Algorithm 2, to construct the NAP job sets for a given job
set, we fix, one by one, the deadline of each job.fRing the
deadline of a jobwe mean that the job’s deadline is set to its
largest possible value, and the deadlines for the rest of the jobs
are adjusted according to Lemma 5. After fixing the deadline of
a job, we remove it and go through this procedure for the rest
of the jobs again. This procedure continues recursively until the
job set containing the rest of the jobs is a primary job set. Then,
we put back all the jobs whose deadlines have been fixed to
the resultant job sets. Fig. 2 shows the NAP job sets found by
applying Algorithm 2 to the system in Fig. 1(c).

To demonstrate that Algorithm 1, combined with Algorithm
2, indeed produces the feasible optimal voltage schedule for an
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Fig. 2. Nondominated primary job sets output from Algorithm 2 for the task

set shown in Fig. 1(c). (a) The result by first fixing to its deadline. (b) and

Fig. 3. Nonprimary job sets may be generated from Algorithm 2. (a) A given

(IC) ;hifsrgzg'é?ir?g first fixing/ to its deadline. (d) Is the result by first fixing o) set. () Fixing the deadline of . () Fixing the deadline of. (d) Putting

back.J, and.J, and the job set is not a primary job set.

FP real-time system, we have the following lemma and theoremTheorem 3: Algorithm 1 produces the optimal voltage
(the proofs are shown in the Appendix).

Algorithm 2 Search for the NAP job sets

19:
20:

21:
22:
23:
24
25:

Lemma 6: The job setd” output from Algorithm 2 cover all

Search_Primary (J, 7T)
Input: j:(Jl,...,JN), where Ji:(Ri,Ci,Di)
Output: A set 7 which covers all the
NAP job sets of 7.
for k=1---N do
Copy J to Ty,
for J; e Jr, 1<k do
if R; <D, and D; > D, then
D; = Dy;
end if
end for
for J;eJr, 1>k do
if Rp < D; <D, then

D; = Ry;
end if
end for
Te = Tk — Ji;
if J is not a primary job set then
Search_Primary( Ji, T"); llrecursive
calls

Add J; to each job set in T
Add each 7/ € 7' to T if T/ is a
primary job set;

else
T = Tk + Ji;
Add J. to T;
end if
end for

the NAP job sets of7.

schedule for real-time job sef.

The computation cost for Algorithm 1 consists of two parts:
the cost for searching the NAP job sets (Algorithm 2), and the
cost for searching the optimal schedule among these job sets
(LPEDF). Note that the computational complexity of Algorithm
2isO(N!), whereN is the number of jobs, and the complexity
of LPEDF isO(N?) (or O(N log® N) with an more efficient
implementation) according to [25]. Therefore, the complexity
for Algorithm 1 is O(N! + M N?), or O(N! + MN log® N)
if LPEDF is more efficiently implemented [25], wher&!
is the job sets output from Algorithm 2. WheW increases,
Algorithm 1 can be quite time consuming.

After a careful study, we also note that not all the job sets
constructed during the execution of Algorithm 2 are primary job
sets. Fig. 3 is such an example. Fig. 3(a) is a real-time system
with three jobs. Let us first fixJ; to its deadline and adjust
the deadlines for,, J3, we have the result in Fig. 3(b). Again,
fixing the deadline ofJ; to its largest possible value, we have
the result shown in Fig. 3(c). However, when we put back both
Jy and.J; back to Fig. 3(c), the job set, as shown in Fig. 3(d),
is not a primary job set sincé has a earlier deadline but lower
priority than.J;. In our algorithm, we simply discard these job
sets. While these job sets will not affect the search for the op-
timal schedule (Theorem 2), it does make the program take un-
necessary CPU time. In the next section, we will discuss how
to eliminate these job sets and improve the computational effi-
ciency of this algorithm.

V. IMPROVE THE COMPUTATIONAL EFFICIENCY

In this section, we propose an approach to improve the ef-
ficiency of Algorithm 2. Recall that not all the job sets con-
structed during the execution of Algorithm 2 are primary job
sets. Searching for these job sets does not help find the op-
timal voltage schedule. Moreover, same primary job sets may
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be constructed more than once by Algorithm 2, and all theseLemma 8: Let 7’ be an NAP job set off and assume that
primary job sets are then evaluated with LPEDF. Fig. 2 is subtr some.J, € J', we haveD,, = D, Let
an example. In the primary job sets shown in Figs. 2, Fig. 2(a)
and (c) are identical. This is because the same primary job set A={Ji|J € T, R > Dy, k < p}
may be constructed in different recursive calls in Algorithm 2. B={Jy|Jx € J,Rr > Ry, k >p}.
Note that the primary job set in Fig. 2(a) can either be searched
by first fixing the deadline of/; and thenJ,, or vice versa 1hen, if AU B # ), there must be a joli, (p # ¢) such that
This situation exasperates when the number of jobs is largle. € J' satisfiesD; = D,. . .
Even though such redundancy in the algorithm will not damage Proof: To prove this lemma, we first show that#fu 5 #
the optimality of the results (Theorem 2 and Theorem 3), thdy there must exist one jolf; € 7' such thatD; > D;. Con-
do make the algorithm quite inefficient, especially for systen®ider the following cases.
with large number of jobs. We call both the nonprimary job * A # 0
sets and the identical copies of the primary job seteedan- Let J; € A. Then,R; > D, andi < p. For.J; € 7',
dant job sets we haveD; > R;. SinceD,, < Dy, soD;} > D,,.

One way to reduce the redundancy is to eliminate the iden- * B 7 0 )
tical copies of the same primary job sets once all the primary Let J; €B. Then,/Ri 2 ]/{P anqz >pIf Ry > D, we
job sets have been constructed. However, a straightforward im- haveD; > D, = D;, for Ji € J’. On the other hand, if
plementation of doing this will have a worst case complexity of Ri‘; < R’ﬁ S_ Dy, alc_cordm_g to D_eflnltlon 2, we must have
O(M?), whereM is the total number of the job sets. When the D; 2 _DP since.J"is a primary job set. . ,
number of jobs is quite largd/ can be very high. Furthermore, Overall, if AU # §, we must be able to find a jolf € J

/ / /I / H " H
constructing all these redundant job sets is an unnecessaryj\c%ﬁ?rrgzt%a;@ I;eo:nﬁét_beDa]\) .gghe(}?si)é:\:ﬁzul‘;rimg 4
fort. Therefore, we focus our effort on how a&woid generating J ¢ T

the redundant job sets in the a_lgorithm. Singe same_primaryjobBased on the above lemmas, we have the following theorem
sets may be constructed by different loops in Algorithm 2, OWhich forms the basis for reducing the redundant job sets and

problem then is how to identify those loops that will generaig, 15 4 dramatic improvement of computational efficiency of
redundant job sets. Before we introduce our approach in tlﬂfgorithm 1.

_ende_avor, we firstintroduc_e _two important Ierr_1mas that_helps_ tOTheorem 4: Let job J, € 7, and
identify the cases where fixing two different job deadlines (in
two different outmost loops of Algorithm 2) results in the same A={Jy | Jx € T,Rx > Dy, k < p}
AP]ObSGtSOU. - . B:{Jk|Jk€j/Rk2Rpk>p}
Lemma 7: In pth outmost loop of Algorithm 2, the AP job
sets constructed by fixing the deadlinefgfe 7 coverallthose if 4 U B + (), then the NAP job sets constructed by first fixing
NAP job sets7’ with D), = D, the deadline of/, are redundant.
Proof: Let J7(J,) be the job set by fixing the deadline Proof: Let 7’ be one of the NAP job sets constructed by
of J, but not includingJ, (i.e., generated by line 6-15 infirst fixing the deadline ofJ,. Then, according to Lemma 8,
Algorithm 2). there must exist @ # p such that for/; € 7', we haveD; =
« If J(J,) is not a primary job set, according to Lemmal’q- However, accordingto Lemma?7, byfirstfixing the deadline
6, the AP job sets found in the subsequent recursive c&f /q» Algorithm 2 produces all the NAP job sets it = D,
i.e., line 18, must contain all the NAP job sets associaté@cluding 7. Therefore,7" is constructed more than once by

with 7(.J,). On the other hand, for an§’ € N'AP(J) Algorithm 2. _ n
and.J, € J' with D}, = D, (thus,.J, = J,), we must Based on Theorem 4, we propose an improved algorithm for

have(J’ - J!) € /\/AP(j(Jp)). Therefore, after putting finding the NAP job sets of a given job set and summarize it

backJ,, i.e., line 19-20 in Algorithm 2, the resultant AP
job sets must contaigy’.

in Algorithm 3. Algorithm 3 avoids the construction of AP job
sets corresponding to fixing the deadlines of the jobs determined
. . . ) . by Theorem 4 (see line 5-7). Therefore, it is far more efficient
IfAj(JP) ISa prlmaryjob set, ac?cordlng to Ler_nmajls’, ~ than Algorithm 2 because it checks and removes the possibility
‘7<J”>,+ p 1 th_e only NAP qu set oty W'Fh Dy = .of producing redundant job sets in each recursive call. Since a
Dp. ‘7 can certainly be found, i.e., through line 22-23 Ir&1reat number of identical associative primary job sets are re-
Algorithm 2. moved, the effort to search for the optimal voltage schedule
From Lemma 7, the AP job sets found by thin outmost among these job sets is also saved. The improvement achieved
loop in Algorithm 2 will cover those NAP job sets with (at leasthy Algorithm 3 will be further demonstrated through experi-
the deadline of theth job equals its original one. Since moremental results in the next section. Moreover, Algorithm 3 pro-
than one job in a NAP job set may have deadlines that equaldes another important improvement. Recall that Algorithm 2
its original one, this is part of the reason why different outmositiay result in nonprimary job sets which need to be identified to
loops may result in the same AP job sets. The following Lemnzavoid applying LPEDF to these sets (see line 20 in Algorithm 2).
will help us identify and then reduce the overlap among the ABY using Algorithm 3, the construction and detection effort for
job sets found by each of the loops. such nonprimary job sets are completely liminated as stated in
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Theorem 5 (see line 23 in Algorithm 3). The proof for this the-
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TABLE |
EXPERIMENTAL RESULTS FOR COMPARING THE THREE APPROACHES OPT, VSLP, AND LPFS.
THE NUMBERS IN THE COLUMNS LABELLED AS AVG. ENERGY AND MAX. DEVIATION
ARE NORMALIZED AGAINST THE FP CPTIMAL RESULTS

Avg. Energy Max. Deviation Avg. CPU Time (s)

Systems LPFS | VSLP | LPEDF || LPFS | VSLP | LPEDF | VSLP OPT_FP

2 4.00997 | 1.01375 | 0.676259 || 224.15 | 2.59466 | 0.9647337 0.00 0.00

4 2.98437 | 1.01153 | 0.51942 || 47.4246 | 0.6645 | 0.9285487 0.00 0.01

6 2.03882 | 1.01038 | 0.471015 || 19.9358 | 0.61839 | 0.942235 0.01 0.01

8 1.73526 | 1.00931 | 0.492956 || 13.3007 | 0.58081 | 0.9231593 0.01 0.08

10 1.51272 | 1.02183 | 0.487638 || 7.16493 | 0.93676 | 0.9117454 0.01 0.29

12 1.42053 | 1.00589 | 0.534376 || 2.72621 | 0.43358 | 0.866363 0.01 0.98

14 1.31968 | 1.00337 | 0.583075 || 2.60185 | 0.18463 | 0.789502 0.02 2.81

16 1.27567 | 1.01304 | 0.573279 || 2.80499 | 1.3268 | 0.806746 0.01 27.94

18 1.28008 | 1.00029 | 0.601162 || 1.33458 | 0.01808 | 0.822035 0.02 395.66

20 1.18782 | 1.00325 | 0.617864 || 0.6283 | 0.06743 | 0.740367 0.02 1626.3
video phone || 7.75383 | 1.000000 | 0.994985 ]| 6.75383 | 0.00000 | 0.005015 ]| 0.00 | _ 0.01

orem is shown in the Appendix.

Algorithm 3 Improved algorithm for
searching the NAP job

1:
2:

15:
16:
17:
18:
19:
20:
21:
22:
23:
1

24
25:
26:
27:
28:

Se

Input:

arch_Primary (J,7)

ordered in decreasing order of their

priorities, where

J’i = (R“O“Dz)

Output: A set 7 containing all the
NAP job sets of 7
for k=1---N do
if there is J, € J, such that ¢ > &,
Ry > Ry, and D, > Dy, or ¢ < k, and
R, > Dy, then
continue; // See Theorem 4
end if
Copy J to Ty,
for J, €Tk, i<k
if R, <D, and D; > D;
D; = Dy;
end if
end for
for J, € Jk,i >k
if Rp < D; < D, then
D; = Ry;
end if
end for
Te = T — Jis
if  Jr is not a primary job set then
Search_Primary( Te, T);
Add J, to each job set in T
Add each job set in T to T,

See Theorem 5

else
Tk = Tk + Ji;
Add J. to T,
end if
end for

A real-time job set J=J,...,J,

VI. EXPERIMENTAL RESULTS

In this section, we use some experiments to compare our op-
timal voltage scheduling results for FP real-time systems with
two other related approaches, the heuristic approach introduced
in [27] and the approach presented in [19]. In our experiments,
we also demonstrate that the previously established energy con-
sumption lower bound for real-time systems scheduled by the
EDF scheme cannot be properly used for systems scheduled by
FP scheme. Finally, we use experimental results to show the sig-
nificant improvement of the computation efficiency by applying
Algorithm 3 in Algorithm 1. All the experiments are conducted
using Sun Blade 220. According to [6], we assume that the pro-
cessor speed is proportional to the supply voltage and the pro-
cessor power consumption is a cubic function of the processor
speed. Note that our algorithm only requires that the power con-
sumption is a convex function of the supply voltage.

Our first experiment consists of ten groups of randomly gener-
ated real-time systems with the number of jobs being-2,-420.
The arrivaltimes and deadlines of these jobs are chosen to be uni-
formly distributed within [0,50], [20 100], respectively. These
data are randomly chosen without special considerations. The
executiontime of each jobisrandomly generated from one to half
of its deadline to make the job sets easier to schedule under the
maximum processor speed. Only the job sets that are schedulable
under the maximum processor speed are used in our experiment,
and each group contains at least 100 such schedulable job sets.
Four algorithms, i.e., the heuristic approa®ls(P) in [27], the
approachl(PFS) in [19], and the optimal EDF approach [25],
and the optimal fixed-priority approac®@PT_FP, thatis, Algo-
rithm 1 combined with Algorithm 3), are tested with these sys-
tems. To reduce statistical errors, we collected the average en-
ergy consumption for each group and filled into Table I. Within
each group, we also recorded the largest deviation of the energy
consumption results by each of these three approachesto the cor-
responding optimal results. All the collected data are normalized
against the optimal results. To compare the computational cost
for the voltage schedule, we also gather the average CPU time by
approach/SLP andOPT_FP (the average CPU time fPFS
is very close to zero and, therefore, omitted).

We also performed the same experiments on a real-world ap-

Theorem 5: The job sets output from Algorithm 3 are allplication, a typical videophone application introduced in [36],
primary job sets.

and the results are shown in the last row of Table I.
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TABLE I one improving the other one. Experimental results are shown to
EXPERIMENTAL RESULTS FORCOMPARING THE COMPUTATION compare our results with relevant previous ones.
EFFICIENCY OF THE OPTIMAL SCHEDULING APPROACH BY USING . . . . .
TWO STRATEGIES, ALGORITHM 2 AND ALGORITHM 3, IN The type of systems studied in this paper contains real-time
SEARCHING FOR THENONDOMINATED PRIMARY JOB SETS jobs to be scheduled based on the fixed priority, preemptive

scheme. Such a scheduling scheme is used widely in many real-

No. CPU Time(s) . o . -
Jobs [Algorithm 2 | Algorithm 3 world real-tlm_e systems due to |_ts simplicity and predictability
5 0.00 0.00 [34]. The static voltage scheduling approach adopted here can
1 0.01 0.01 be readily used during the design process to fully exploit the
6 0.09 0.01 timing information knownra priori. Furthermore, the static ap-
8 3.21 0.08 proach can be supplemented by a dynamic voltage scheduling
10 220.56 0.29 such as the one proposed in [19] to achieve the best overall re-
12 11356.42 0.98 sult. The significance of the results presented here is that the

inherent theoretical limit in terms of energy saving for the sys-
: . tems of interest is established. Such results can be used as the
Table 1 shows that our optimal approach has a much h'ghse[[emdard to measure the quality of various heuristic approaches
computational cost thaW'SLP and LPFS, and its computa- '
tion complexity increases rapidly as the number of the jobs in-
creases. This agrees with our theoretical analysis since the com- APPENDIX |
plexity for VSLP is O(N?3), while the worst case computa- PROOF OFLEMMA 6
tion complexity forOPT is O(N! + mlog?m) (whereN is
the number of jobs, aneh is the number of primary job sets
searched ifOPT). Table | also shows thafSLP represents an  We prove this lemma by mathematical induction.
excellent tradeoff choice in searching for the voltage schedule. . \wwhen N = 1, the conclusion is true since the job set
Note that, in Table |, the difference between its average power  ytpyt from Algorithm 2 contains only one job.
consumption and that d®PT is very close, which is much . gyppose the job sets output from Algorithm 2 can cover
better than that of PFS, and it cost much less CPU time than all the NAP job sets folV = k — 1 (k > 1). We prove the
OPT. However, for some test cases (when the job numberis 16, case forv = k by contradiction.

for example), the voltage schedules foundUBFS can con- Let 7 = {Ji,J,...,Ji}. AssumeJ is an AP job set

?rurrr;eTz.t?I t'rlne\; the ﬁnlergy t‘f Ehlfltl b)r/] t?e romlr??l ones;[tharIcéy,j not dominated by any AP job sets found by Algo-
om 1able |, we conclude that 1L 1S not proper to use the Cig, \ 5 According to Lemma 4, for jol, € J where

ergy consumption bound set up by LPEDF for the real-time sys: AN i e .
tems scheduled by FP policy. From our experiments, the aver. %%e:‘t Elr?())(r{tif \Evlzz;a(\llge Eagp(igzasterl]iththi (}h()& with the
i i i d p— ~p ' p — “Jp):
energy consumption bound for jobs scheduled by EDF s o Now let us consider the associative job sets obtained from

0/H—| 0 I -
50%-60% of that by FP. In some cases, the optimal energy C%rfgorithm 2. Inthepth iteration of the outermost loop, the dead-

sumption by EDF is less than 5% of that by FP. . T . .
P y N y Jine of J,, is fixed to I, while the procedure recursively con-

Our second experiment quantifies the improvement of co  th . 'ob set for th t of the— 1 i0bs. F
putation efficiency made by Algorithm 3. The same techniqué’l‘.ru.C € primary Job set for the rest of the- 1 Jobs. From
induction hypothesis, there must exist a primary job/skt,

are used to generate random systems. The average CPU {tine ; ~ -
of the optimal algorithm by adopting two different strategie onstructed from Algor_lthm_ 2, SU(.:h thbﬁ_’ = {J - {JI’}}.‘
namely Algorithm 2 or Algorithm 3, in searching for the NAP Note .th.a.lt{j - {/,}} is still ? primary job set.) According
job sets, are collected and shown in Table Il. Table I shov&g Definition 4, it foIIIOWSNthgt}C +{/p} = J. Next, we only
the dramatic reduction of computational cost by applyin@eed to sho_vv tt]dC +{J,} is an AP set OU'. .

Algorithm 3, especially for systems with large number of jobs. The ]obs_ mlCl havelz some useful charlacterls'Flcs.

This is because applying Algorithm 3 reduces not only th IFor any job.J, € Kir < p, W€ haveD,. < Dy: If we have
effort to construct those redundant job sets, but also the effbtt > Pp» @ccording to Algorithm 2, there mustbe ajobe 7
to search for the optimal voltage schedules among these séﬂé:h thatf?, > D,. In this case, the deadline 6}, D,, cannot

Since the number of redundant job sets increases drastic®) ssibly be the latest. This contradicts our assumption above.

1 7 / / . H H
as the number of job increases, this explains the dramatic. ran’iljaol.){; €k ’:i>hp, Wﬁ hfWED" < Ry: Since JObh
improvement by using the improved approach. ‘7 IS an Job set and), has the lowest priority among the
jobs that may share the same largest deadline thus, for any

Jr € J,r > p, wehaveR, < R, andD, < R,. Otherwise,
J,. cannot has earlier deadline thﬁ,p(see the discussion at the

In this paper, we present an approach to finding an optimagginning of Section Il). Moreover, sindg > {7 — {Jp}}, S0
voltage schedule in terms of energy saving for a variable voltafge any job.J’ € K’, r > p, we haveD’. < D, < Rp =R,.
processor executing fixed-priority, real-time jobs. We introduce Based on the above properties, we can conclude that the job
the concept ohondominated, associative, primgob sets and setK’ + {.J,} is an AP job set according to Definition 2. Fur-
prove that an optimal voltage schedule of a given job set mukermore £’ + {J,} dominates7 according to Definition 4.
be the same as that of one of NAP job sets. Two algorithms atewever, this conclusion contradicts our assumption fhas
developed to construct NAP job sets for a given job set witiot dominated by any AP job sets output from Algorithm .

Proof

VII. SUMMARY
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APPENDIX Il

PROOF OFTHEOREM 3 [

Proof

According to Theorem 1, to prove this theorem, we need tol2]
prove the following two conditions.
 Condition 1 The schedule can guarantee the feasibility of [3]
all the jobs.
 Condition 2 The output from Algorithm 2 has covered all (4]
the NAP job sets derived froni.

Since the optimal voltage schedule fof is the optimal ~ [5
voltage schedule for one of its associative job set, and the
deadlines of the jobs in the primary job sets is no later than(e]
those in the original job set, this feasible schedule certainly
can guarantee the schedulability of each jobg7irand, thus,
Condition 1must be trueCondition 2is also true as shown in
Lemma 6. [ |

(71

(8]

APPENDIX Il

PROOF OFTHEOREM 5 [9]

Proof [10]

Let 7(J;,) be the job set by fixing the deadline df. and
adjusting the deadlines of other jobs according to Lemma 5 (0]
line 9 to line 18 in Algorithm 3), and lettP(J(J)) be the AP (2]
job sets of7(.J;) obtained in the Algorithm. Then, to prove the
theorem, we only need to show that for afiye AP(7 (Ji)),

J + J is still a primary job set. [13]
In Algorithm 3, we fix the deadline of, only if

[14]

R; <Dy, foralli<k 3)
and [15]

R; <Ry, foralli> k. (4)
R . [16]

So for anyJ; € J(Ji), we have

D <Dy, i<k
D; <Ry, or D; > D, 1> k. (6) (18]

Consider any/ € AP(J(J)) andJ; € J.

. Forf)i < Dy, i # k, according to (6) and Lemma 5, we
haveﬁi < Di < Dg.

« For D, > Dy, i > k, according to Lemma 5 (or line
9 to line 18 in Algorithm 3), fixing the deadline ofp,
p < k, does not bring any change to the deadline/pf
sinceD, < D < D;; on the other hand, after fixing the
deadline of.J,, p > k, the deadline of/;, D;, can only
be adjusted ta?,, D,, or remain unchanged. From (4),
(6), and Lemma 5 (or line 9 to line 18 in Algorithm 3), the

[19]

(20]

[21]

(22]

newly adjusted deadline of can only be less thaR;, or  [23]
greater tharDy.

Overall, for any.J; € 7, we must have [24]

D; <Dy, i<k [25]

D; <Ry, or D; > Dy, i>k [26]

Therefore, from Definition 27 +.J,, is still a primary job set.
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