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Abstract

As CMOS transistor feature size shrinks, sub-threshokblga power dissipation
begins to dominate the total power consumption of a chip. @&wsdy technique
was introduced to reduce sub-threshold leakage powerfisigmily. However,

with the introduction of the drowsy cache design techniagsy fault behaviors
appear and more restrictive design rules must be concerned.

In this research, we implement a drowsy SRAM cache with |perial circuits
in layout level and simulate all possible spot defects (SP&)er normal mode
and drowsy mode in different resistance regions. Six new faodels appear
with the introduction of drowsy mode for memory arrays. Wealep a march
algorithm which can detect all SDs in either data cachessiruntion caches. A
built-in self-repair (BISR) scheme is developed. By ulilig BISR, the cache can

still work even if some cache lines fail to work in drowsy mode
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Chapter 1

Introduction

In the past, dynamic power dominated the total power consompf CMOS
transistors. When CMOS transistors are not switching, #reyin OFF state and
leakage power is negligible. However, as feature sizesishieakage power in-
creases much faster than dynamic power does. As shown inlEigin current
0.13um - 0.09um technologies, leakage power is already considerable whran ¢
pared with the active power dissipation. When technologyesdelow).09.m,
leakage power consumption is approaching over 50% of tla¢potver, which is
not practical. Suppressing leakage current is hencealitic

On-chip memories, especially large cache memories, pedvidgh perfor-
mance with very low power-density than logic circuits befoAs a result, larger
and larger portion of the die area has been occupied by caelneones. For
instance, 50% of Pentiu@®4 chip area and 60% of StrongARM chip area are al-
located to the cache structure [4, 21]. On-chip memorieddwaer power-density,

because typically only a small portion of the memories aexed to be accessed
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Figure 1.1: Leakage power increasing v.s. dynamic poweeasing [3].

every clock cycle. It is no longer true when leakage has becamroblem for
transistors. Due to a large number of storage cells and lastagking effect
[22] to reduce leakage current, leakage power will domitta#ecache power con-
sumption and thus the total power of a chip. According to tfegation in [1],
for 70-nm process, more than 60% of power can be consumed rathes if
left unchecked. Reducing leakage power of on-chip cachesleerease the total
power consumption of a chip significantly.

Several technigues have been presented on leakage reductif®], a dual-
V, technique uses transistors with high threshold voltageoim-critical part of
memory cells, since sub-threshold leakage current redeiqesnentially with the
increase ofl;,. But, high¥; transistors have lower switching speed, and hence
it is not suitable for caches. The gatég technique inserts a high- transistor
between the circuit and one of the power supply trdilg/GND) [7]. The circuit
will be detached from its power supply when it does not tenbegaised, and the

state of the circuit is lost. Thus, this technique is not appate for caches either.
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A multi-threshold CMOS (MTCMOS) technique has also bees@néed to lower
the threshold voltage and to reduce the leakage power [18jeder, MTCMOS
will also detach SRAM cells from power supply trails stand-bymode, and
hence it cannot preserve the SRAM state. A simple but effediiowsy technique
is proposed in [1]. This method implements caches with dy¢standby mode
and normal mode, where different supply voltages can beteele The SRAM
cells consume significantly less leakage power when pladedirowsy mode by
supplying lower voltage. Due to thepatial localityandtemporal localityof on-
chip caches, a large portion of cache lines can be placedlintesy mode to cut
down power consumption.

Many faults in memory circuits are caused by spots of extrasimg or unde-
sired material in a small area. These defects are calleddgfetts (SDs) and are
the primary testing target. In [2], a complete analysis aftslefects for industrial
SRAMs is presented-unctional fault models (FFMsjre defined to describe the
fault behaviors, and march tests are developed based om Eieds. All elec-
trical faults are transformed into functional fault modeddich consist of nine
single-cell faults (e.g., stuck-at fault) and five couplfaglts (e.g., deceptive read
destructive fault). A March SRD algorithm with test lengténlis developed to
detect all FFMs with deterministic data outputs at senselifierp [2]. Recently,
a similar defect injection and circuit simulation techreguas also been used to
derive the fault behaviors of embedded DRAMs [8]. Built-gifgest (BIST) is
a technique that integrated circuits can perform testirthout an automatic test
equipment (ATE) [9]. BIST methods based on patterns geeétay march tests

are dominant for testing memories nowadays [10]. The word i} has found



that the symmetrical structure of a march test will make sieao implement the
corresponding BIST technique. As a result, many march dlgos (e.g., March
SRD in [2]) have been developed as symmetrical structuresth@& complexity
and the size of embedded caches/memories increase,rbsétfirepair (BISR) is
used to improve the overall yield. BISR begins with applymgmory test pat-
terns and collecting the test response. Traditionally,disfective addresses are
eliminated and substitued with redundant memory circuify,[so the memory
yield can be dramatically increased.

Unfortunately, new fault behaviors can appear with theoihtiction of drowsy
mode caches or memories. In this research, we implementasdi®RAM cache
with peripheral circuits like sense amplifier, address decowrite circuit, etc.
All possible spot-defects are simulated in both normal ment standby/drowsy
mode using HSpice. We find new fault behaviors in standby mddese fault
behaviors are transformed into functional fault models amdarch algorithm is
developed. We demonstrate that all drowsy faults can betbetéy our proposed
march algorithm. In this work, our march algorithm is dividato two parts, and
each of them has a symmetrical structure. Further, if a oelttions properly in
normal mode but manifests its defect in drowsy mode, theentche line that
this cell locates will be marked as a non-drowsy cell (usirrggister), and will
not be subject to drowsy operation. Thus, no redundant meaoatls are required
for the BISR circuit, and drowsy defects can be toleratetief power budget is
not exceeded.

The thesis is organized as follows:

Chapter 2 reviews the background of leakage currents, drowsy tecienigem-
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ory testing terms and notations, and spot defects defisition

Chapter 3 shows the design and implementation of a drowsy SRAM cacke. D
tailed analysis of drowsy state and minimum standby voltagepresented

thereafter.

Chapter 4 performs simulation of all possible spot defects (SDs) ithbwor-
mal mode and standby mode. Then, fault behaviors are tnanstbinto

functional fault models (FFMs).

Chapter 5 derives a march algorithm to detect the drowsy SRAM cacheaan

built-in self-repair circuit is suggested to tolerate dsgvdefects.

Chapter 6 concludes this thesis and discusses future work.



Chapter 2

Background

This chapter provides a brief introduction for the drowsynmoey technique and
memory testing. First, leakage currents existing in SRANMs@ee presented, and
sub-threshold leakage is identified as the dominant parimple voltage scaling
method (drowsy technique) is then introduced, and memauly éefinition and

fault model notation are presented finally.

2.1 Sub-threshold Leakage

According to different physical mechanisms, leakage cusrare categorized as

follows:

e Sub-threshold leakagg,,. When gate-to-source voltagg;s is smaller
than threshold voltag€ry, I,., exists from drain to sourcd,,,;, increases
exponentially with respect to threshold voltage reducfiigt] and tempera-

ture increase [15].



e Gate direct-tunneling leakade . According to quatum mechanism, char-
ged carriers can pass through the gate oxide potentiaebanto the gate
[15], and this causes gate direct-tunneling leakage curdem will be a

major issue for nanometric electronics.

e Gate-induced drain-leakage;;p; flows from drain-gate overlap to sub-
strate of a transistor. This leakage current arises in thie éliectric field un-
der gate/drain overlap region causing deep depletion. Bgth and/;; 1,

increases exponentially with the reduced gate oxide ties&fl8, 19].

e Reverse-biased pn junction leakalyg; ;.. It consists of two components:
one is the minority-carrier drift near the edge of the depfetegion, and
the other is due to electron-hole pair generation in theetewi region of
the reversed junction. For present technology, leakagecuimduced by
reverse-biased pn junction leakage is lower tlhigp, and thus can be ne-

glected [15].

All these leakage currents are shown in Fig. 2.1. For sulamitgchnologies
below0.5um, sub-threshold leakage is the dominant component of leagager

[4, 15], and can be modeled as [23, 24]:

T = Lo eXpVGS*VTH/(nkT/Q)(l _ eXp*Vns/(nkT/tI))(l + A\Vps) (2.1)

where) is a parameter modeling the pseudo-saturation region iwéad inver-
sion region [, is the process-specific current of a transistor whign = Vi, T

is chip temperature, and n is process dependent, typicalht 5 [30].
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Figure 2.1: Leakage currents in a NMOS transistor.
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Figure 2.2: Sub-threshold leakage current in an SRAM cell.

2.2 Drowsy Technique

This section first presents the drowsy technique of a sinBl&aN® cell. Then, a
drowsy control architecture for data cache and instruat@ache are introduced

separately [1].

2.2.1 Dynamic Voltage Scaling (DVS)

Fig. 2.2 shows the relationship between supply voltage eakidge current in a

6T SRAM cell. The two pass transistors are not included esthey are turned off



when the cell is not accessed. As shown in Fig. 2.2, therenareff-state leakage
current paths in a stand SRAM cell. The ON transistors ar¢rong inversion
and have negligible resistance. Derived from EquationtBd. pverall leakage of

the SRAM cell can be modeled as [1]:

Iy = ((Isn + Isp) + (IsnAn + IspAp)Vpp) (1 — exp Y20/ R T70) - (2.2)

wherelsy and Isp are NMOS and pMOS off-transistor current factors, which
are independent dfp5 in Equation 2.1. Since the leakage current redwscgeer
linearly with V, p, the dynamic voltage scaling (DVS) technique is used in¢g1] t
reduce leakage power significantly.

Fig. 2.3(a) illustrates the simple drowsy technique witlhupy voltage con-
trol mechanism. By selectinfowV olt/LowV olt, the SRAM cell can be placed
into two modes: active/normal mode and standby/drowsy miodeormal mode,
the SRAM cell is supplied with standard voltag®, (1V, under the 70nm-
technology [1]). In drowsy mode, the SRAM cell is only sugpliwithV}, p Low
(0.3V), while the logic value of the cell can still be retaih&Vhen a cell is not to
be accessed for a period of time, it can be placed into drovexlerand its leakage
power can be reduced significantly. However, in drowsy mtuecell is not al-
lowed to be accessed, because the precharged bitline @dltag) is higher than
the storage cell core voltage, which can destroy the statteeofell. In addition,
during the read operation, the sense amplifier may not appraperly at the low

storage cell voltage [1]. When the cell is to be accested) olt is set to '0’ and
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Figure 2.3: Drowsy SRAM control and leakage power redudtdgn

the cell is charged back by the standard supply voltage &at/verite operations.

As shown in Fig. 2.3(b), the leakage power of 6T and 4T SRANkaelduce
significantly as we scale the supply voltage down. Accordmthpe result in [1],
the leakage power of the 4T and 6T SRAM cells can be reduce@¥@yehd 77%
respectively at 300mV standby voltage. However, the stawvdliage cannot be
reduced unlimitedly, and the reason will be presented irp@&he3.2.

Since data caches tend to have batarporallocality while instruction caches
tend to have bettespatial locality, by using proper cache management policies,
the drowsy cache technique can reduce the total leakager pogvéficantly with
trivial increase in runtime [1]. The drowsy control arcleigre and corresponding

cache management policies are introduced in the followitgsub-sections.

2.2.2 Drowsy Data Caches

Fig. 2.4 shows an implementation of drowsy cache line defiga data cache.

The drowsy bit is used to control the supply voltage of caaiesl Wherdrowsy

10
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Figure 2.4: An implementation of drowsy cache line for datehe [1].

is set to be logic '1’, the whole cache line is placed into dsg\state. Thevord-

line gateis used to prevent access of the cache line when it is in dromsye.
Due to thetemporal localityof data caches, when a location is accessed, it is very
likely that it will be accessed again soon [16]. Hence, a senpolicy is that all

the cache lines are placed into drowsy mode periodically,ahne is woke up
only when it is accessed. In [1], a 2000-cycle update windowusied to place all
cache lines into drowsy mode every 2000 cycles. The impaictooéased wake-

up latency is negligible. By putting an average of 90% cdaies into drowsy
mode, roughly 85% of leakage power can be saved and runtilgenmneases by

0.64%.
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2.2.3 Drowsy Instruction Caches

The simple policy works well for data caches but it is not eifiee for instruction
caches, due to thepatial localityof instruction caches. It is found that for drowsy
instruction caches, the worst case runtime increase i9d@3d the average is
2.4% if it uses the simple policy of data caches [1]. This ismworse than the
simple policy for drowsy data caches, which causes 1.2%twase increase and
only 0.6% average.

A subbank-based drowsy technique is adopted in [1] for ucsiton caches
based on the work of [17]. The cache is divided into severabauoks, and only
a limited number of subbanks are checked for their contamtsigl each access.
By using additional decoder logic to index the subbanks asvehn [17], the
access latency increases slightly. In [1], a 16KB direcpp®al instruction cache
is divided into four 4-kB subbanks, and only one subbank s¢ebte activated on
each access. Each subbank consists 128 cache-lines, émellalkes together are
controlled by a single drowsy bit. By setting the drowsy the whole subbank
can be placed into drowsy mode. In [1], several subbank gtiedi techniques
(e.g., Next Subbank Prediction Buffer) are used to wake ugbhank before an
instruction really use it. As a result, the drowsy instrantcache can save the
total leakage power dissipation by more than 77% with trivigtime increase

(0.79% in average).
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2.3 Memory Testing

2.3.1 Spot Defects

Defects in SRAM memory chips can be categorizedjlabal defectsandlocal
defectd32]. Global defectaffect a large part of the silicomocal defectaffect
only a small (local) area of an IC, and are called spot def¢@Bs). SDs can
be modeled as spots of extra, missing or undesired mateggs(ance), and can
cause undesired connections or disconnections in circsids can be introduced
during any one of the many steps in the IC fabrication prqass$ are the primary
test target since they are much harder to be detected thhalglefects [26]. In
this study, only SDs will be considered. Depending on themduictivities in

memory chips, they can be categorized to the following tigreeps [2]:

e Open an extra resistancez(,) within a connection, where < R,, < oc.

e Short an undesired resistive patlk () between a node and,,/GND,

wherel < R, < oo.

e Bridge an undesired resistive pat®,.) between two connections which

are notV;/GN D, where() < R, < oo.

There will be more than 22 defects when considering defeettions between
cells. But, due to the symmetric structure of the 6T SRAM, dettlas been demon-
strated in [2] that only a subset of these defects needs tinhdated by intro-
ducing the following notations. Fig. 2.6 shows the arrangehof four adjacent

cells.

13
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Figure 2.5: Possible defect positions within an SRAM cdll [2

e Complementary behaviothe locations of SD1 and SD2 in a SRAM cell
are symmetrical, so the fault behavior of SD1 is similar tattbf SD2.
The only difference is that all 1's are replaced with 0’s antkwersa. For
example, a possible SD at location OC6 of Fig. 2.5 (SD1) carsedhe
cell stuck-at ’0’, then at the presence of a SD at location ©Qfa-ig. 2.5
(SD2), the cell will be stuck-at '1’.

¢ Interchanged behavioftwo cells involved): the fault behavior of SD1 is
similar to that of SD2, except that the aggressor and thenvicells are
interchanged. For example, we assume that SD1 is a brid@iebfstween
TOand BL1in Fig. 2.6, where cell 0 is the aggressor and caltBa victim.
Then a SD between BLO and T2 will have the similar fault beba@xcept

that cell O will be the aggressor and cell 2 will be the victim.

¢ Interchanged Complementary behavi®D2 shows a complementary and
interchanged behavior of SD1. Take the SD1 which has a bheg&een
TO and BL1 in Fig. 2.6 as an example again. To make it clear, eveotd

SD1 as (T0-BL1). Assume SD2 has a bridge betwBén and F2. SD2 has

14



Table 2.1: List of opens [2]

Name Description
OC1/0C2 | Source/drain of pull-up at true side broken
OC3/0C4 | Drain/source of pull-down at true side broken
0OC5 Gate of pull-up at true side broken

0OC6 Cross coupling at true side broken

OoC7 Gate of pull-down at true side broken

0oC8 Pass transistor connection to T broken
0oC9 Pass transistor connection to bit line broken

0OC10 Gate of pass transistor at true side broken
0OC11/0C12| V[V, path of the cell broken
0B, The bit line BL at the write side broken
OB, The bit line BL at the read side broken
ow The word line WL broken

the similar fault behavior as SD1. To derive it, we first get ithterchanged
fault behavior of SD1, which is (BLO-T2), then get its complentary fault
behavior BL0 - F2).

2.3.2 Definition and Location of Open Faults

Opens in an SRAM cell are categorized as opens within a c€l) (Opens at bit
lines (OB) and word lines (OW). As shown in Fig. 2.5, opensoaation OCXx
and OCxc show @omplementarypehavior, so only defects at OCx need to be
simulated, and the fault behavior at opens at OCxc can bgedkfiom that of
OCx. Table 2.1 gives a detailed description of these opeectief Opens at bit
lines and word lines affect many cells in same column/rovhefrnemory. Thus,

only the first cell affected by opens will be studied.

2.3.3 Definition and Location of Short Faults

Short defects can be classified as shorts within a cell (31©)tsat bit lines (SB)

and shorts at word lines (SC). As shown in Table 2.2, for exapgpshort at F

15



Table 2.2: List of shorts [2]

[ Name| Behav. Comp. behav
SC1 | T-Via F-Via

SC2 | -GND F-GND
SB1 | BL-Vy BL-Vy
SB2 | BL-GND | BL-GND
SW1 | WL-Vy,
SW2 | WL-GND

Table 2.3: List of bridges within a cell [2]
Name| Behav. | Comp. behav
BCl1 | T-F
BC2 | T-BL F-BL
BC3 | T-BL F-BL
BC4 | T-WL F-WL
BC5 | BL-BL
BC6 | BL-WL | BL-WL

will show a complementary behavior to the short at T. SBs aid &fect many

cells, and, again, the first cell affected will be concerned.

2.3.4 Definition and Location of Bridges

Assume that bridges can exist between nodes located cleselmther. Thus, all
bridge faults can be classified lsdges within a celandbridges between cells
Table 2.3 shows all possible bridge defects within a celh¢ded as BCx),
while Fig. 2.6 is used to illustrate relative cell locatiansa memory. Depending
on different layout implementations, all possible bridgesveen cells are listed
in Table 2.4. Here, rBCCx denotes the bridges between aellsa same row,
cBCCx denotes the bridges between cells in the same colurdrBCCx denotes

the bridges between cells in near diagonal cells.

16
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Table 2.4: Bridges between adjacent cells [2]

Name | Behav. Comp. behav| Inter. behav/ Inter. Comp. behawv.
rBCC1 | TO-T2 FO-F2

rBCC2 | TO-F2 FO-T2

rBCC3 | TO-BL1 FO-BL1 BLO-T2 BILO-F2
rBCC4 | TO-BL1 FO-BL1 BL0O-T2 BLO-F2
rBCC5 | BLO-BL1 | BLO-BL1

rBCC6 | BLO-BL1 BIL0-BL1

cBCC1| TO-T1 FO-F1

cBCC2 | TO-F1 FO-T1

cBCC3| TO-WL1 FO-wL1 WLO-T1 WLO-F1
cBCC4 | WLO-WL1

dBCC1| TO-T3 FO-F3

dBCC2| TO-F3 FO-T3

2.3.5 Faults Notation

To describe the fault behaviors involving SRAM cefult primitives(FPs) with

compact notation are introduced [2]. Each FP representathebehavior, and

all FPs can be divided into following categories:

e < S/F/R >: This FP involves faults in a single cell. Here, S is ten-
sitizingoperation;S € {dr0,dr1,0,1, w0, wl,w t,w |,70,71,V}, where
drO (drl) describes the drowsy operation on the cell withdaglue 0’
(1). Further, 0/1 denotes logic value '0’ and '1’ sepatgten0/w1/rO/r1
denotes write/read operation; 1T (w |) denotes an up (down) transition
write operation. If the fault behavior of S appears afteretiim the sensi-

tizing operation is denoted &&-. V can be '0’ or '1’. F describes the fault

17



behavior of the cellF' € {0,1,1, ], X}, wheret (]) denotes an up (down)
transition; 'X’ denotes an undefined logic value. R dendtesautput value
of an SRAM cell, if the sensitizing operation applied to tled s read We
haveR € {0,1, X, —}, where ‘-* means the output is not available. For
example, when S is a write operation, R can be denoted asor'tHe eas-
iness of discussion, FPs involving in a single cell are daf@1s, and FPs

involving two cells are called FP2s.

< S.;S,/F/R >: This FP involves two cellsS, denotes the sensitizing
operation or state of thaggressorcell (a-cell), whileS, denotes the sen-
sitizing operation or state of thactim cell. The a-cell sensitize a fault of
v-cell. We haveS,, S, € {dr0,dr1,0,1, X, w0, wl,w T,w {,70,r1,¥},
whereby X is thedon't carevalue,X € {0,1}. The definitions of 'F’ and

'R’ are the same as those af S/F'/R > above.

wkF (weak fault): Afaultis partially sensitized by a read/\ergperation [2];
e.g., if a defect can only cause a small disturbance witremtiise margin,
it can not be detected by an operation. In other words, in tegnce of a

wk, all operations pass correctly [2].
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Chapter 3

Drowsy Cache Design and

Simulation

This chapter first presents the detail of circuit implemgatafor the drowsy
cache design. With the introduction of drowsy mode, two f@ois arise: one
is how small the standby voltage can be; the other is how lbag €ircuit delay)

it needs to simulate for the drowsy state. The minimum standitage and the
minimum simulation time for drowsy mode are then deriveac8ithe simulation
is conducted using HSpice and it is complex to modify the d&gile directly,

an instruction-level model is established and a C++ progsgimplemented to
convert the high-level code to the HSpice file. As a resultved only to deal
with the high-level code to perform testing algorithmsiéa&l of digging into the
details of HSPICE files.
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3.1 Drowsy Cache Circuit Implementation

In this research, cache line is adopted as the major compoh#re cache archi-
tecture, and multiple bytes in a cache line are accessedtameously. The cache
structure is implemented based on 6T SRAM cells, and ingltlde correspond-
ing peripheral circuits like sense amplifier, address decopre-charge circuit,
etc. Magic is used to generate the layout with the TSMC Q.&8technology,
which is the most up-to-date technology available in ouragigpent; HSpice is
used for simulation. The diagram of the drowsy cache is shawg. 3.1, and
each component of the cache is introduced in the followisgussion. For cur-
rent 0.18um technology, Vdd is 1.8v. VddLow is derived froma@ter 3.2. The
details ofwrite circuit, pre-charge circuitandcell of Fig. 3.1 are shown in Fig.
3.2.

SRAM cell Fig. 3.2 shows the design diagram of the drowsy cache. Each
cell is a typical 6T SRAM. The only special feature of the SRARIIs is that
they can be supplied by two different voltages. In Fig. 3js a mux-like
module where its output can be Vdd or VddLow depending on &hecting bit.
Its output (e.g.Vaq0) provides the power supply of SRAM cells (e.d, in Fig.
3.2). For instance, cells in first row (rowQ) can be placed mhtowsy mode by
settingdrowsyOto '1’. At this time, all these cells are supplied with VddLow
(0.36V) and cannot be accessed; In normal mode, these celsipplied with the
standard voltage (1.8V) and hence can be accessed.

Write and pre-charge circuitln Fig. 3.2, the circuit labeled a&is for write-
control. The write-enable signal (WE) is set to 1’ to connin@ write circuit to

bitlines. The one labeled &sis the pre-charge circuit. The pre-charge clock is set

20



o[>

inl D

we [

o—

—l—[;o—

[write enable)

pre_clk [

Vdd(1 8v),

ViddLow
(0.36v)

| Write Circuit |

[ Write Circuit |

drowsy0[

|
{ Pre-charge ——
BLO

Pre-charge |———

BL1 BL1

Weld 1

drowsy] >

WL1 T

ier |

ense Amplifier | |_{ Sense Ampli

E
Read —| [l
%ec_clk
adry [ —
.| Address
© | decoder U
adry [ outd

Figure 3.1: Drowsy SRAM cache architecture.
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Figure 3.2: Write and pre-charge control.

to 0’ when cells are not accessed, and hence each bit lineaigged to standard
voltage (1.8V). The P-transistor on the horizontal diractin B is for equalizing
bitlines, which is needed by sense amplifier. For exampl&rite a value into
cell C, the write-enable signal (WE) is set to "1’ and pre-chargmdisabled by
setting pre-charge clock (p&k) to "1’. It is similar to read a cell, except that
WE is also '0’ and sense amplifier is enabled. When the cellsdalumn are not
accessed, prelk is '0’ and both bitlines are charged tQ, (1.8V). Since cells are
isolated by disabling the corresponding cache line, it issfie that one cache
line is accessible when other cache lines are in drowsy made, rowl can be
accessed if it is in normal mode and rowO is in drowsy mode.
Sense amplifierA double-ended current-mirror amplifier shown in Fig. 3.3

is used in this work as the differential sense amplifief. and BL are connected

to the corresponding bit lines. A read operation will sehsigs Aen (S Aen) to
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Figure 3.4: Address decoder.

"1’ (0’), and hence the corresponding SRAM cell is sensed s value appears
atout Note that when there is no read operatiofiden is set to '0’, and sense
amplifier will be disconnected with memory cells.

Address decoderfTo speed up the accessing time, a dynamic NAND decoder
is used. The decoder clock (dekk) periodically charge the address signals to
Vdd. Signalctl in Fig. 3.4 enables/disables the decoder block. Fig. 3.4sto

1-to-2 decoder design. To make word lines WLO, WL1 to logiavhen selected,

inverters are used. By settinigcclk = Read + Write, all the word lines are '0’
when there is no Read/Write operation.

Drowsy operation control unitRead, Write, drowsy0 and drowsyl are the
major control signals of the drowsy SRAM cell array in Fig3They are gener-

ated by a finite state machine (FSM), where the FSM scheduiehwache lines
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are to be placed into drowsy state. The FSM also ensuresniirgtirestriction
between Read/Write signal and the drowsy signals (drowsy@ysyl,...). In
general, the FSM determines which cache lines are placedimtvsy mode ac-
cording to a pre-defined strategy and keeps a record of themen\& cache line
is to be accessed, the FSM first checks if it is in drowsy maddsn,lthe FSM first
sets the drowsy control bit-owsyn to '0’, and performs the read/write operation
right after the cache line has been waked. If the cache lime mormal mode,
then the FSM directly read/write this cache line. The FSMlenmgentation differs
based on different drowsy prediction strategies mentiam€&hapter 2. However,
since the FSM implementation does not affect the fault bienadf cell arrays,
in this study, it is simplified by modifying the HSpice file datly to achieve the
timing/logic restrictions between these control signals.

SRAM layout Two close current paths can introduce SDs more easily. For
example, given the cell layout (Fig. 3.5) used by this wadnk, possibility of BC2
(bridge fault between nod€ and bitlineBL) is much higher than the possibility
of BC3 (bridge fault between nodeand bitlineBL). As a result, different lay-
out implementation causes different probability disttibn of spot defects (SDs).
The probability distribution can be derived by the Induetivault Analysis (IFA)
technique [31]. To get a’'general’ testing algorithm forittdry SRAM layout, all
possible SDs (BC1-BC6, OC1-OC12, etc) are considered snrésearch. Typi-

cally, the read/write time of the cache is set to 5ns in thigkwo
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Figure 3.5: SRAM layout and possible bridge faults.

3.2 Data Retention Voltage

Since the leakage power reduces super-linearly with thecestl standby volt-
age (Equation 2.2), the minimum standby voltage (Date RieteNoltage, DRV)
hence can achieve the minimum leakage power while preggetivédata stored in
an SRAM cell. This section exploits the limit of SRAM low valie data preser-
vation.

The cell stability is often characterized usstgtic noise margiiSNM) where
noises like mismatches and disturbances are modeled asfBisgl7, 28, 29].
When these DC offsets exceeds the SNM of an SRAM cell, theis@aused
a false switch. SNM can be visualized by superimposing tHtage transfer

curves (VTC) of both cross-coupled inverters within an SRAM. Its value is
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Figure 3.6: Deterioration of inverter VTC under low-Vdd.

defined as the edge of the maximum square that can fill intoatb&/TC curves
[29]. In Fig. 3.6,V andVy denote the voltages of nodes T and F in the SRAM
cell mentioned in Fig. 3.1V TCy denotes the VTC resulting from the inverter
whose input is T and output is F, whiléT'Cr denotes the VTC resulting from
the inverter whose input is F and output is T. When Vdd is 0.3l6& resulting
SNM is around 100mv. Whei,, reduces to 0.1v, the voltage transfer curves
(VTC) degrades such that the noise margin degrade to Uy, Ifeduces further,
the SRAM cell can not retain the stored data any more. Butighkenoise margin
comes not only with reducéd,,, but with temperature, process variation, etc. So,
the standby voltage cannot be reduced all the way down ta Ariy25], it is
found that a guard band over 100mv of the minimum voltage @t with zero
SNM) is sufficient to overcome these noise effects. In thiskw0.36v is used as

the DRV for our0.18m technology.
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3.3 Drowsy State

To illustrate how the drowsy cache works, the SRAM cell in.Ay is used as an
example. The absolute value of both P-transistor and Nsistor threshold volt-
ages is 0.53v, which is denoted in the technology file (TSMCNG6K_SUBM).

It is assumed that the cell contains logic '1’ before beingcpld into drowsy
state. Hence); (Vi) equals to 1.8v (Ov) in the beginning. The memory cell
goes through three phases to enter into drowsy state, agalled in Fig. 3.7 and
Fig. 3.8. Fig. 3.7 consists of four procedures: (a) showsrihial status of the
cell, at this time, Vdd (1.8v) is supplied; (b) when Vdd iswedd to 0.53v, the
voltage of T reduces all the way down to 0.53v immediately;wben Vdd is
reduced to 0.36v, the voltage of T reduces very slowly bexatithe leakage cur-
rent; (d) the voltage of T reduces to 0.36v, the cell entdrsarstable state. In Fig.
3.8, Vr (Vr) denotes the voltage of node T (F) in an SRAM cell (Fig. 3.1ddV
denotes that supply voltage to the cell. The regions denoyetumber (1,2,3)
shows different phases when cell is placed in drowsy statesés 1 and 2 are
divided based on the Vdd value, which is denoted as poinB8€0B,5.53e-01).
Note that this point represents 21.8ns and 0.553 volt.

In phase ondregion 1 in Fig. 3.8), the supply voltage, is reduced but is
still above the absolute value of threshold voltage,{, 0.53v) of P1. During this
period, the gate-to-source voltadies of P1 (04/,) is less than/ -y (-0.53v),
transistor P1is ON (P2, N1 are OFF, and N2 is ON), Bpdeduces immediately
with V,, (Fig. 3.7(b)). This phase can also be presented as(@)in Fig. 3.7.

In phase two(region 2 in Fig. 3.8), we havé,, < |Vrg|, hencelg;s >

Vi, and transistor P1 is OFF (P2, N1, and N2 are OFF). At this,tati¢he 6
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transistors are in sub-threshold region. A leakage cuerists from node T to
nodeV,,, which is shown in Fig. 3.7(c). During this tim&} reduces slowly
when compared to the changelify;. This phase can be denoted as—{{g) in
Fig. 3.7.

In phase thregV; equals toV,, (shown in Fig. 3.7(d)). As derived from
Equation 2.1, leakage current is around 0.

It can be seen that the drowsy time (the time needed for aaelhter into
drowsy mode) and the wakeup time (the time needed to chaegeethto stan-
dard voltage) depend on the slopelgf. But the time needed for a cell to enter
into 'stable’ drowsy state (the voltage of node with logi¢ réduces to standby
voltage) is much larger. In Fig. 3.8, the cell enters int@dtedrowsy state only
after around 280ns. In following discussion, we define nedlan Fig. 3.8 as
'early’ drowsy state, while region 3 as ’static’ drowsy stalFortunately, to detect
all the faults in a drowsy cell, the cell only needs to entéwo irarly’ drowsy state

which is only several nano-seconds. This will be presemtddliowing chapters.

3.4 High-level Simulation Code

Since all possible SDs (39 SDs in this work) in different seance ranges have
to be simulated, a C++ progratht.cppis implemented to convert the high-level
simulation code to all corresponding HSpice files. Herdir high-level code
consists of six operations: W(rite), R(ead), I(dle), D(syy C(harge) and E(nd).
The operatioW adr i 0 i1l i2 ... writes:0,i1,:2,... to cache lineidr; R

adr reads the contents of cache linér, and outputs can be observed from the

28



Time {Iin) {TIME}

Figure 3.8: Drowsy state of an SRAM cell.
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Table 3.1: A high-level code for HSpice simulation

W00l (1)
W11l (2)
R1 (3)
DO-1 (4)
W110 (5)
R1 (6)
cCo-1 (7
| (8)
E 9)

simulation result] stands for idle, and the whole cache is not accessed during
this time;D adr0 adr1 ... -1 places cache linedr0, adrl, ... to drowsy
mode, and delimiter -1 denotes the end of this operaiodr 0 adr 1, ...,

- 1 wakes up cache linedr0, adrl, ..., and -1 is also used as delimiter. Finally,

E ends the code translation and writes all results to the HSjie. Table 3.1 is

an example based on the assumption that each cache line-sttwme. AfterD

0 - 1 operation, cache line O (cell 0,1) is in standby mode unid Wwoke up by

C 0 - 1. During the drowsy time, cache line 1 can still be accesspdréiion

(5),(6) in Table 3.1). The C++ code for tbt.cpp is included\ppendix A.
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Chapter 4

Fault Modeling

Based on the cache implementation of Chapter 3, we simuédt@dssible SDs
in both standard mode and drowsy mode. FFM1 and FFM2 fauletsade then

derived from the simulation results.

4.1 Modeling Strategy

In this work, it is assumed that SDs can only exist either wwitd cell or be-

tween two adjacent cells in the same row/column/diagortadratore, four single
SRAM cells are scheduled as a 2-by-2 array to model all ptes§SbBs. In Fig.

4.1, these four SRAM cells are labeled from O to 3. Furthed,dnd Inl are the
two bits of inputs; dO and d1 are the corresponding outputsferent rows of

cells can be placed into drowsy mode separately. For exaglle 0, 2 and cells
1, 3 can be placed into drowsy mode separately. Howeves itethe same row
(e.g., cells 0, 2) must be placed into drowsy mode simultasigo

To simulate theshortandbridge faults, we manually insert an additional re-
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sistance in the HSpice file between any two nodes where pedsilts might
occur. For instance, a BC1 fault can be simulated by aRbel T F re-
si st .val ue in the HSpice file, where theesistvalue ranges from 0 tox.
However, the circuit layout has to be modified to simulatedpenfaults. Take
the OC1 fault in Fig. 2.5 as an example, the connection attipasDC1 in
the layout needs to be broken into two sections labeled assapérately; the
OC1 fault can then be representedfRycl a b resi st _val ue, where) <
resist_value < oo. By changing the resistance value frdf? to oc(2 gradu-
ally, all possible SDs are simulated and the correspondintj behaviors can be
observed.

As mentioned in Chapter 2, data caches and instruction sdche different
drowsy control strategies and architectures. The subbatk&luced by instruc-
tion caches are relatively isolated with each other, andd#re possibility of SDs
between two subbanks is much lower. All cache lines withinlebsink of an in-

struction cache are placed into drowsy mode or normal madegther, which is

32



not same as those in data caches. As a result, a smaller nofrfaalt behaviors
will be derived from instruction caches. In the following fkpall fault behaviors
but one can be derived from both data caches and instruaires. As it will be
mentioned in Chapter 4.3, faultF,,,;; (drowsy coupling write destructive Fault)
and some o’ F;;; andC F,4;; only exist in data caches. It will be analyzed when
we derive the testing algorithm for both data caches anducisbn caches.

The fault primitives (FPs) introduced in Chapter 2 can bediaed intdunc-
tional fault model{FFMs). A FFM is defined as a non-empty set of fault primi-
tives (FPs) [2]. The functional fault models (FFMs) are garezed as FFM1 and
FFM2, where FFM1 consists all FP1s and FFM2 consists of ésFP

4.2 FFM1 Fault Class

The simulation results of FFM1 are listed in Tables 4.1, 4.2, 4.4, and 4.5. By
default, all SDs are simulated at cell 0 in Fig. 4.1. Hencehase tables, FP1s
without sub-script show the simulation result of cell 0, igthose with sub-script
z (< S/F/R >,) show the observed fault behavior of cell

In the following tables, column 'Comp.behavior shows ttemplementary
behavior of a specific fault. Column ’Name’ denotes each i éecording to its
type and position. Fdoridge andshortfaults, notation (A-B) within the 'Name’
column shows that hridge (shorf) exists between nodesandB; for eachopen
fault, the open position can be found in Fig. 2.5. 'Resis¢anolumn denotes the
different resistance regions (in increasing order, frdt@®oo(2) where different

fault behaviors occur. Note that different SDs have difiereumber of resistance
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Figure 4.2: Fault behavior of BC1 in normal mode and drowsgeno

regions. For exampleB3C'1 has four resistance regions whil&C'2 has six of
them. The values of different resistance regions might bisalifferent. Take
BC1 and BC?2 as an example. The regidil of BC'1 is 40KS2 or above, while
the region/ I of BC?2 is 2k2 or above. 'Fault behavior’ shows the fault behavior
of each SD, where ’-’ denotes there is no fault behavior fer¢bhrrent setting.
Further,wF denotes that the defect can only cause a small disturbamcdaas
not affect the cell function. Column 'FFM’ shows the name leétt functional
fault model defined in this section. FP2s mentioned in Taldlenll be explained

in next section.

The simulation time for drowsy operation (the time a cellngeplaced into
drowsy mode) ranges from 5ns (‘early’ drowsy state in Fi§),30 300ns (‘static’
drowsy state in Fig. 3.8). We found that different drowsyragien time units can
get the same simulation results, which means that 'earlywdy state is enough
for simulation. As a result, the simulation time for eachwisyg operation can be
5ns, which will save much time for testing. To save spacesimeilation results

of different drowsy times will not be shown in following tagd.
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* hspice file created from fbf.ext - technology: scmos
o ——
vdd

e
———— V=V =0
% 0.58v

i
I

V=V = 0.226v
! TE

Voltages {iin)

Time {lin}) {TIME})

Figure 4.3: Simulation of BC1 in drowsy mode.

New fault behavior appears with the introduction of drowktes Take Fig.
4.2 as an example. Assume there is an extra resistance (Bdkg¢dn T and F.
When the cell is operated with standard voltage, currens goeugh fromV/,
to T, F,GND (shown in Fig. 4.2(a)). Due to the large resistance, theageltof
T is 1.36v, and hence the cell can retain its value (logic. '¥hen the cell goes
into drowsy state, all six transistors are OFF, and the gekaof T and F become
the same. At this time, no current path exists. The cell catonger retain its
value when waking up. This can be observed from the wavefdrifigo 4.3. As
a result, when bridge defect BC1 (25§ exists, the cell operates properly under
the standard voltage. But, once it enters the drowsy modeydhages of both
T and F nodes become the same (0.226v). Thus, when it is accafier being
woke up, the cell returns an undefined state (0.58v). This ¢an be represented
as< dr1/X/— >in Table 4.1. This fault model is defined Bsowsy Undefined
Fault (DUF) here.

Another new fault behavior introduced by the drowsy techaidgs Drowsy
Data Retention Faul{DDRF), where a drowsy operation applied to a cell will
change the cell value to its inversion. Take the bridge fAGI2 in Table 4.1 as an

example. Assume that a resistance (bridge fault) of4€xkists between nodes T
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and BLO in the cell C of Fig. 3.1. The cell C stores a '1’ in theyioming state.
The cell can retain its original state when it is woke up frdra trowsy state.
Then, the cell is written a logic '0’. When it enters into dymode, because of
the bridge between T and BLO, node T will be charged when Bldrescharged
to 1.8v. After a certain delay time (8ns as shown in Fig. 4tHg, cell value is
inversed. When it is woke up, the cell contains a '1’ now. Téas be seen in
Fig. 4.4. This fault can be modeled asdr0,/1/— >. We found that when
the resistance of a bridge defect becomes larger, the pomdsg simulation
time for DDRF increases up to 2us. In region V of BC2 in Tablk 4he dagger
sign (f) after DDRF shows the drowsy operation time (i.e., test applicatiorejim
needed to detect all possiidORFs.

Note that FP1 can still exist even if there is a SD between ®&ils,as shown in
Tables 4.4, 4.6. Take the stuck-at fault (SAF) in region BBCC3 as an example.
Assume that a bridge fault (5000 exists between the true side node (TO) of cell
0 and the write line (WL1) of cell 1 in Fig. 4.1. In Fig. 4.85¢/Vyg and Vi /Viy
denote the voltage of T/F node in cells 0, 1 separately,, and Vi, are the
write line (WL) signals of cells 0, 1. Imegion 1 awrite '1’ operation (input is
not shown here) applies to cell 0, but cell 0 is still in loglx after thiswrite
operation. In other hand, cell 1 was written a '1'negion 2and then a '0’ in
region 3 As is shown by the curves &f;,/V1, cell 1 works well. This fault is
denoted as< V/0/— >, which is a FP1 fault.

Based on the fault simulation results of opens, shortsgkgdvithin a single

cell, the following FP1s in FFM1 are derived.

e Stuck-at fault (SAF)the logic value of a cell is always '0’ or '1’. SAF
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Figure 4.4: Drowsy data retention fault (DDRF) at BC2.
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Figure 4.5: Stuck-at fault (SAF) at cBCC3 (5000

38



consists of two FPs« V/0/— > and< V/1/— >. It can be caused by: (a)
opens within a cell (OC6, OC7, OBw), (b) shorts (SC1, SC2, ,S832),
and (c) bridges (BC4, BC6, cBCC3).

Stuck-open fault (SOFkx w 1 /0/— >, < w | /1/— >, < rz/z/X >
defines an unaccessible cell. It can be caused by: (a) brietgeebn a node
of a cell and write line (BC4), and (b) short between writeelsnd GND

(SW2).

Undefined state fault (USFR read/write operation performed to a cell
brings the cell into an undefined state, and hence a rx opanaiurns a ran-
dom value. The USF consists of four FRs:w0/X/— >, < wl/X/— >,

< r/X/X >. It can be caused by (a) bridge between T and F nodes of a
cell (BC1), (b) bridge between bitlines within a cell (BC&hd (c) bridge

between two adjacent write lines (cBCC4).

Transition fault (TF) the cell fails to undergo a transitiof (-~ 1 or 1 — 0)
when it is written:< w 1 /0/— >, < w | /1/— >. It can be caused by (a)
pass transistor connection of the cell broken (OC8, OC9),(hjhGate of

pass transistor broken (OC10).

Data retention fault (DRF)the cell fails to retain its logic value after a pe-
riod of time. DRF consists of 17/0/— >, < 0p/1/— >, < 19/ X/~ >,

< 0p/X/— >. It can be caused by (a) source/drain/gate of the pull-up
transistor of a cell broken (OC1, OC2, OC5), and{h)V;, path of a cell
broken (OC11, OC12).
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e Read destructive fault (RDF rx operation performed on a cell changes the
cell value intoz while returnsz. RDF consists of two FPsx 0/ 1 /1 >
and< r1/ | /0 >. It can be caused by: (a) short between bitline &nd
(SB2), (b) bridge between a bitline and write line within 8 ¢BC6), and

(c) drain/source of the pull-down transistor of a cell bnok®C3, OC4).

e Deceptive read destructive fault (DRDR)rx operation performed to a cell
changes the cell statefowhile returns value.. DRDF consists of two FPs:
<r0/ 1 /0>and< rl/ | /1 >. It can be caused by drain/source of the

pull-down transistor of a cell broken (OC3, OC4).

e Incorrect read fault (IRF)a rx operation applied to a cell returmmsor an
undefined value, while retains the state of the cell. IRF ist&1f two FPs:
< r0/0/1 >and< r1/1/0 >. Open at the read side bitline (OBr) can

cause this fault.

e Drowsy transition fault (DTF)a drowsy operation applied on a cell with
valuez changes the value @ when the cell is waken up. DTF consists of
two FPs:< dr0/1/— > and< dr1/0/— >. It can be caused by: (a) bridge
between one node of a cell and bitlig./B L or writeline WL within a cell
(BC2, BC3, BC4), (b) gate of pull-up at true side broken (OGB) short
between node of cell and,,/V;; (SC1, SC2), (d) bridge between a node of
a cell and bitlinesBL/BL (rBCC3, rBCC4), and (e) bridge between node

of a cell and its adjacent write line (cBCC3).

e Drowsy undefined state fault (DUR drowsy operation performed on a cell

brings the cell into an undefined state {r0/X/— >, < dr1/X/— >). It
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can be caused by bridge between the T and F nodes of a cell (BC1)

e Drowsy data retention fault (DDRER cell fails to retain its value after a
period of time under drowsy state. DDRF consists of four KPgr0;,/ 1
/= >, <drlp/ | /= >, < drOp/X/— >and< drlp/X/— >. It can
be caused by (a) opens within a cell (OC1, OC2, OC5, OC11, Qqip
bridges within a cell (BC1, BC2, BC3, BC4), and (c) bridgesimen cells
(rBCC3, rBCC4, cBCC3).

Three new fault models (DTF, DUF, DDRF) are introduced bydping faults
in drowsy state (Table 4.1). For opens within a cell, onlygbarce/drain of pull-
up open defects (OC1, OC2, OC5, OC11, OC12) introduce neltvbathavior
(DDRF in Table 4.2). The cell needs to be placed into drowsgerfor at least
2ms to observe the fault behavior (Table 4.2). For shortaysly state does not

introduce any new fault model (Table 4.3).

4.3 FFM2 Fault Class

Cells in same row/column/diagonal are simulated to derM&IE. To save space,
theirinterchangedcomplementanybehavior will not be listed in Tables 4.4, 4.5,
and 4.6. The fault notatior Sa; Sv/F/R >, ; indicates celld, j are aggres-
sor/victim to each other.

New coupling faults also exist with the introduction of dynoperation. Take
the rBCC2 defect (bridge between two cells in the same roblelé.4) shown in

Fig. 4.6 as an example. The resistance between FO and T24s Eslsume that
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Table 4.1: Bridge defects in a cell

| Name | Resistance || Fault behavior | Comp. behavior [ Class] FFM
BC1 [ <wz/X/— > - FP1| USF
(T-F) <r/X/X >
[ <drz/X]—> - FP1| DUF
11 <drzr/X]— > - FP1 | DDRFT
\Y wF - - -
BC2 [ <dr0/1/— > <dri)0/— > FP1| DTF
(I — BL) <w0:1/ ] /— >, <w0;0/ 1 /= >1p FP2 | CFy
<r0;1/] /= >1p <r0;0/ 1 /= >1p
<0;’LUT/0/* >0.1 <‘IZVUJT/0/* >0,1 FP2 CFy,
Il <dr0/1/— > <drl/0/—> FP1 DTF
<w0:1/ ] /= >0 <w0;0/ 1 /= >, FP2 CF,,
<r0; 1/ /= >0 <r0;0/ 1 /= >0
<0;71/ 1 /0 >0, <1;70/ 1 /1 >0a FP2 CF,,
i <dr0/1/— > <dri]0/—> FP1| DTF
<w0:1/ ] /= >1p <w0;0/ 1 /= >1p FP2 CFy,
<r0; 1/ /= >0 <r0;0/ 1 /= >1p
< 0,’7‘1/ J /1 >0.1 <1 70/ T /0 >0,1 FP2 CFuq
\% <dr0/1/— > <drl/0/—> FP1 DTF
Y <dr0r/1/— > <drlr/0/— > FP1 | DDRF'T
VI wF wF - -
BC3 [ < dr0/1/— > <dr1)0/— > FP1| DTF
(T — BL) <wl:1/ L /= >0 <wl;0/ 1 /= >0 FP2 CF,,
<rl;1/ 1 /= > <rl;0/1/— >0
<0;’UJ\L/1/* >0.1 <1?L‘l,/1/* >0,1 FP2 CFy,
Il <dr0/1/— > <dr1/0/— > FP1 DTF
<wl1/ ] /= >0 <wl;0/ 1 /= >0 FP2 CFy
<711/J,/7 >10 <T1;0/T/* >10
<0:70/ 1 /T >o, <10/ 1 /T >0 FP2 | CTyy
I <dr0/1/— > <dr1/0/— > FP1 DTF
<w11/J,/7 >1.0 <’lL‘1.U/T/* >1,0 FP2 CFds
<rli1/) /= >0 <r1;0/1/=>10
<0;70/ 1 /0 >, <1;70/ 1 /0 >q, FP2 | CFya
Y <dr0/1/— > <dr1/0/— > FP1 DTF
Vv <dr0r/1/— > <drlp/0/— > FP1 | DDRFT
VI wF wkF - -
BC4 [ <10/0/X > <r1/1/X > FP1| SOF
(T —WL) <w?t/0/—> <wl/1/—>
<rl/1/X >, <r0/0/X >, FP1 SOF
<wl /1/— >, <w? /0/— >,
I <V/0/— > <V/1/— > FP1 | SAF
m <drij0/— > < dr0/1/— > FP1| DITF
v <drig)0]— > < dr0p/1]— > FP1 | DDRF T
\Y wF wF - -
BC5 | <rzjz/X > - FP1| USF
(BL — BL) Il wF - - -
BC6 | <V/1/—> <V/0/—> FP1 SAF
(BL—WL) <r1/ 1 /0>, <10/ 1 /1>, FP1| RDF
1 wF - -

t: Tis at least 2us
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Table 4.2: Open defects in a cell

| Name | Resistance] Fault behavior | Comp. behavior | Class] FFM ]
oc1,0Cc2 || wkF wk’ - -

I <lp/l/—> <0p/1/—> FP1| DRFT
<drly/)/—> <drOr/t/—> FP1 | DDRF?

0C3,0C4 | | wkF wF - -

I <ro/t/0> <rl/l/1> FP1 | DRDF

I <ro/t/1> <rl/1/0> FP1 RDF

0OC5 I wF wF - -

I <dr0/1/— > <dr1/0/— > FP1 DTF
<lp/l/—> <0r/1/-> FP1 | DRFT
<drlp/)/—> <drOr/t/—> FP1 | DDRF?

OC6 I wF wF - -

I <V/0/- > <V/1/-> FP1 SAF

oC7 I wkF wl - -

I <V/1/— > <V/0/— > FP1 SAF

0oCs8 I wF wF - -

I <wl/1/—> <w?/0/—> FP1 TF

0C9 I wF wF - -

[ <wl/1/-> <wl/0/-> FP1 | TF

OC10 I wkF wF - -

Il <wl /1/—> <w?/0/—> FP1 TF

0C11,0C12 | wF wF - -

I <lp/X/-> - FP1 | DRF?
<0p/X/—>
<drly/X/— > - FP1 | DDRF?
<drOp/X/— >

0B, | wF wk - -
I <V/1/— > <V/0/— > FP1 SAF
OB, I wkF wF - -

I <rl/1/0 > <r0/0/1 > FP1 IRF

ow I wF wF - -

Il <rx/z/X > <rz/z/X > FP1 USF

t: Tis at least 600us
i: Tis at least 2ms
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Table 4.3: Short defects in a cell

\ Name Resistance| Fault behavior Comp. behavior Class| FFM
SC1(T - V..) || <V/1/—> <V/0/—> FP1 | SAF
Il <dr0/1/— > <drl/0/—> FP1 | DTF

I wF wF - -
SC2(T — Vi) || <V/0/— > <V/1/-> FP1 | SAF
Il <drl/0/— > <dr0/1/— > FP1 | DTF

1] wF wkF - -
SB1(BL — V) || <V/1/— > <V/0/— > FP1 | SAF

Il wkF wkF - -
SB2(BL - V) || <V/0/—> <V/1/— > FP1 | SAF
Il <rl/]} /0> <r0/1/1> FP1 | RDF

I wkF wkF - -

SWI(WL V) ]I g - -
SW2(WL —V,,) | | <wl/1/- > - FP1 | SOF

<rzfz/X >
Il wF

originally both cells store logic '0’. When both cells entato drowsy state, be-
cause of the resistance path between FO and T2, the volt&@evaifl be reduced.
When cell 0 is woke up, both nodes (TO, FO) are charged. Btlistime the volt-
age of T2 is 0 and there is a bridge between FO and T2, so noddIfE@wharged
much slower. As a result, cell 2 will manifest its defect wihvewke up. This fault
is denoted as< dr0;dr0/1/— >4, and it is calledcoupling drowsy transition
fault (C F4s). The simulation results are shown in Fig. 4.7, wheye/V, and
Vol Vg denote the voltage of T/F node of cell 0 and cell 2 separaibahg to the
bridge between node FO and T2 is forced to around Ov when cells 0, 1 are
placed into drowsy mode. When cell O is woke up, it is inversed

Note that even when a SD exists within a cell, it might affeitieo cells. In
this work, we found that a SD between either node (T or F) oflbarel either
(BL or BL) of its bit-lines can cause FP2 faults. These faults aredigt BC2

and BC3 section of Table 4.1. Take teceptive read destructive coupling fault
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15k
TO FQ T2 F2

Figure 4.6: Bridge fault between two adjacent cells.

* hspice file created from fbi.ext - technology: scmos

1.5 7]
4 V
] FO
. ] — ——
£ 1] ! 1
% ] ] drowsy state (dr0 of cell 0)
P &
|‘ Mo
0] 1 ll \* ——-ﬁ.__
I T T T T T T
0 20n 40n 60n 80n 1000
Time {lin} (TIME}
* hzpice file created from fbf.ext - technology: scmos
,-.-'_—.l o ——
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157 I F2 I =
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Pt 1 I
~ i
= 1Y |
500m | S [
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0 20n 4 80n 100n

Time {lin} {TIME)

Figure 4.7: Coupling drowsy transition fault'¢; ;) caused by the bridge fault
in Fig. 4.6.
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(CF,.4) in resistance region Il of BC2 as an example. We assume thatige
fault (500Q2) exists between node T and bitline BL in cell O of Fig. 4.1. ig.F
4.8,VrolVirg andVy, Ve, denote the voltage of T/F node of cells 0 Write/Read
denotes the write/read operation applied to cells 0, 1. €d@wenotes the output
of the read operation of cell 0 or 1. As is shown in Fig. 4.8| @ednd cell 1 are
successfully written a logic ‘0’ and "1’ separately afteethrite cell 0andwrite
cell 1 operations. Then sead operation is applied to cell 1. It can be seen from
curvesV/Vy that cell 1 manifest its defect during thead operation. The FP2
fault is then be abstracted as0;r1/ | /1 > ;. This fault affects all other cells
in the same column with cell 0. During testing procedure, wk @onsider its
adjacent cell, since the detection of one can derive thectieteof other cells.
Based on simulations of SDs between two neighbor cells inesaow (or

column, diagonal), the FFM2s have been derived as following

e Disturb coupling fault C'F,,) : the v-cell undergoes a transition due to
a write or read operation performed to the a-cell. Thg,, consists of
eight FPs: < w0;0/ 1 /— >, < w0;1/ | /= >, < wl;0/ 1+ /— >,
<wl;1)/—><7r0;0/1 /- ><r0;1/) /- > <r;0/ 1 /- >,
< rl;1/ ] /— >. It can be caused by bridge between a node of a cell and

bitline within a cell (BC2, BC3).

e State coupling fault@ F;) : the v-cell is forced to a certain logic value ('O’
or '1’) when the aggressor has a specific logic valié,; consists of four
FPs: < 1; X/0/— >, < 1, X/1/— >, < 0, X/0/— >, < 0; X/1/— >.
It can be caused by defects like: (a) bridge between nodegméatijacent

cellsinarow (rBCC1, rBCC2), (b) bridge between nodeds af adjacent
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Vohages {lin)

Vohages {lin})

Vohages {lin}

Voliages (fin)

Figure 4.8: Deceptive read destructive coupling faQlty,,) at BC2 (50002).
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cells in a column (cBCC1, cBCC2), and (c) bridge between aaddwo
adjacent cells within a diagonal (dBCC1, dBCC2).

Read destructive coupling faulC'§, ) : when the aggressor cell is in a
specific state, a rx operation applied to the v-cell causesaition in the v-
cell and returns an incorrect val@e C'F,, consists of four FPs< 0;r0/ 1
/1>,<0;71/1/0>,<1;70/ 1 /1 >,<1;r1/ | /0 >. It can be caused
by: (a) bridge between a node of a cell and bitline within &(@&C2, BC3),
and (b) bridge involving a bitline (rBCC3, rBCC4, rBCC5, rB6).

Deceptive read destructive coupling fault £,,,) : when the a-cell has a
specific logic value, a rx operation applied to the v-cellsgsua transition
in the cell while returns the correct value CFjy,, consists of four FPs:
< 0;70/ 1 /0 >, < 0;r1) L /1 > < L;irl) | /1 >, < 1;70/ T /0 >.
It can be caused by: (a) bridges within a cell (BC2, BC3), dndo¢idge
between cells (rBCC3, rBCC4).

Incorrect write coupling fault{'F;,,) : when a write operation is applied to
the a-cell, the v-cell in same cache line will fail to undeggtransition. It
consists of four FPsx w0;w | /1/— >, < wlyw | /1/— >, < wl;w T
/0/— >and< w0;w 1 /0/— >. C'F}, can be caused by bridges involving
bitlines (rBCC3, rBCC4, rBCC5, rBCC6).

Drowsy coupling transition fault@{Fy; ) : a drowsy operation performed
on the v-cell causes a transition in the v-cé&llFy,; consists of eight FPs:
< 0;dr0/1/— >, < 0;dr1/0/— >, < 1;dr0/1/— >, < 1;dr1/0/— >, <
dr0;dr0/1/— >, < dr0;dr1/0/— >, < drl;dr0/1/— >, < drl;dr1/0/
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— >. It can be caused by defects like: (a) bridge between tws otbame
row (rBCC1, rBCC2), (b) bridge between two adjacent cellsame column
(cBCC1, cBCC2), and (c) bridge between nodes of two adjacelhd in
same diagonal (dBCC1, dBCC2x 0;dr0/1/— >, < 0;dr1/0/— >,

< 1;dr0/1/— >, and< 1;dr1/0/— > can only exist in data caches, since
in instruction caches, all the cache lines in a sub-bankrente drowsy

mode simultaneously.

Drowsy coupling write destructive faulCF,q): a write operation ap-
plied to the a-cell caused a transition in the v-cell whicimidrowsy mode.
CFyay consists of four FPs < wl;dr0/1/— >, < w0;dr0/1/— >,

< wl;drl/0/— >, < w0;dr1/0/— >. It can be caused by bridges be-
tween nodes of two adjacent cells in the same column (cBCBCCR),

or two adjacent cells in the same diagonal (dBCC1, dBCC2)viddisly,
this fault can only exist in data caches, because all cadhes Within an

instruction cache enters into drowsy mode at the same time.

Drowsy coupling destructive transition fault'¢;4 ) : the v-cell contains
value » before changes t@ after some period of time(C'F,4; consists
of six FPs: < 1;dr0p/1/— >, < 0;drly/0/— >, < dr0;drly/0/— >,
<drl;drlr/0/— >, < dr0;drOr/1/— >, < drl;drOr/1/— >. It can be
caused by bridge between nodes of two adjacent cells (rBEETIC2,
cBCC1, cBCC2, dBCC1, dBCC2Xx 1;dr0y/1/— >, < 0;drly/0/— >,
< dr0;drly/0/— >, and< drl;drly/0/— > can only exist in data

caches, since in instruction caches, all the cache linessithabank enter
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into drowsy mode simultaneously.
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Table 4.4: Bridge defects between cells in the same row

<rl;rl/ ] /0 >q9

<T‘07’1/J,/0 >9.0

Name Resistance Fault behavior Comp. behavior Class| FFM
I’BCCl(TO — TQ) | < 0; V/U/* >ij <1 V/U/* >0.2 FP2 CFy
< OV/l/— >92.0

I <dr0;dr1/0/—>;; <drl;dr1/0/— >¢5 FP2 | CFyy

< dr0;dr0/1/— >4,

] wF wF - -

< 0:V/0/— >3

1] <dr0;dr0/1/— >¢2 <drl;dr1/0/— >¢2 FP2 CFyy

<drl;dr1/0/— >4 < dr0;dr0/1/— >,

1] wF wF - -
rBCC3 | <dr0/1/— > <dr1/0/—> FP2 DTF
(TO— BL1) <wh;w?t /0/— >q0 <wliywt /0/— >4 FP2 CFy,

<r0;r1/ 1 /0 >90 <r0;70/ 1 /1 >99 FP2 CF,y

I <dr0/1/— > <drl/0/— > FP2 DTF

<r0;r1/ 1 /0 >50 <r1;r0/ 1 /1 >59 FP2 CF,q

i <dr0/1/— > <dr1/0/— > FP2 DTF

<r0;r1/ 1 /1 >99 <rl;70/ 1 /0 >99 FP2 | CFuq

v <dr0/1/— > <drl/0/— > FP1 DTF

\Y/ <dr0p/1/— > <drlp/0/—> FP1 | DDRF'T

VI wF wkF - -
rBCC4 | <dr0/1/— > <dr1/0/—> FP1 DTF
(TO - BL1) <wjw ] /1/— >0 <wliwl] /1= >0 FP2 | CF,

< 7’1,71/ i /0 >90 < r0; 70/ T /1 >9.0 FP2 CFT,]

I < dr0/1/— > <dr1/0/— >y FP1 DTF

<rl;rl/ ] /0 >q0 <rl;r0/1 /0 >4 FP2 CF,,

I <dr0/1/— > <dr1/0/— > FP1 DTF

< 7’1‘ Tl/ \L /1 >2.0 < 7‘1 7’0/ T /0 >9.0 FP2 CFde

Y <dr0/1/— > <drl/0/— > FP1 DTF

\ <dr0p/1/— >q <drlp/0/—> FP1 | DDRF'T

VI wkF wkF - -
rBCC5 | <wO;w?1 /0/— >¢2 <wlyw?t /0/— >00 FP2 CFy,
(BLO — BL1) I] <r0;r1/ 1 /0 >02 <rl;r1/ ] /0 >p0 FP2 CF,q

1] wkF wkF - -
rBCC6 | <wlyw?t /0/—>g0 <wliwt /0/= >0z FP2 CFy,
(BLO — BL1) I <70;70/ 1 /1 >00 <7110/ 1 /1 >q, FP2 | CF,y

wkF

wF

t: Tis at least 2us
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Table 4.5: Bridge defects between cells in the same column

| Name | Resistance] Fault behavior | Comp. behavior | Class| FFM
cBCC1 I <0;Y/0/— > < 1L;V/0/—= >0, FP2 CFy
(TO*T]) <OV/1/* >1,0
< wl; dTO/]/* >ij < w0; dTO/]/* >0,1 FP2 CF“,,“J
< wl;dr1/0/— >,
< w0;dr1/0/— >, ; < wl;dr1/0/— >q, FP2 | CFyay
< w0;dr0/1/— >,
Il < 1,[[7“0/1/— > < 0 dr(]/l/— >0, FP2 CFd/,f
< ]dr‘l/O/* >1,0
< 0,(]7‘1/0/7 >i,j < 1/()’71/0/7 >0,1 FP2 Cthf
< dTOdTl/O/* > < 00’70/1/* >10
< drl.drl/O/f >(),1
< drO.drO/l/f >1,[)
1l < 17(17”01'/1/* >ij < 0 dTOT/l/* >0,1 FP2 CFtdj,f T
< 1(1!17‘/0/* >1,0
< 0,(]!17‘/0/7 >ij <1 (1’!‘17‘/0/7 >0,1 FP2 CFtde f
<dr0;drip/0/—>;; | < 0;drOr/1/— >,
<drl;drly/0/— >q;
<dr0;drOp/1/— >4
\ wk wkF - -
cBCC2 I <O V/1/— > < 1;V/1/— >q1 FP2 | CF,
(TO*F]) <0;V/0/* >1,0
<w0;dr0/1/— >4 < w0;dr1/0/— >, FP2 | CFyay
<wl;ydrl/0/— >q; < w0;dr1/0/— >q,
<w0;dr0/1/— >g, <wl;dr0/1/— >, FP2 | CF,auy
<wl;ydrl/0— >, < wl;dro/1/— >,
Il <0,d7’0/1/* >1.0 <0dr‘1/0/* >1,0 FP2 CFdlf
< 17f]7“1/0/7 >0,1 < 0(171/0/* >0,1
< 0,(]’0/1/* >0,1 < 1(170/1/7 >0,1 FP2 Cthf
< 1,d7"1/0/7 >1,[) < 1(17“0/1/7 >1,(]
<dr0;dr0/1/—>g, <drl;dr0/1/— >q,
<drl;dr1/0/—>1p <drl;dr0/1/— >,
I < 0;drlr/0/—>1, < 0;dr07p/1/— >1, FP2 | CFuyf
< 1;drlg/0/— >q, < 0;drip/0/— >01
< O,d’f’OT/l/* >0,1 < ]dTOT/l/* >0,1 FP2 CF//,[,// f
< 17(17‘17'/0/7 >1,0 < 1/()’707"/1/7 >1,0
<dr0;drOp/1/— >01 | <drl;drOp/1/— >4
< dTldTlT/(]/— >1)n < drl,dr(]T/l/— >1,0
v wkF wkF - -
cBCC3 | <V/0/— > <V/1/— > FP1 SAF
(ToO—WL1) <V/0/— > <V/0/— >
Il <V/0/— > <V/1]/— > FP1 SAF
11 <dr1/0/— > <dr0/1/— > FP1 DTF
v <drlr/0/— > <dr0r/1/— > FP1 | DDRFT
\% wkF wkF - -
cBCC4 | <wz/X/—> - FP1 USF
(WLO—WL1) <rz/z/X >
I wF - - -

1:Tis at least 2us
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Table 4.6: Bridge defects between cells in the same diagonal

| Name | Resistance Fault behavior | Comp. behavior [ Class] FFM |
dBCC1 I <0:V/0/— > < L;V/0/— >3 FP2 | CFy,
(TO 7T3) < O;V/]/* >3.0
<wl;dr0/1/— >;; <w0;dr0/1/— >g3 FP2 | CFyay
< wl drl/O/f >3!(]
<w0;dr1/0/—>;; <wl;drl/0/— >g3 FP2 | CFyay
<w0;dr0/1/— >34
1] < ]dTO/]/* >ij < Od’f’O/‘l/* >0.3 FP2 CFde
<1 dTl/O/— >3.0
< 0; d’/’l/O/— > <1 (]7‘1/0/— >0.3 FP2 CFde
<dr0;dr1/0/— >;; < 0;dr0/1/— >39
<drl;dr1/0/— >q3
<dr0;dr0/1/— >30
1l < 1 d’l'o']'/l/* >Z] < 0 (]7'0'['/1/7 >U,3 FP2 CEdtf T
< 1 dTlT/O/* >3_0
< 0; d’l’lT/O/* >ij <1 d’f’lT/O/* >0,3 FP2 OErllf i
< dTO;dT‘lT/O/* >ij < 0(17“0’]"/1/* >3.0
< (1’!“1 d’l’l’r/O/— >0,3
< drO dTOT/]/* >3.0
v wkF wF - -
dBCC2 | <0:V/1/— > <LiV/1/— >3 FP2 CFy
(TO*Fg) < OV/O/* >3’0
< w0;dr0/1/— >3, < w0;dr1/0/— >34 FP2 | CFyauy
<wl;dr1/0/— >3 < w0;dr1/0/— >3
< w0;dr0/1/— >¢3 <wl;dr0/1/— >g3 FP2 | CFyay
<wl;drl/0/— >3, <wl;dr0/1/— >3,
Il < OdTO/]/* >3.0 < Od’f’]/O/* >30 FP2 CF(U,f
<];d7“]/0/* >0,3 <0;d7’1/0/* 20,3
< Od’I’O/l/* >0,3 < ld’f’O/l/* >0,3 FP2 CE][/
< 1;dr1/0/— >3p < 1;dr0/1/— >
< dr0;dr0/1/— >¢3 <drl;dr0/1/—>q,
< drl,drl/ﬂ/f >3-,U < drldTO/l/f >3!(]
1 < 0 d’l’l’r/O/* >3.0 < 0 dTOT/l/* >3.0 FP2 OEdlj f
< 1(]7’17‘/0/— >0.3 < OdTlT/O/— >0,3
< OdTOT/l/* >0.3 < ]dTOT/‘l/* >0,3 FP2 CFtdtf T
<]I’d7”‘lT/0/* >30 <]dT’OT/‘l/* >3.0
< dTO;dTOT/l/* >0,3 < drldTOT/l/* >0,3
< (]7‘1; (lrlr,-/U/f >3_’0 < (]'f'l (]7‘0'/'/1/7 >310
\Y wkF wkF - -

t: Tis at least 2us
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Chapter 5

March Algorithm and Built-in Self
Repair (BISR)

Based on the fault models, we first use a voltage window dateatcuit to iden-
tify defects that result in undefined state. A few simplificatrules are then de-
veloped to reduce the number of faults that must be dealt Witdrowsy march
algorithm is proposed to detect all traditional faults amdwby faults. Finally,
a built-in self-repair circuit is designed to tolerate deywdefects occurring in

drowsy cache devices.

51 March DWOM

Since cache line design is used in the cache architectueecathe we imple-
mented can be treated asvard-oriented memory (WOMbr the testing algo-

rithm. A word-oriented memory contairis bit per word, where B is greater than
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2 and is usually a power of two. Many memory test algorithneskarsed otit-
orienteddesign, i.e.read andwrite operations access only one bit in the memory.
It is mentioned that word-oriented memories can be testegpgated applica-
tion of a test forbit-oriented memoriesvhereby a different data background is
used during each iteration [35]. The new march algorithrerretl as Drowsy
Word-Oriented Memory (DWOM) march algorithm is introdudadiable 5.1.

To describe March DWOM, the traditional march notation v used. A
completemarch testonsists of a finite sequencerofirch element83]. A march
testcan be delimited by a pair of parenthesés ' }’. A march elemenis com-
posed of a finite sequence of operations applied to everjnoelémory before the
next cell can be proceeded.march elementan be denoted by a pair of brackets
'(---), and it can be done in two address orders: an increasipgddress order
(from address 0 to address n-1), or a decreasjn@ddress order. The test shown
in Table 5.1 is based on the assumption that SDs can onlysexigtin one cell or
between two adjacent cells. It detects all FFMs with a deit@stic output at the
sense amplifier.

For FFMs with an undefined state output (X), i.e., the outmlitage is be-
tween HI and LOW, the proposed march algorithm can also tétese FFMs
by using avoltage window detector circughown in Fig. 5.1. Note thak and

B in Fig. 5.1 are both operational amplifiers (op-amps), andhaeeV,.;; =

R3

T, and Vi, = ot The output,, is HIGH when we have

R1+R2+R3"
Viert < Vin < Viepo, and is LOW otherwise. As a result, by configuring R1,
R2, and R3 properly, this circuit can detect the undefinetg sta

In the following discussions$ D; is used to describe the SDs mentioned in
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Viorr— = {— +
e ‘ﬁl _vnut

Figure 5.1: Voltage window detector circuit [34].

Chapter 4, wheréD € {BC1,--- ,dBCC2},andi € {I,II,---} denotes the
resistance region. For example('1; denotes the FFM of BC1 defect in resis-

tance regiond, which isanUSF'.

5.2 Fault Model Simplification

Chapter 4 gives a detailed description for FFMs of each SDOfierdnt resistance
regions. However, the complexity of our march testing atgar can be further

reduced by the followingimplification rules

Rule (a) SDs with both drowsy FPs and normal FPs We found that many SDs
have both drowsy FPs and normal FPs within the same reséstagon.
Either of them (drowsy FPs and normal FPs) can be used totditec
SD. However, drowsy fault behavior can only be observed waesll is
placed into drowsy mode. Since each drowsy operation nedds @r-

cuit operations (setting drowsy bits, switching supplytagesetc), in this
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Table 5.1: March DWOM

{4 (wo); M,
1 (ro, wy,r1, wp); My
U (ro,mo); M;
drr; M,
f (ro); M;
1 (wy); Ms
U (r1,wo,ro, wr); M7
f(r1,m1); My
d?”T; M9
U (r1); Mo
I (wo(odd), wy (even)); My,
dro; Mo
I (ro(odd), ri(even)); M3
U (wy(odd), wo(even)); My
drr; M5
I (ri(odd),ro(even)); } Mg

work, when a SD has both drowsy FPs and normal FPs within afgpec
resistance region, march test will be developed mostlydasghe normal
FPs. For example; BCC3,; in Table 4.5 has two FPs<( dr0/1/— >
and< rl;r1/ | /0 >5), SO our march algorithm is develped based on
< rlyrl/ | /0 >y0. Further,C'F,q4 only comes withC'F, in all cases,
so our march algorithm detects SDs with b6t andCFy, (cBCC1,
cBCC2, dBCC1, dBCC2) by testifgF, only. Thus,C'F,,4; does not need

to be considered when deriving the march test in this work.

But, it is different for SDs with data retention fault in noahstate (DRFS)
and those in drowsy mode (DDRFs). In Table 4.2, we found that i
defect causes DRF<( zy/xz/— >), definitely it will also cause DDRF
(drzr/x/— >). On the other hand, some SDs have only DDRF faults. In

this work, therefore, a march algorithm will be developeddzhon DDRF
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(drxep/7T/— >) to detect these SDs within one march test step.

Rule (b) SDs with different normal FPs. Some SDs have more than one normal FP
within a specific resistance region. The march can be degdlbpsed on
either of them. For example, in Tables 4.1 and 4.4, if a SDhaS, (e.qg.,
< 0;w 1 /0/— >) fault, it will definetly haveC Fy, (e.9.,< w0;1/ | /— >)
fault or CF,, (e.9.,< r0;r1/ | /— >) fault. Thus,C'F;, is not required
to derive our march algorithm, since eith@#,, or CF,, will be used to

detect this fault.

Rule (c) SDs with drowsy and non-drowsy aggressots In this research, only
CFups andCFy s belong to this category. Fa@rFy s, if a SD has<
x;drz/Z/— >, it will also have< drx;drz/z/— >. CF,urs have the
same fault behavior in that if a SD has z;drzr/zZ/— >, it will also
have< drxz;drzy/z/— >. Since each drowsy operation needs extra cir-
cuit operations (setting drowsy bits, switching supplyt&ges,etc), it is
better to use as small number of drowsy steps as possiblehidmwbrk,
march test is based on drowsy aggressor testing suchias; drz/z/— >
and < drx;drzp/Z/— >, since the whole memory can be placed into
drowsy state to detect this fault, after specific logic valtex andz are
assigned. This strategy is especially useful when a cidrldy is needed,
i.e., < wz;drzp/Z/— > and< drx;drzp/Z/— >. If march test is based
on < z;drzp/zZ/— >, each line must be placed into drowsy state for T
time units (T is usually 2us) with its aggressor in normal modnd the

testing time will be excessive. Nevertheless, if march ie$tased onc
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drx;drzp/Z/— >, the entire memory needs only to be placed into drowsy

state for T time units, which can save a lot of testing time.

Rule (d) SDs with or without data retention fault in drowsy mode. In this re-
search, we found that DTK(drz/z/— >) and DDRF K dray/T/— >
are similar, except that DDRF can only be observed after dyd@ine units.
It is obvious that march element based on DDRF can also deféetsince
the DTF fault can also be observed after T delay time unitse ddse of
CFuyr (< drx;drz/zZ/— >) andCFyy (< drx;drze/zZ/— >) is similar.
As aresult, DTF (' F ) can be treated as DDRE'{}4 ) when we devel-

ope our march algorithm.

5.3 Fault Coverage of March DWOM

In this research, we observed 13 kinds of fault behaviorsomal mode, and 6

fault behaviors in drowsy mode for all possible SDs.

e All SDs which have FPs in normal mode can be detected by MaWwiobl
proposed in this research, because our DWOM includes alatipas of

the march algorithm in [2].

e All DTFs, DUF's andDDRF's are detected by March DWOM. Since for
each single cell, a '0’ and a '1’ is read after tHe,; drowsy operation.
Thanks to the introduction of the voltage window detectocwi, DU F's
(< drz/X/— >) can be detected hy/; and M. According to the simplifi-

cation rule (d) of the previous section (Section 512}, F's can be treated as
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DDRFs (< drzrp/Z/— >) when developing a march element, and DDRFs
can be detected by march elemeéu or M;,. As a result, all SDs with

DTFs,DUFsorDDRF's can be detected by march operatidnor M.

ALL CFyyps andCFiq s are detected. Based on the simplification rule (c)
of the previous section (Section 5.2), SDs with fault bebexi x; dry /7y

/— > also have< drx;dry/y/— >. Due to simplification rule (d), SDs
with C'F,; s can be detected by test operation@at, ;s (< drar; dryr/y/

— >). So,< drx;dryr/y/— > can be used to represent all fault behaviors
of bothC'Fy ;s andC Fi4s. As mentioned in Chapter 4, we assumed that
all SDs can only exist either within a cell or between @ajacentcells. The
march operationd/,, M;, M;; and M, can generate all required patterns

to detect (observe) all' F ;s andC' Fjq, S by M, My, My3 and M.

All CF,us (< wz;dry/y/— >) are not required to be detected. From the
simplification rule (a) of the previous section (Section)5vize can see that
CF,ay faults always co-exist witld' Fy, faults together. Thus, a SD with
CF,aqy fault behavior can be detected by the test operation whitécte

the corresponding'F;.

All faults in data caches and instruction caches are deteéte mentioned
before,C'F s (< wx; dry/y/— >), some ofC Fy s (< z;dry/y/— >),
and some ofC'Fiy s (< z;dryr/y/— >) are the difference between the
fault behaviors of data caches and instruction cachesuirately, base on
simplification rule (d), SDs witl' F,,4;; are detected; based on simplifica-

tionrule (c), allC Fy; s s andC' Fi4,ps can be detected By drx; dryr/y/— >.
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In conclusion, March DWOM can detect all the faults in datehes and in-

struction caches.

5.4 Buit-in Self Repair

It is found that, for some defects, the cell manifests itsalyy under the drowsy
mode. For example, in the resistance regions IV, and V of {08 &efect in Table
4.1, the cell works properly under normal mode, but its vadueversed when it
is placed into drowsy mode. Instead of discarding a chip vehtault is detected,
we can still use it if it is only a drowsy-mode defect.

The basic idea is that during thestingmode, adr owsy_mask[ i ] register
bit will be set to 'O’ if cache line; only manifests itself in drowsy mode. This
can be done in march elements;, My, M3 and M in Table 5.1. During the
working mode of the cache, the FSM chedksowsy_mask[ i ] when issuing
the drowsy control signal to cache lineThis can be done by an AND gate, and
the BISR architecture is shown in Fig. 5.2.

The BISR differs for data caches and instruction caches. data caches,
the drowsy control circuit has a register bit (i.dr,owsy_mask[ i ] ) for each
cache line. Instruction caches are divided into severabsuiks to implement the
drowsy control. Each sub-bank needs only drawvsysignal. To utilize the BISR
feature, each cache line within a subbank is also connextdrtowsy _mask| i ]
register as shown in Fig. 5.2. Hence, a subbank can still deeglinto drowsy
mode even when a cache-line within this subbank fails in dgawode. When the

subbank is placed into drowsy mode, all it cache lines areawsly mode except
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Figure 5.2: BISR solution of drowsy cache

the faulty one. As a conclusion, this BISR works well for bdtta caches and

instruction caches.
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Chapter 6

Conclusions and Future Work

In this research, we implemented a full-functional drow&®A® cache with pe-
ripheral circuits like address decoder, sense amplifier,&hce the sub-threahold
leakage power decreases significantly with the decreasipgls voltage, we de-
rived the minimum stand-by voltage which can still retaie 8tate of each cell.
Based on the assumption that spot-defects (SDs) can ordy @iner within a
cell or between two adjacent cells in the same row/colunagaiial, we simulate
all possible SDs with different resistance region (from &tdin standard mode
and drowsy mode separately. Six new faults (DTF, DUF, DDRF,;;, C'F a7,
andC' F,4) appear with the introduction of drowsy operatioBsowsy coupling
write destructive faul{C'F,,4) can only exist in data caches, since data caches
and instruction caches tend to have different architestarel scheduling strate-
gies. However, during the simplification process of all fdaadhaviors, we found
that CF,4s always comes witlC' F; in all cases. As a resultyF,4 can be

negligible, and hence the test algorithm we derived canctt&Bs in both data
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caches and instruction caches. A data-background baseth mlgiorithm March

DWOM has been developed. A voltage window detector circuitded to detect
faults with undefined state. With the benefit of the detectbondefined state,
March DWOM can detect all SDs in the drowsy cache we impleggtrdnd thus
it has 100% fault coverage.

Traditionally, march test for word-oriented memories canderived from
march test for bit-oriented memories, where a differenadetckground is used
in each iteration [35]. Because of this, March DWOM is basedhe bit-oriented
march test of [2] in this research. However, this method isefificient and time
consuming. The work of [35] already presented a method toaedhe number
of iterations and number of background data. In the futueeyil work on the

simplification of March DWOM to reduce the testing time.
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Appendix A

C++ code

/*

* tbt.cpp -- 2x2 SRAMcell spice file (tbt.nmag) generator
* by: Wi Pei

*  wei.pei @mail.com

* Last nodified: 06/03/2005

*/

/

Input file format (I, WC R D, E)
Idle, Wite, Charge, Read, Drowsy, End

0

/

1 0 0/ Wen sone cachelines in drowsy node,
/ others can be accessed within drowsy tinme
0
/
0

$>: tbt < input.ptn >> output.sp

0k ok ok ok ok ok 3k 3k 3k Rk Ok ok Ok ok ok ok % % % %

#i ncl ude <i ostreanr
#i ncl ude <string>

#define H 1.8
#define LO 0. 36

#define U "n"

#define D_TIME 75
#define RWTIME 5 // read/wite time
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#define STEP 0.5

#define C_TIME 2

#define | _TIME 5

#define DA TIME 10 // data access tine
#defi ne RW DELAY 2

usi ng nanespace std;

void op_print( char opr, float val, int counter, int i, float &inme, float & _tag )
{

if( i==0) {

cout << "0" << U<< " " << val <<’ 7

}

el se {

if( opr!'=D ) {

cout << tinme+STEP << U << " " << val << ' '

}

}

if( (opr =='W) || (opr =="R) ) {

cout << time+tRWTIME << U <<’ ' << val <<’ 7

cout << time+RWTIME+STEP << U << " 0 ";
time += DA_TI Mg

cout << time << U << " 0%

}

el se {

if( opr =='D ) {

t_tag =time + D TI M

else if( opr =="'C ) {

/1 finish drowsy phase

cout << t_tag << U<< " 0 ";
time = t_tag+C Tl Mg

cout << t_tag+STEP << U << ' ' << val <<’ ’;
t_tag = O;
else if( opr =="1" )

time += 1 _TI Mg

if( opr'=D ) {
cout << tine << U <<

}
}

if( (i+l) %6 == 0 ) cout << " \n+";
else if( opr!="D ) cout << ' ' ;

<< val;

}

voi d data_print( char opr, float val, int counter, int i, float &inme, float & tag )
{

if(i==0) {

cout << "0" << U<< " " << val <<’ 7;

}

el se {

if( opr!'=D ) {

cout << tinme+STEP << U << " " << val << ' 7
}

}
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if( (opr =='W) || (opr == 'R) )
time += DA _TI Mg

else if( opr =='D )

t_tag = ti me+D_TI Mg

else if( opr =="'C ) {

cout <<t _tag << U<<" 0 ";

cout << t_tag+STEP << U << ' ' << val <<’ ’;
time = t_tag+C Tl Mg

t_tag = O;

else if( opr =="1" )

time += 1_TI Mg

if( opr!'="D ) {
cout << time << U << " " << val;

}

if( (i+l) %6 == 0 ) cout << " \n+";
else if( opr!="D ) cout << '’

}

void vd_print( char opr, float val, int counter,
{

if( i==0) {

cout << "0" << U<< " " << val << "

}

el se {

if( t_tag==0) {

cout << tinme+STEP << U << " " << val << ' 7
}

}

if( (opr =="'W) || (opr == 'R) )

time += DA _TI Mg

else if( opr =='D ) {

t_tag = time+D_TI ME;

cout << t_tag << U << ' ' << val;

else if( opr =="'C ) {

cout << t_tag+STEP << U << ' ' << val <<’ 7
time = t_tag+C Tl Mg

t_tag = 0;

else if( opr =="1")

time += 1_TI Mg

if( t_tag==0) {

cout << time << U<< " " << val;

}

if( (i+l) %6 == 0 ) cout << "\n+";
el se cout << '’

}

int main()

string ro, In0O, Inl, VvdO, Vdi, s_opr;
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float t_time = O;

char c_tnp;

int i_tnp, counter=0;
int i;

int j;

int v[2];

float f_tnp = O;
char c_bf;

float t_tag = O;

cin >> c_tnp;

while( c_tmp I="F )

{

s_opr.append( &c_tnp );
count er ++;

/* addr val 0 val 1
* Write) 0/1 0/1 0/1

* R(ead) 0/1

* D(rowsy) 01 -1

* C(harge) 01 -1

* 1 (dle)

* E(nd)

*/

if( cctnp =="W ) // w0 0/1 0/1
cin >> i_tnp;

ro.append( (i_tmp==0) ? "0" : "1" );
cin >>i_tnp;

I n0. append( (i _tmp==0) ? "0" : "1"
cin >>i_tnp;

Inl. append( (i_tmp==0) ? "0" : "1"
else if( cctmp =="'"R ) // RO

{

cin >> i_tnp;

ro.append( (i_tnmp==0) ? "0" : "1" );
}

else if( c_ctnp=="D ) // DO 1-1
{

for( 1=0; i<2; i++) {

v[i] = 1;

}

cin >>i_tnp;

while( i_tnp !=-1)

v[ i_tmp ] = 0;
cin >>i_tnp;

}

Vvdo. append( ( v[0] == 0) ? "O"
vdl. append( ( v[1] == 0) ? "O"

}

else if( c_ctnp=="C ) // C01-1
{

cin >> i_tnp;

while( i_tmp !=-1)

{
vl i_tmp ] = 1;
cin >>i_tnp;



}

Vvdo. append( ( v[0] == 0) ? "O"
vd1l. append( ( v[1] == 0) ? "O"
}

cin >> c_tnp;

}

/* pre */
cout << "\n.include ../spice_para.def" << endl;
cout << "VDD Vdd Ghd " << H << endl;

/* print out Wite*/

cout << "\n* Wite Signal" << endl;

cout << "VWite WGd PW.(";

t_time = 0;

t_tag = 0;

for( i=0; i<counter; i++ ) {

c_tnp = s_opr.at(i);

i_tmp = ( c_tnp =="W) ?21: 0;

op_print( c_tnp, i_tnmp*H, counter, i, t_time, t_tag );
if( i==(counter-1) ) {

cout << " TD=" << RWDELAY << U << ")" << endl;
}

}

/* Read */
cout << "\n* Read Signal" << endl;
cout << "VRead R Gnd PW.(";

t_time = 0;

t_tag = O;

for( i=0; i<counter; i++ ) {

c_tnp = s_opr.at(i);

i tmp = ( c_tnp=="R) ?21: 0;

op_print( c_tnp, i_tmp*H, counter, i, t_time, t_tag );

if( i==(counter-1) ) {

cout << " TD=" << RWDELAY << U << ")" << endl;
}

}

/* 1n0 */
cout << "\n* | n0" << endl;
cout << "VIn0 In0O Ghd PW.(" ;

t_time = 0;

t_tag = O;

i =0

for( i=0; i<counter; i++)

{

i_tmp = 0;

c_tnp = s_opr.at(i);

if( c_tmp =="W )

{

if( In0.at(j) =="2" ) i_tnmp = 1;
j ++;

}

data_print( c_tnmp, i_tnmp*H, counter, i, t_time, t_tag );

if( i==(counter-1) ) {
cout << ')’ << endl;

}
}
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/* 1Inl */
cout << "\n* |nl" << endl;
cout << "VInl Inl Gd PW(" ;

t_time = 0;

t_tag = O;

i =0

for( i=0; i<counter; i++)

{

i_tmp = 0;

c_tnp = s_opr.at(i);

if( c_tmp =="W )

{

if( Inl.at(j) =="'2" ) i_tnmp = 1;
j++;

}

data_print( c_tnmp, i_tnmp*H, counter, i, t_tinme,

if( i==(counter-1) ) {
cout << ')’ << endl;

}

}

/* row */
cout << "\n* row' << endl;
cout << "Vro ro Gnd PW("

t_time = 0;

t_tag = 0;

i =0

for( i=0; i<counter; i++)

{

i_tmp = 0;

c_tnp = s_opr.at(i);

f{f( (c_tmp =="W) || (c_tnp =="R) )
if( ro.at(j) =="21") i_tnp = 1;

J+

data_print( c_tnp, i_tnp*H, counter, i, t_ting,

if( i==(counter-1) ) {
cout << ')’ << endl;

}

}

/* vdo */
cout << "\n* Vd0" << endl;
cout << "Wd0O VdO Ghd PW.("

t_time = 0;

t_tag = O;

i =0

c_bf ='N;

for( i=0; i<counter; i++)

{

c_tnp = s_opr.at(i);

f tnmp = H;

i{f( (c_tnp =='D) || (c_tmp =="C) )
if(vdo.at(j) =='0") f_tnp = LO
j++;

}
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vd_print( c_tnmp, f_tnmp, counter, i, t_time, t_tag );
c_bf = c_tnp;

if( i==(counter-1) ) {

cout << ')’ << endl;

}

}

[* vd1 */
cout << "\n* Vdl1" << endl;
cout << "Wdl Vdl Ghd PW.("

t_time = 0;

t_tag = O;

j =0

c_bf ='N;

for( i=0; i<counter; i++)

{

c_tnp = s_opr.at(i);

f tmp = H;

if( (c_tnp =='D) || (c_tmp =="C) )
{

if(vdl.at(j) =='0") f_tnp = LO

j++;

}

vd_print( c_tnmp, f_tnmp, counter, i, t_time, t_tag );
c_bf = c_tnp;

if( i==(counter-1) ) {
cout << ')’ << endl;

}

}

cout << "\n.option post" << endl;
cout << ".tran 1" << U<< ' ' << t_time << U << endl;
cout << ".end" << endl;

return(0);

}
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