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Abstract—During the VLSI design process, a synthesized de- automated tools to perform this task. A full-blown syntisesi

sign is often required to be modified in order to accommodate if-
ferent goals. To preserve the engineering effort already wested,
designers seek small logic structural transformations to ehieve
these logic restructuring goals. This paper proposes a sy&hatic
methodology to devise such transformations automatically It
first presents a simulation-based formulation to approximae

SPFDs and avoid the memory/time explosion issue inherent
with the original representation. Then it uses this new data

structure to devise the required transformations dynamicaly
without the need of a static dictionary model. The methodolgy
is applied to both combinational and sequential designs wlit
transformations at a single or multiple locations. An extersive

step may be a time-consuming and resource-intensive goces
for a design that needs only a few of structural changes.
Furthermore, existing synthesis tools may significantlydifyo

the structure of the design and jeopardize the engineering
effort already invested in it [6], [7].

Most existing logic restructuring techniques modify the
netlist by using permissible transformations frordietionary
model [8]. This model contains a set of simple modifica-
tions such as single gate and wire additions/removals. It is
evident that the success of these methods directly depends

suite of experiments documents the benefits of the proposedon the ability of the underlying predetermined dictionaoy t

methodology when compared to existing practices.

Index Terms—Logic restructuring, VLSI, SPFD, correction,
debug, engineering change, logic rewire, optimization

I. INTRODUCTION

accommodate the necessary netlist changes [9]. Previotks wo
has also shown that transformations at a single location may
not always be adequate [1], [3], [4], [10]-[12]. For instanc
when applying an engineering change, a modification in the
high-level design description can potentially be mappéd in
multiple locations in the netlist. Hence, it remains impaittto

~ The consumer's demand for devices with increased fungssearch automated incremental logic restructuring naietioe

semiconductor industry. In part, this growth can be attedu

This work aims to develop a comprehensive methodology

to the use of Computer Aided Design (CAD) tools that comy, automate the process of logic restructuring in combameti
plement the designer experience to develop computer chiggy sequential circuits [9], [13]. First, it proposes a rove

with the increasing size and complexity.

model of Boolean representation, namélpproximate Sets

During the chip design cycle, small structural transfosf pairs of Functions to be Distinguishe@SPFDs) This

mations in logic netlists are often reql_Jired to accommodaéﬁows one to perform the required logic transformatiomgmal
different goals, For example, the designer needs to rectiiyhmically and without the restriction of a static pre-chefi
designs that fail functional verification at locations itlBed gictionary model. In the past, Sets of Pairs of Functionseto b
by a debugging program [1], [2]. In the case of engineepjstinguished (SPFDs) have proved to provide additional de
ing changes (EC) [3], a logic netlist is modified to reflecyrees of flexibility during logic synthesis [14], [15]. Hove,
specification changes at a higher level of abstraction. ¢-0§Homputing SPFDs can be computationally expensive in terms
transformations are also important during rewiring-bgsest-  of runtime and memory [16]. To address this proble®PFDs
synthesis performance optimization [4], [S], where desigre  approximate the information contained in SPFDs using the

optimized at particular internal locations to meet speatftn
constraints.

results of test-vector simulation. Applications that izél
aSPFDs can remain memory and runtime efficient while taking

~ Clearly, logic restructuring can be viewed as a simplefdvantage of most benefits of SPFDs. In addition, results fro
instance of the general logic synthesis problem. Despite thhis paper show that when this new representation is used
fact, there are unique reasons for the development of dedicao model a sequential circuit, it circumvents the exporanti
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state space explosion of the original formulation [17], lzes t
encoding contains only a small portion of the complete state
space, that is, the one exercised during simulation.

Using aSPFDs to perform logic restructuring using a SAT
engine entails two stages. The first stage constructs the re-
spectiveaSPFDs and identifies the function required at specific
circuit line(s) such that the design complies to its speadifon.
Next, usingaSPFDs as a guideline, the algorithm searches
for the necessary nets to construct the required function.



Two approaches are presented to perform this search. Hmailar to the modification performed by RAR. The dictio-
first is an algorithm using Boolean Satisfiability (SAT) tamary model has been used for rectifying designs at multiple
identify the minimum number of new lines required fotocations as well [21].
the desired transformation. Although optimal, the SATdshs Sequential circuits can be hard to restructure due to the
approach may require excessive computation at times. Tfwsence of memory elements. That is, the Boolean function
second algorithm, a greedy approach, is later presentedofoa net may depend on previous states of the design. This
improve performance. One may think that it would sacrificeacreases the complexity of the underlying analysis séyere
on optimality, but experiments show that in most cases $equential circuits are commonly modelled in therative
returns near optimal results, a favorable trade-off betwekogic Array (ILA) representation. In this formulation, the
performance and resolution. design is unfolded over time to maintain its combinational
Extensive experiments confirm the theoretical results afighctionality [17], [23]. The side-effect of the ILA represta-
show that aSPFDs provide an effective alternative tdion is that the input vector space of the unrolled circuavgs
dictionary-based transformations. The proposed teclenigu exponentially in relation to the number of cycles the citcui
turns modifications where dictionary-based restructufailg, has unrolled. This can become computationally expensive fo
increasing the impact of tools, such as debugging, rewiringpme methods if the size of the underlying data structure is
EC, etc. Experiments also show the feasibility of usingorrelated with the number of primary inputs [17].
aSPFDs to restructure sequential designs and designs withn [17], Sinha et al. define sequential SPFDs, which are
multiple errors. For combinational circuits, the proposgd later used to optimize the sequential state encoding. Taavo
proach can identify five times more valid transformatioresith the input vector space explosion mentioned above, the rdetho
a dictionary-based one. Nevertheless, since the methazs bagrolls the circuit incrementally until no more useful infioa-
its results on a small sample of the input test vector spad¢®n can be attained. The authors conclude that the sizeeof th
verification must follow to confirm the validity of the proped input space remains a major challenge for some circuits.
transformations. Overall, empirical results show that athb  Along the lines of the work presented here for design
the combinational and sequential circuits, more than 908&bugging, the authors in [10]-[12] introduce the concept
of the first transformations returned by our approach pass#sPairs of Bits to be Distinguished. We will discuss the
formal validation. similarities and differences of this technique with our aggzh
The remainder of this paper is structured as follows. Seit+ a later section.
tion Il summarizes previous work and gives the motivation
for this paper. It also covers background material. Sedfilon B. Motivati
, . .. Motivation
defines approximate SPFDs and the procedures to generate
aSPFDs. Section IV presents the transformation algorithmsAs mentioned earlier, most common approaches for logic
utilizing aSPFDs. Applying transformations at multiple locatransformation use a dictionary model similar to the one
tions is discussed in Section V. Experimental results arergi Proposed in [8], which contains 11 predetermined types of

in Section VI, followed by conclusions in Section VII. possible logic transformations. For example, “missintyéex
wire” adds/deletes an existing wire in/from the netlist.

A predetermined dictionary model, although effective at
Il. BACKGROUND AND MOTIVATION times, may not be adequate when complex transformations
are required such as the addition/deletion of multiple gate
and wires. To study the effectiveness of dictionary-based

Most research done on logic restructuring deals with cortransformations, we perform the following experiment. For
binational designs. In [18], the authors insert circuitgfdre circuits in the ISCAS'85 suite of benchmarks, we introduce
and after the original design so that the functionality @& th- an error. A “simple” error involves a change of gate type for
sulting network complies with the required specificaticlise a single gate followed by the addition or deletion of a wire
disadvantage of this approach is that the additional dirguiin the support of that gate. A “complex” error applies more
can dramatically change the performance of the design. transformations such as the deletion and addition of many

Redundancy addition and removal (RAR) [5], [19] is a posgates and wires in the fan-in cone of a single gate.
synthesis logic optimization technique. It optimizes dasi  In this study, the effectiveness of the dictionary modelgh [
through the iterative addition and removal of redundanewir is measured against that &rror equation[2] which uses
All logic restructuring operations performed by RAR techformal methods to answer with certainty whether there sxist
niques are limited to single wire additions and removal®réh an appropriate modification at a specified circuit location.
is little success in trying to add and remove multiple wireBrror equationdoes not return the actual modification as it
simultaneously due to a large search space and complicatestely reports whether resynthesisay or may notcorrect
computation [20]. that design at the particular location.

A commonly used solution to logic transformations in the Table | contains average results from 10 single error ex-
concept of design error correction is to use the predetehirperiments per circuit. Circuits with the suffix “c” are injed
error dictionary model of Abadir et al. [8]. Most debuggingvith a single complex error, while single simple errors are
methods utilize this model to correct the localized err@®[ introduced in the remaining circuits, which have the suffix
[22]. This model contains a static set of error types that atg’. To identify candidate locations for modification we use

A. Previous work



TABLE | moo mo1
QUANTIFYING LOGIC TRANSFORMATIONS

ckt. error | error dict. ckt. error | error dict.
name loc. | equat. | model || name loc. | equat. | model

4325 | 98 | 7% | 44% [ ¢2670s | 9.2 | 99% | 11%
¢499s | 7.1 | 76% | 40% || 5135 | 6.4 | 100% | 25%
880 | 3.8 | 67% | 38% || 3540 | 3.0 | 100% | 6%
13555 | 5.3 | 100% | 19% || ¢5315c | 6.4 | 97% | 16%
c1908s | 18.0 | 84% | 23% || c7552c | 206 | 64% | 20% that represent minterm§00, 01, 10,11} in terms of {a, b}.

Two edges are added foab, ab) and (@b, ab). The edges are
referred to asSPFD edges

The SPFD of a node/wire can be derived in a multitude
_Iof ways depending on its application during logic synthesis
second and sixth columns of Table | contain the average nu':(?-r i.nstance, SPFDs can be cqmputed ina compatible fashion
ber of error locations returned by path-trace. The follovl!/vin{TS]Imllar o the compatible don't care computation [6]) from

. the primary outputs to the primary inputs [27]. In rewirin
two columns show the percentage of error locations that can primary b primary inp [27] g
) . ) . pplications, the SPFD of a wirén,,n;), can denote the
be fixed according tdError equation and according to an

. L P minimum set of edges in the SPFD of that can only be
exhaustive dictionary-based rectification methqd_[22]. é“ tinguished byn, (but none of the remaining fanins of
It can be seen that, on the average, the dictionary mo ei

. . o ny) [27]. In all these methods, it is necessary to ensure that
in [8] fails for as much as half of the cases with simple eITOT8. © SPED of a node is a subset of the union of the SPEDS of
For example, in c49%, Error equation claims that some

modifications on five locations (76% of 7.1 locations) calrtlS fanins. Thus,

rectify the design, whereas the dictionary model is sudaéss
in only two cases. As shown, the success of the dictionary
model diminishes further when more complex resynthesiswhere noden, hasm fanins {ni,--- ,n,}, R; denotes the
required. This is because complex modifications perturb t&FD of thesth fanin, n;, and R, denotes the SPFD of, .
functionality of the design in ways that simple dictionaryThis equation implies that each minterm pair that needs to be
driven transformations may not be able to address. Sudistinguished by a node must be distinguished by one of its
modifications, are common in today’s intricate design emvir fanins.

ment where errors or changes in the Register-Transfer LeveA function f is said to satisfy an SPFDR =
(RTL) necessitate complex local changes in the netlist [3](g1a, 915); (924, 926)s - * 5 (Gna, gnp)}, if fOr each(gia, giv) €
Automated logic transformation tools that can addressethoR, f(gi.) # f(gi). In graph-theoretic termsf has to be a
problems effectively are desirable to increase the impéct walid coloring of the SPFD graph aR, i.e., any two nodes

mi mio

Fig. 1. The graphical representation of SPFD= {(ab, ab), (@b, ab)}

path-trace simulation-based diagnosis method [22], [B4} t
guarantees to return all such single candidate locatiohs.

U™, R; D R, 3)

the underlying debugging, rewiring, EC, etc engines. connected by an edge must be colored differently. In this
paper, we use the automated approach by Cong et al. [26]
C. Sets of Pairs of Functions to be Distinguished to synthesize a two-leveiND- OR network for the functionf

Sets of Pairs of Function to be Distinguished (SPFD) aPé a n(t)d? sq tthat it fﬁt'tsgef thetg'\iﬁn SPF—?I':[)Ic;ts;Jhmma:jy,
first proposed by Yamashita et al. [25]. It is a represemati(g e set of minterms that belong to the onsetf € node

that provides a powerful formalism to express the functiond © derived fromg and projected onto the local fanin space

flexibility of a design to allow synthesis/optimization onof Fh? node. Th's. image function gives the functignthat
it [17], [26]-[28]. satisfiesk. The minterms that are not representedidncan

Formally, an SPFD be used as don't cares to simplify

R = {(g1a: 916): (92a+926)s -, (Gnas gnd) } 1) [1l. A PPROXIMATING SPFDs

denotes a set of pairs of functions that mustistinguished ~ SPFDs are traditionally implemented with BDDs or with
i.e_, for each pai(giaagib) € R, the mintern‘yia must produce SAT. Like all BDD'pased techn|qu.es, Computlng BDDs of
a different value from the mintermy, at the output of the node SOme types of circuits (e.g., multipliers) may not be memory

(wire) associated with?. An SPFD can be represented as ffficient [16]. The SAT-based approach alleviates the mgmor
graphG = (V, E) [27], where issue with BDDs, but it can be computationally intensive to

obtain all the minterm pairs that need to be distinguish&dl. [1
Intuitively, the runtime and memory overhead of the afore-

Vo= {my|mk € gij,1 <i<n,j={a,b}} mentioned approaches can be reduced if fewer minterms are
E = {(mymj) ]| {(m; € gpe) and(m; € gp)} captured by the formulation. Hence, this section presents a
or {(m; € gp) and (m; € gpa)}, simulation-based approach to “approximate” SPFDs to reduc

the information that needs to be processed. The main idea

behindaSPFDs is that they only consider a subset of minterms
Figure 1 depicts the graph representation of the SPFDat are important to the problem. Hence,a8PFD is defined

R = {(ab,ab), (ab,ab)}. The graph contains four verticesas follows:

1<p<n} (2



Definition 1 Let M consist of all primary input minterms and o b cld o Sz ima Py

M’ be a subset, wherd1" C M, the approximate SPFD O O B

(aSPFD), R{™"*, of a noden; w.rt M’ specifies the minterm & L NN I

pairs in M’ x M’ thatn; has to distinguishR”** contains B o tloo olt] TN

no information about the minterms iVt — AM’. C —e R O o I
In other words, th@SPFD of a node considers what needs (2) Circuit (b) Truth table

to be distinguished only for a subset of the primary inpug. 2. The circuit for Examples 1 and 4

minterms. Note that any techniques used to represent SPFDs,

for example, minterm-based representation or BDD-baged re 000 001 000 001

resentation, can also apply &PFDs. It is true that, in some - o010 ™ 010

cases, functions with more minterms may actually result in a N

more compact BDD, or create a bigger cube. However, since <011 110 011

the number of minterms considered is sometimes orders of
magnitude less than the complete set (for instance, in our ex
periments, only 2000 out &*! minterms are used for c1355),
there is a greater possibility that the representatiorcgira Fig. 3. The SPFD andSPFD ofz,,,4 in Figure 2
of aSPFDs is smaller. ThereforaSPFDs are inherently less
expensive to represent, manipulate and compute.

To determine a good selection of minterms, logic restru€V®)- Both types of vectors can provide useful information
turing can be effectively viewed as a pair of “error/corimgt ~@bout the required transformation.
operations [4]. In this context, the required transformrati The procedure to compute tR&PFD of the transformation
simply corrects an erroneous netlist to a new specificatioipde inC’ w.r.t. V is as follows:
This is indeed the case in debugging, engineering change arlg SimulateC’ with the input vectory
more recently, it has been shown to hold for design rewiring2) LetV¢(ne.,)/V¢(ne,) denote the value of.,.,, whenC’

101 100 101 100
(a) aSPFD ofz,,04 (b) SPFD 0ofz,,04

as well [4]. From this point of view, it is constructive to is simulated withy</ve. Sincen,,.. is the only location
see that test vectors used for diagnosis are a good means of where transformation will be applied, the new function
determining minterms required to constr@aSPFDs for logic at n..~ has to evaluate to the complemented value of

restructuring. This is because test vectors can be thought o V*¢(n.,-) in order to eliminate the discrepancy at the POs.
as the description of the erroneous behavior and minterms Hence, the expect trace of..., denoted byE7;", is

explored by test vectors are more critical than others. {Ve(ner), VE(nerr)} for vectors{Ve, V¢}.

The next two subsections present the procedures to compu8 The aSPFD of n.., states that the minterms in
aSPFDs using a test sé& and a SAT solver for nodes in on(E7e) have to be distinguished from the minterms
combinational and sequential circuits, respectively. in off (Efem), i.e., R¢PET contains an edge for each pair

(a,0) € {on(E7) < off (Ep*")}.

A. ComputingaSPFDs for Combinational Circuits Example 1 Figure 2(a) depicts a sample circuit of which the
Consider two circuitsC' and C’, with the same number of truth table is shown in Figure 2(b). Assume the wite z)
the primary inputs and primary outputs. Dét= {v1,--- ,v,} (the dotted line) is removed, €.gumoa = NAND(d, f). The
be a set of vectors, where each € V is a single vector. value ofz,,,q is shown in the column eight of the truth table
Let n.,. be the node inC” where the correction is required,(Figure 2(b)).
such thatC” is functionally equivalent t@’ after restructuring.  Suppose the design is simulated with test vedtors {001,
Noden.,. can be identified using diagnosis [1], [2] or formalL00, 101, 110, 111 The discrepancy is observed when the
synthesis [3] techniques, and is referred to &amasformation vector, 110, is applied. Let,,.q be the transformation node.
nodein the remaining discussion. As described in the Step 2 of the procedW&,(zmoa) =
Let f,  denote the new function of.,.. TheaSPFD of {0} for V¢ = {110}, and V¢(zmmea) = {1,0,1,1} for
ner» should contain the pairs of primary input minterms thayc = {001,100, 101, 111}. Hence, the expected trace 9f .4
fr... needs to distinguish. To identify those pairs, the correcbnsists of the complement & (z04) and Ve(zmoq) as
values ofn.,,. under the test vector¥ are first identified. shown in the final column of Figure 2(b). Finally, tB8PFD of
Those values are whg,  should evaluate to undét after z,,,4 w.r.t. V is generated according t&; and contains four
restructuring is implemented. Such a set of values is refels  edges, betweef100} and {001, 101, 110, 11}, as shown
as theexpected tracedenoted asur. Finally, on(n)(off (n)) in Figure 3(a). The black (white) vertices indicate that,q
denotes the set of primary input minterms wherein the fancti has a logic value (0) under the labelled minterm. The dotted
of noden in the design evaluates to a logic value 1(0). nodes indicate that the labelled minterm is a don’t caretw.r.
After the expected trace of.,.,. is calculated, the procedure). For comparison, the SPFD af,,,4 is shown in Figure 3(b).
uses the trace to construct taBPFD ofn.,... In practice,)V. One can see that information included in th8PFD ofz,,,q4
includes vectors that detect errodg°}, i.e., discrepancies areis much less than what the SPFD representation includes.
observed at the primary outputs, as well as ones that do fAtte aSPFD of z,,,4 only contains a subset of the complete



information about minterms that the function of,,4 needs

to distinguish to maintain correct design functionalityhel
minterms that are not encountered during the simulation are
considered as don'’t cares. For instance, since the vecté 00 1 1
is not simulated, theSPFD ofz,,,q does not contain an edge disérepancy /0 | o*/1
between 110 and 000, which is included in the SPFD.of T ! T | T

(a) Unrolled circuit

B. ComputingaSPFDs for Sequential Circuits

Consider a sequential circuit;’, with primary input set
X, state input sefS, and primary output seD. In this work, ! !
sequential circuits are modelled using their ILA repreagan. | : 20 ! /0
Let symbol T; denote thei** simulated timeframe and the ‘ ‘
superscript of a symbol refers to the cycle of the unfoldudtrc ‘
For exampleX'2 represents the set of the primary inputs in the (b) Unrolled circuit withp's as primary inputs
second timeframel). For sequential circuitsy represents a rig 4. The circuit for Example 2
set of input vector sequences withcycles.

The procedure of generatingSPFDs presented in Sec-

tion IlI-A cannot be used direCtly to generaﬂSPFDS for 3) The aSPFD Ofne'rr contains an edge for each minterm

sequential circuits. In these circuits, the value of netshi pair in {on(neyr) X off (ner)} according to the partially
circuit at 7; for some input vector sequences is a function of  gpecified truth table.

the initial state input and the sequence of the primary input

vectors up to and including cyclE, i.e., f(S*, &1, .- X%).

This implies that the space of minterm pairs that consideréaample 2 Figure 4(a) depicts a sequential circuit unrolled

by theaSPFD atn.,.. is different across timeframes. Each ofor three cycles under the simulation of a single input vecto

theseaSPFDs is equally important, and a valid transformatiosequence. Assume the correct response ahould be0 and

at n.,, has to satisfy all of them. To simplify the complexitynet p is the transformation node. To determine the expected

of the problem, we construct or&SPFD that integrates in- trace of p, p’s are made into primary inputs, as shown in

formation stored in each individuaSPFDs. Such thaSPFD Figure 4(b). A SAT instance is constructed from the modified

is generated over the input spa¢€ U X'}. Note that this circuit with the input and output constraints. Given the in-

approach might result in missing some sequential behdwior, stance to a SAT solvet10 is returned as a valid expected

it still offers more information when compared to the onetthdrace for p. Next, simulating”” with the input vector and the

treats only the combinational circuitry of a sequentialigies expected value of, s> = 1 and s®> = 1 are obtained. Then,

To construct such amSPFD, we need to determine théhe partially specified truth table qf states thatp evaluates

values of the state elements in each timeframe for the givinl under minterms (in terms dfa, b, s}) {100,011} and to

set of input vectors. Then, a partially specified truth taile 0 under{101}. Therefore, th@SPFD ofp contains two edges:

terms of the primary input and the current states,fpf ~ (100,101) and (011,101).

can be generatecaSPFDs over the input spacgS U X'}

can be constructed according to the truth table. The complet A special case needs to be considered in Step 1. For any two

procedure is summarized below: timeframes,T; and 7}, of the same test vector, if the values

of the primary inputs and the states at these two timeframes

sequence. Given the expected output respon¥$ gnder are the same, the value of,., must equal the value of,.,.
PRI k SN Hence, additional clauses are added®tdo ensure that the

v, a satisfiability instancep = [[;_, ®¢/ (v*, V", n

ETT)’ H N
. , values ofn.,., are consistent when such conditions occur.
is constructed. Eaclby,, represents a copy of’ at ert

T;, where nl,, is disconnected from its fanins and
treated as a primary input. The original primary in.putExampIe 3 With respect to Example 2, another possible as-
and the primary outputs of”* are constrained with* signment to(p',p?,p3) is 100. However, in this case, the

and )*, respectively. The SAT solver assigns values tealues of{a, b, s} at T; and T3 are both100, while p' andp?

T 3 T 3 T3

1) Extract the expected trader of n.,.,. for an input vector

{nl.,.,---.nk .} to makeC’ comply with the expected have opposite values. Consequently, this is not a validatede
responses. These values are the desired valugs.ofor trace. To prevent this assignment returned by the SAT solver
v the clauses

2) SimulateC” with v at the primary inputs andZ; at L o o
nerr 1o determine state values in each timeframe. Thoses' + 5% +7) - (sL + 83 + 1) - (F+ pL +p*) - (F+ p' + p3)
state values are what should be expected after the trans-
formation is applied. Subsequently, a partial specifiede added to the SAT instance. The new variablegquals

truth table (in terms off X US}) of f, in ¢’ can 1, if s' equalss®. When that happens, the last two clauses
be constructed. o ensure thap! andp?® have the same value.



C. OptimizingaSPFDs with Don’t Cares node can be valid within the bounded cycle range and,
consequently, cause conflicts. Since the algorithm does
not have enough information to distinguish the correct
assignment, minternm in this case is considered to be
a don't care as well. This issue can be resolved if longer
vector sequences are used instead.

The procedure 0&SPFDs generation described above does
not take into account all external don't cares in the design.
Identifying don’t cares fom,,.- can further reduce the size of
aSPFDs, since all SPFD edges connected to a don’t care can
be removed from th@SPFDs. Consequently, the constraints
of qualified solutions for restructuring is relaxed. o

There are two types of combinational don't cares: Sati®- ValidatingaSPFDs
fiability Don’t Cares (SDCs) and Observability Don't Cares For combinational circuitsaSPFDs only explore the por-
(ODCs). SinceaSPFDs of nodes in designs are built ovetion of the input space covered by the given input vectors.
the minterms explored by test vectors, only ODCs need &milarly, for sequential circuitaSPFDs only consider states
be considered. ODCs are minterm conditions where the valilat are reachable during simulation of the given input mect
of the node has no effect on the behavior of the desigsequences. As a result, this new data structure requires les
Hence, ODCs of.,.,. can only be found undey.. Minterms computation and memory resources, but these benefits come
encountered under the simulation ®f cannot be ODCs, with the penalty that it has to undergo verification after
because, otherwise, no erroneous behavior can be obsemestructuring to guarantee correctness. This is becauwse th
at the primary outputs. ODCs can be easily identified Hyansformation is guaranteed to be valid only under thetinpu
simulating the circuit with), and the complement of thespace exercised by the given set of input test vectors. Iresom
original simulation value at.,.. If no discrepancy is observedcases, such as rewiring, a full blown verification may not be
at the primary outputs, the respective minterm is an ODC. required but a faster proof method can be used [4], [29],.[30]

To obtain combinational don't cares for sequential designs Furthermore, because of approximation, the accuracy of the
one can add the following procedures after Step 2 in Sdeansformation depends on the amount of information predid
tion 11I-B. Following Step 2, the expected trader and the by the input vectors. With more vectoraSPFDs become
values of statesS in each timeframe are available. One cahetter representations of the original SPFDs. As the rethelt
obtain another expected traé®. by solving the SAT instance chance that the modified circuits pass verification is higher
® again with additional constraints that (1) forSeon all state the same time, the algorithm requires more resources t@ solv
variables (2) blockiZ from the solution. If the solver returnsthe problem. Hence, there is a trade-off between resolution
an answer, say2/., we can comparé’; and EZ. to identify and performance. Experiments show that this trade-off is a
the timeframeT; they have different value. Consequently, théavorable one as, on average, in 90% of the cases, the first
minterm at7; is a combinational don’t care. This procedur&ansformation returned also passes verification.
can be repeated until no new expected trace can be found. In the case where the transformation fails verification, it

The procedure described above for obtaining ODCs ifplies that the critical minterms are missed in @#fsPFDs.
sequential circuits identifies expected traces with the esarhherefore, more input vectors need to be included. Instead
state transitions. To further explore equivalent states, an ©Of randomly generating more vectors, the counter-example
obtain a trace with different state transitions. This can Beturned by verification can be useful, as suggested in [10].
done by adding additional constraints to blogkassigned to Intuitively, the counter-example excites the differeneéaeen
state variables and solving the SAT instance again. Howevi&e modified design and the golden model.
these additional traces may assign conflict logic values¢o t
transformation node for the same minterms. E. Discussion

Let £y and Er, represent two expected traces of the same another recent work proposed by Chang et al. [10]-[12]
node for the same test vector sequence. Assume a confligtsents a similar technique to the one proposed here in the
occurs for mintermn (in terms of the primary input and the coniext of design debugging. This technique was developed
current state) between the assignmentta at cycleT; and jyqependently and first published at the same time with gfart o
the assignment té'r; at cycleT;. In this instance, one of the he work presented in this paper. It uses a set of input vector
two cases below is true: and the SAT-based technique described in [1] to generate the

o Case 1:The output responses and the next states at cysignature of a node. This is the bit-vector of logic valuest th

T; for Epy andT; for Ero are the same. This impliesthe function of the node should evaluate to in order to rgctif
that the value of the transformation node undedoes the error. Then, it identifies all pairs of 1-0 bits of the sture

not affect the behavior of the design. Henee,is a and ensures that, for each pair, at least one of the fanins of
combinational ODC. the node has a value transition as well. Such a pair is referre

o Case 2:The next states are different. This can hapge as aPair of Bits to be Distinguished (PBD)n a sense, due

pen when the circuit has multiple state transition pathe the use of bit-values by both PBDs aa8PFDs, these two

of which the initial transitions have the same outpunethodologies share in common in terms of implementation
responses. Since the proposed analysis is boundedadnyl operation. HoweveaSPFDs are defined upon the concept
the length of the input vector sequences, it may nof SPFDs, a theory that represents all minterm pairs. Thé&wor
process enough cycles to differentiate these differeint[10]-[12]is utilizing don’t care and care sets, as theyals
paths. Hence, multiple assignments at the transformatiose signatures and these can only represent a special type



of subset of SPFD edges, namely a clique of the bipartfégorithm 1 Transformation usingSPFDs

graph of the SPFD [27]. If we force ourselves to use onlyl: ¢’ := Erroneous circuit

signatures to process the information, we can't generae the: V := A set of input vectors

more general SPFD that might be there because a minterm 3s n.,, := Transformation node

either in the care onset, the care offset, or don’t care set. D 4: procedure (TransformationWith_aSPFD)C’, V. neyr)

to this reason, a variety of techniques developed for SPRDs bb: Compute theaSPFD and don't cares of.,.,

other research groups in the past decade can be inherited wit: E «— (m;,m;) € RIXP*|(m;,m;) cannot be
ease to operate caSPFDs, a fact not true for PBDs. Finally, distinguished by any fanin af.,..

the methodologies to manipulagSPFDs illustrated in this 7: Let ' = {ng | ng € C" andny, & {TFO(nepr) U
paper are unique and tailored to operate within this context Nerr }

However, in our use of the SPFD concepts in the current papes; Cover «—SELECTCOVER(N)

we also only use effectively don’t cares and not the full powe 9: Re-implementing..,.,- with the original fanins and
of SPFDs, so there is no inherent superior efficiency between the nodes iCover

our methods and the one in [10]-[12]. 10: end procedure

IV. LoGIC TRANSFORMATIONS WITHaSPFDs

In this section, we show how to systematically perforfi. SAT-based Searching Algorithm
logic transformations wittaSPFDs. Recall, the goal is to re-

) . oS
implement the local network at,.. in a circuit C* such that - 5 jnstance of Boolean satisfiability. Recall that the dtbor
C’" implements the same function as the golden referefice, |5oks for a set of nodes OULSIdEFO (n.,.,) such that those
The proposed restructuring procedure seeks the transfiorma, yjes can distinguish SPFD edgesRff*”* that cannot be
at n.,, using one or more additional fanins usia§PFDs. distinguished by any fanins of,,.,. "

The procedure is summarized in Algorithm 1. The basiC o gaT instanceb is formulated as follows. Each node

idea is to find a set of nets such that every minterm paﬁrk is associated with a variabte,,. Noden, is added to the

of th_e a_SP_FD .Of the new transformation |mpIer_nent_ed a§etCover if the value ofw, is 1. The instance contains two
nerr 1S distinguished by at least one of the nets, implied b%

The search problem in Algorithm 1 (line 8) is formulated as

omponents®d = i , WhereW =
Equation 3. Hence, the procedure starts by constructing the P W, P) o) - 2(W, P) W

. ) , P Wy, we, - - - } for eachny, & { TFO(nepr) Uneq+ andP is a
aSPFD (including don't cares) of.,,, denoted byRPP*. To set of new variables introduced.

minimize the distortion that may be caused by restructyring The first componentbo(W), contains one clause for each

tthi: cs)r'?f'.ginf?tr;:gts tﬁ;ef kﬁstt-;?1rorfzgg-?g:;gfglnnnc:m uﬁzjr edge inE. The clauseg;, for the edgee;, containswy, if the
LIS suttcl unctl It ! ¥ function of n, coverse;. The clause is satisfied if one of the

to distinguish edges i&k¢?P* that cannot be distinguished byincluded candidate nodes is selected

any original fanins (line 6). Those undistinguished edges a The second component; (W, P), defines the condition

referred to asuncovered edgesA function is said tocover . .
T 2 . . .~ where a candidate node,,, should not be considered as a
an SPFD edge if it can distinguish the respective minterm .. . . : :
. I olution. As discussed in Section II-C, minterms that can be
pair. Let TFO(n.,») denote the transitive fanout cone o

n.... The function, BLECTCOVER, is used to select a Setdlstmgwshed by a node must be able to be distinguished by

of nodes Clover) from nodes not iNTFO(ne.,) such that one of its fanins. It implies that the function of the node sloe

each uncovered edge is distinguished by at least one n&l% cover more SPFD edges if all of its fanins are selected

in Cover (line 8). SELECTCOVER is further discussed in theaready. Hence, for each candidate nogg a new variable

next subsections. Finally, a new two-levalND- OR network 2* is introducedp;, is 1 if all of fanins ofn, are selected,
is constructed at.,- using the nodes i€'over as additional and 0 otherwise. Consequently; is assigned with) when

fanins as discussed in Section 11-C pr 1S 1, i.e.,ny is not considered for the solution.
' With respect to Example 4, the SAT instance of the search-

Example 4 Returning to Example 1, the only SPFD edge 6 9 pr(_)bleml,tt’ - (I)gPI;I)DB 'j conlsirgctle(()joas_ fo;%V;IS:'DSinfce
the aSPFD ofz,,,q that is not covered by the fanins of,,q4, there Is only one edge ( ! ) in 0

{f,d} is (110, 100). This means that the additional faningmod that ngeds to be coyere@,o consists (.)f one c!ause
required for restructuring at,,,; must distinguish this edge.only’ which indicates candidate nodes of which function can

One can verify that the function df can distinguish this distinguish the minterm pair. In this case, the candida_ltxbeso
minterm pair. Hence)p is used as the additional fanin forof edge (110, 100) _aré a_nde. Th_erefore, the_ formulation of
feStrUCIUFNG Zymoq! the New function of, .. is NAND(, d, ). ®c is (b+e). That is, this edge is covered if the SAT solver

With this new function, the XOR gate can be removed, whi@ﬁs’ignS 1 to eithef or e.

reduces the original gate count from eight to seven gates. V€t considering node, of which fanins are) andc. As
discussed earlier, i andc are already selected as additional

Two approaches to find'over are presented in the follow- fanins to the new structure, does not provide the ability to
ing subsections: an optimal SAT-based approach that firels thistinguish more minterm pairs and can be removed from the
minimal number of fanin wires and a greedy approach theandidate list. This idea is formulated dsg = (b +¢+ p.) -
exchanges optimality for performance. (b+7,.): (c+D.)- (P, +€), Wherep, is a new variable that has



the value of 1 if bothh andc are selected. Whep, equals 1, minterm ofn. First, for everyM; € V, m; is added tol".

e is forced to be 0; that is; cannot be selected. Then, for every edge = (1M;, M;), wheree € E, an edge
In order to obtain the optimal solution, in experimentdhetween(m,;, m;) is added toE’.

we solve the SAT instance with a pseudo-Boolean constraintThe local network represented by SPFDs &3PFDs) is

SAT solver [31] that returns a solution with the smallestynthesized by identifying local minterms in the onset & th

number of nodes. The use of a pseudo-Boolean solver is maide [26]. Hence, given an SPFR, and anaSPFD, R*PP%,

mandatory and any DPLL-based SAT solvers [32], [33] can lf the same node, the transformations constructed basétl on

used instead. A way to achieve this is to encode the counterR*?* are the same if the same local SPFD can be derived

circuitry from [1] to count the number of selected nodegrom R andR%’P*. This can be achieved if the input vector set

Then, by enumerating valuey = 1,2,..., the constraint used to constru@SPFDs complies with the following lemma.

enforces that no more thak variables can be set to a logic 1

simultaneously o> becomes unsatisfiable. Constraining theemma 1 The local aSPFD of n, R, translated from

number N in this manner, any DPLL-based SAT solver cargarrz contains the same pairs of minterms to be distinguished

return the optimal answer. as the cSPFD of n (cSPFD,), if, for each possible local
minterm ofn that is not a don'’t care, one of its corresponded
B. Greedy Searching Algorithm primary input minterms is included in thB:PPe,

Although the SAT-based formulation can return the mini-
mum set of fanins to resynthesizg,.., experiments show that
it may require excessive runtime. To improve the perforn&ang
in runtime, the following greedy approach to search sohgio

is proposed: . . . .
brop h ed | be th f nod first requirement can be derived from the assumption that
1) For each edge € E, let N be the set of nodes ¢ RPPT contains at least one primary input minterm that can

{TFO(neyr) Uner, } that can distinguish the edge. Sorfd mapped to each local minterms Rj°°*!. This leads to
e € F in descending order by the cardinality of..

) e the conclusion that botk!c*! andcSPFD, contain the same
2) Select the edgesi», with the smallest cardinality of , \her of nodes. For the second requirement, becRfjge
Ne,,.,- It ensures that the edge that can be covered Willy,ains an edge for every pair of minterms that are assigned
the least number of candidates is targeted first. with opposite values, by constructioRl°?! also contains an
3) Selectny, from Ne,.., such thatn;, covers the largest seteolge for every paitm;, m;), wheref, (m:) # fn(m;). As a
4 g edges 'r(;E' ang addrny, :)O Cover it result, edges itSPFD, must be inRlc as well. B
) Remove edges that can be coveredryfrom E. According to Lemma 1, if the set of primary input minterms
exercised by the input vectors complies with the lemma, the

Proof: To show thatR!°**! and cSPFD, contain the same
airs of minterms to be distinguished, it requires (a) that
oth Rﬁ;’c‘” andcSPFD, contain the same number of vertices
and (b) that every edge inSPFD, is also in Rl°c?!, The

is not empty, go back to Step 1 to select more nodes.

The solutions identified by the greedy approach may contaiSprp constructed by the proposed approach contains all
more wires than the minimum set. However, experiment§ the necessary information about the required function at
indicate that the greedy approach can achieve similar tjualine transformation node. As a result, the transformatia th
results with the SAT-based approach in a more computational constructed based on tr&SPFD can pass verification.

efficient manner. Furthermore, if the transformation is constrained to have a
most N fanins, one may conclude that¥ test vectors are
C. Methodology Analysis sufficient to perform the restructuring, if the selectedt tes

In theory, the transformations returned usa®PFDs may Vectors comply to Lemma 1. Sinc¥ is usually much less
not pass the verification since they are based on a smifftn the number of the primary inputs)’ test vectors are a
set of test vectors. Nevertheless, experiments show treat §Mall portion of the complete vector space.
success rate is very high and more than 90% of the first
fix returned by the method qualifies verification. This imglie V. EXTENSION TO MULTIPLE LOCATIONS
that a small amount of test vectors can provide sufficiently . . . _ . .
enough information to generate a qualified transformation.AII d_|scu55|0n this far deals V_V'th restructurln_g one Iooatl_
Here, we elaborate on the reasons why the propaSRFD- each time. However,_ as _noted in the mtroductl(_)n, in pragtic
based representation has such a high success rate. therg are several situations wher_e restructuring at nieiltip

locations is necessary. In this section, we show how to apply
Definition 2 Thelocal minterms of a noden are minterms in _the propoged _methodo_logy to_perform multiple trans_formaii
terms of the immediate fanins of Thelocal SPFD (cSPFD) in a combinational design. This concept can be easily exgnd

of a noden specifies the local minterms in the onsetnahat to sequential circuits as well.

) S . , .
have to be distinguished from the local minterms in the bffse GIVen two combinational designs and ¢ and, without
of n. loss of generality, assume transformations need be apptied

two locationsi,-1 @andne,2, in C’ simultaneously such that

The localaSPFD ofn, R« = (V'  E'), can betranslated C’ becomes functionally equivalent 6. Depending on the

from RePP* = (V, E) through the following steps. Le¥/; be locations ofn.,,; andn...2, as shown in Figure 5, a different
a primary input minterm ane»,; be the corresponding localapproach can be followed.
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Fig. 5. Relation of two transform locations

The first case (Figure 5(a)) depicts the situation where th@nterm pairs that the original fanins ef,... can distinguish
transitive fanout cones of.,..; andn....o are exclusive to each after restructuring can be determined without constrgctin
other. This implies that these two locations can be restradt the transformation at.,..;. Consequently, it is possible to
independently, because changes at one location do not affestructure locations in any order.
the other one. In this case, the proposed methodology dis-
cussed in Section IlI-A can be applied directly at each one VI. EXPERIMENTS

location at a time. . Empirical results of the proposed methodology are pre-
In the second case shown in Figure 5(b), there are COMMAhted in this section. ISCAS'85 benchmarks are used for ex-

described fF’r sequential designs in Section IIl-B can bel USEnd Minisat [34] is the underlying SAT solver. The restructu
as summarized below: ing potential of theaSPFD-based algorithms is compared with
1) Extract the expected tracEr; for n..,1 and Er; for that of the dictionary-model of [8] and both methodologies a
nerr2. This can be done by formulating a Boolean satontrasted against the complete result&€abr equation[2].
isfiability instance from the circuiC’ wheren,,,1 and Experiments are conducted on a Core 2 Duo 2.4GHz processor
nerr2 @re marked as primary inputs. with 2GB of memory while runtime is reported in seconds.
2) Obtain combinational don’t cares of.,..; by solving
all possible expected traces an,.; while the value of
nerro 1S as specified inEr. Then, as in Section 11I-C,

if there are conflict assignments between expected traced" OUr experimental setup, three different complexities of
the corresponding minterms are don't cares. modifications are injected in the original benchmark. Ex-

3) Construct a partially specified truth table %f,.; from periments involve correcting designs with those changes to
the expected traces. The table specifies the function tifypluate the performance of the proposed methodology. The
can resolve all erroneous observation at POs when it!/fcations and the types of modifications are randomly sedect
implemented atie,,1 andne,» is assigned withEz. Simple complexity modifications (suffix “s”) involve the ad-

4) Generate th@SPFD ofn,,,; from the truth table and dition/deletion of a single wire or a gate type replacement.
construct a qualified transformation. Moderate modifications (suffix “m”) on a gate include addi-

5) Apply the transformation and repeat Step 2 — 4ifg». tion/deIeFion mu_lt.iple. fanins and a gate type cha}nge. Trm fin

The procedure described above for two locations can §ompIeX|ty modifications, complex (suffix *c”), inject mipte

i lized wh fructuri o th ﬁnple complexity modifications on a gate and in the fanin
easily generalized when restructuring occurs in three aremaq, | - <4 gate.

places in a de_sign. Ov_erall,_ the procedure restructures ONEor each of the above types, five testcases are generated
Fargeted node.m e%Ch |:eratg)tn.frotrr:1 Step 2tto Stet? 4-t.T'?P m each benchmark. The proposed algorithm is set to find
IS necessary n order to obtain the correct combnatio transformations different to the original, if they exifir

gont cc?res for tt?]e t?rget]?d no;:_ie, since lt_hzy ctan tl;)]e d'me(;%%ch location identified by the diagnosis algorithm. Fuori
epending on the transtormations applied at oter NoAQRyisication is carried out at the end to check the validity of
Hence, after each transformation, the expected trace of \hg transformations

next target node is re-calculated to take the effects froen t
previous transformations into account.

Finally, the third case of the relation of two transformatioB- Performance of the Methodology
locations is shown in Figure 5(c), where.,..o is inside Table Il summarizes the experimental results for a single
TFO(nerr1)- In this case, the same procedure described fwansformation in combinational circuits. In this expeeint,
the second case can be applied. Although it may seem thatuits are simulated with 2000 input vectors with high
ner1 NEeds to be restructured befarg.o, it is not necessary. stuck-at fault coverage. The first column of Table Il lists
This is because aSPFDs are constructed based on the expatiedenchmarks and the types of the modification inserted as
traces extracted in Step 1 of the above procedure. Thakescribed in Section VI-A. Columns two and three show the
values show the behavior of the transformation nodes afteumbers of five testcases per benchmark that the dictionary
restructuring. Therefore, eveniif,,..o is restructured first, the model and the proposed approach can find at least one solution

A. Experiment setup
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TABLE Il
COMBINATIONAL LOGIC TRANSFORMATION RESULTS FOR VARIOUS CONMLEXITIES OF MODIFICATIONS

Correctablility (Per testcase Correctablility (Per location)

ckt. . error | error dict. avg # | min # avg # | avg. time % verified

name dict. model [8] asPFD loc. | equat.| model asPFD wires | wires | corr/loc. (sec) first a

c1355s 4 5 5.3 | 100% | 19% 81% 1.7 1.7 8.3 35 100% | 46%
c1908 s 3 5 18.0 | 84% 13% 84% 14 1.4 8.1 18.9 90% | 62%
c3540 s 3 5 7.2 100% | 28% 86% 1.1 1.1 4.5 9.3 100% | 66%
c7552s 4 5 11.8 | 88% 19% 50% 1.7 — 3.1 25.7 88% | 54%
c1355m 2 5 2.7 | 100% | 13% 100% 2.1 2.0 7.0 32.0 100% | 52%
1908 m 1 4 5.8 100% 3% 83% 2.5 2.5 5.6 11.0 100% | 68%
c3540.m 3 5 3.2 100% | 25% 100% 1.6 1.6 6.1 54.2 84% | 78%
c7552m 3 5 8.8 | 100% 9% 91% 1.9 - 6.9 39.2 100% | 79%
c1355¢c 0 3 3.7 96% 0% 73% 2.9 2.9 3.3 384 100% | 40%
c1908 c 4 4 15.8 | 47% 41% 70% 1.4 1.3 7.2 19.0 100% | 88%
c3540c 1 5 3.0 | 100% 7% 67% 3.6 3.4 3.8 122.4 100% | 33%
c7552c¢c 3 5 20.6 | 64% 20% 50% 1.9 - 35 23.7 91% | 43%
Average || 2.5 [ 47 | 88 ] 90% | 16% | 78% [ 20 | - | 56 [ 331 [ 96% | 59%

at any location, respectively. From the result, one can sapproach may run into runtime problems as the number of new
that the proposed approach is able to restructure most,caséees increases, it times out ("-") aftén00 seconds if it does
while the ability of the dictionary model approach to regtif not return with a solution. The experimental results shoat th
designs drops as the complexity of the modifications ina@®asthe number of additional wires overall is less than four.sThi
This implies the advantage of the proposed approach whamggests that the transformations only alter the desigh wit
deals with problems, such as engineer changes, where edqusmall changes, which is important in logic rewiring, debingg
transformations are more complex than the addition/retnova when applying engineering changes. Furthermore, we also
of a single net. observe that when the algorithm selects more than five wires
The number of locations that the proposed approach cas additional fanins to the transformation node, there is a
restructure is compared with the resultErfor equationand higher probability that the transformations fail verificat. As
the dictionary model approach as shown in columns fourdiscussed in Section IV-C, the transformation is guarahtee
seven. The fourth column has the average number of locatidaspass verification if each local minterm that is not a don't
returned by the diagnosis program for the five testcases. T¢@ge can be mapped from one of the primary input minterms
percentage of those locations whé&mor equationclaims an included in theaSPFD of the transformation node (Lemma 1).
existence of a solution is shown in column five. The next twés the number of selected wires increases, the chance that
columns show the percentage of locations (out of those $ame critical location minterms are missed increases as wel
column four) that the dictionary-approach and the propos&@nsequently, those transformations are not valid salatio
aSPFD approach can successfully find a valid solution. A As mentioned earlier, for each location, the algorithm is
valid solution is the one that the restructured circuit passset to find at most 10 transformations if they exist. Column
verification. Takingc1908_s as an example, there are 18.0 shows the average number of transformations identified
locations returned by the diagnosis progrddnor equation for each location. One can see that for all cases, more than
claims that resynthesis can fix 15 out of those locationsne transformation can be identified. This is a desirable
The dictionary approach successfully identifies two lawai characteristic since engineers can have more options é¢ctsel
(13% of 15) while theaSPFD approach can restructure 18he best fit for the application. Column 11 contains the ayera
locations (84% of 15). In this case, the proposed approash haintime to find 10 transformations using the greedy hegssti
on average, five times improvement over the dictionary ondote that the runtime does not include the procedure of ident
Overall, the proposed methodology outperforms the dietipn fying transformation nodes, since any diagnosis or vetibca
approach in all cases and achieves greater improvement wkeghnique can be used to identify those locations. The final
the modification is complicated. two columns show the average percentage of transformations
Columns 8 — 13 present the quality of the transformatioiigat pass verification. The first column only considers tre fir
in terms of the wires involved as well as some a|gorithmansformation identified, while the second column has this
performance metrics. Note, except column nine which repofiercentage for 10 transformations identified. One can ebser
the result of the SAT-based search approach, the remainthgt the vast majority of first-returned transformationsgpa
columns report the result of the greedy search approatgrification, a fact that confirms the viability @lSPFDs.
Column eight has the average number of additional wiresSimilar experiments are conducted for sequential designs a
returned by the greedy algorithm and column nine has thell. The vector set for sequential circuits contains 5Quin
minimum number of wires selected by the optimal SAT-basegctor sequences with a length of 10 cycles. To verify the cor
searching algorithm. The average is computed over all validctness of transformations, a bounded sequential eguival
transformations of all transformation nodes in five testesas checking [35] is used. It verifies the resulting design agfain
As shown in the table, the greedy heuristic performs welhe reference within a finite humber of cycles, which is set to
comparing to the optimal solutions. Because the SAT-bas&@d cycles in our experiment.
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TABLE Ill
SEQUENTIAL LOGIC TRANSFORMATION RESULTS FOR VARIOUS COMPLEITIES OF MODIFICATIONS

ckt. error | error | onep |l avg #| avg# | avg. time % verified %
name loc. | equat. wires | corr/loc. (sec) first | overall | unique
s510s 2.4 | 100% | 75% 0.3 18 384 100% | 92% | 100%
s953 s 1.8 | 100% | 33% 1.0 3.3 223 100% | 37% | 70%
s1238s 1.6 | 100% | 38% 11 5.0 781 100% | 100% | 55%
s1488s 28 | 86% | 43% 1.7 5.0 258 83% | 46% | 68%
s510m 2.0 | 100% | 90% 0.3 42 68 100% | 38% | 99%
s953 m 16 | 63% | 40% 1.2 1.2 105 100% | 100% | 100%
s1238m || 2.6 | 85% | 72% 2.2 4.3 218 100% | 76% | 47%
s1488m || 3.4 | 100% | 0% - - 83 - - -
s510c 16 | 100% | 38% 05 15 166 100% | 92% | 100%
s953 ¢ 22 | 73% 0% - - 122 - - -
s1238¢ 1.2 | 100% | 14% 0 - 328 100% - 100%
s1488¢c 18 | 71% | 30% 1.7 15 98 33% | 27% | 100%
Average || 2.1 | 90% | 39% [ 1.0 | 3.1 | 236 [ 92% | 68% | 82%
The results for sequential designs are summarized in Ta- 120
. ' I 250 [ 500 [C1000 ] 2000
ble 11l. Benchmarks used are listed in column one. Column two =100 —
. . X il
presents the average number of locations for transformeatio <
ported by the diagnosis program while the percentage otthos s 80
locations that are claimed to be correctableBwyor equation S 60
. . . . 1]
are recorded in column three. Note tlEator equationin [2] is 2 .0
. . . . [&]
developed for combinational circuits. Hence, here we cdnve 2!
the sequential circuits into a combinational one by treatin @ 2
the s_tates as pseudo-lnput/output_. In this way, the number o Simple Moderate _ Complex
locations reported birror equationis the lower bound of the Error Complexity
locations that are correctable, since it constrains thest® (a) Solution success rate
be equivalent after the restructuring as well. »
The percentage of locations that the proposed methodology o 121 Mo e
finds a valid transformation is reported in column four. Galer £ ol Y- Complex
. c
our approach can restructure 39% of the locations. The neaso g 4
why the algorithm fails to correct some of the locations is 3
because the input vectors do not provide enough information 3 °
to generate a goodSPFD. This occurs when the algorithm § 4
characterizes a minterm as a don’t care when this minterm is <2
not exercised by the input vectors. Consequently, the tigul 0 w0 00 1m0 2000
transformation does not distinguish all necessary minterm # of Vectors
pairs that are required to correct the design. (b) Runtime profiling

Column 5 — 7 report the average number of additional wirggy 6. performance of restructuring with various numbefsetors for
used in the transformations, the average number of tramgmbinational designs
formations per location, and the average runtime to find 10
transformations, respectively. Note that, for some lacetj the o ) . ,
transformation only needs to be resynthesized with theiegis "0t cOmbinational equivalent, it means that the transféiona

fanin nets without any additional wires. This is the reaso?'r“'fmges the sta'_[e a35|gnm_ents as we_ll_. Overall, 820/_0 of the
why cases, such as510_s, use less than one additional@ld transformations are uniquely identified by the sedjaén

wire on average. The next two columns show the averagBProach and they cannot be found by a combinational logic

percentage of cases where the first transformation pas&egructuring method.

verification and the average percentage of 10 transformstio

that passe verification. Similar to the combinational digu C- Impact of Test Vectors

there is a high percentage of the first transformation thedgm  In the second set of the experiments, we first investigate
verification if the proposed methodology can find any. Thithe performance of the restructuring when various numbiers o
indicates that th@SPFD is a good metric to prune out invalidest vectors are used. For combinational circuits, fouessiz
solutions. Finally, those transformations are checkedtindre are used: 250, 500, 1000, and 2000 test vectors. Results
they can be identified by restructuring the sequential dssig are depicted in Figure 6. In details, Figure 6(a) shows the
if they are pure combinational ones. This check is carrietd opercentage of the locations where the proposed algorithm ca
by performing combinational equivalence checking betweédentify a valid transformation. As shown, the success rate
the transformed circuit and the reference. If two desigmes as increased as the size of input vectors increases for each
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fault coverages
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) —— Moderate
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5., Lastly, the runtime plotted in Figure 7(b) also shows a
o . . . . .
5 significantly reduction with the decrease of the size of @exct
20 One may notice that the runtime for complex modification
£ i cases increases slower with the number vectors, compatied wi
< the runtime for simple modification cases. Note that, for the
00 200 300 200 S50 800 70 same base benchmark, the Ioc_at|0ns Where the modlflca_m(_)ns
# of Vector Sequences are inserted for each complexity are different. Hence, it is
(b) Runtime profiling not necessary that the runtime growth rate of the complex
. . . . modification cases has to increase faster than the runtime
Fig. 7. Performance of restructuring with various numberyextors for . e .
sequential designs growth rate of the simple modification cases. The key point

here is that there is a great runtime increase as more test
vectors are used for restructuring.

error complexity group. This is expected since more vectorsWhen the number of test vectors varies, the fault coverage
provide more information fomSPFDs. The chance that theof the test vectors changes as well. To study whether the
algorithm incorrectly characterizes a minterm as a dorre caPerformance of the algorithm is sensitive to the fault cager
is also reduced. of the given test vector set, an experiment that uses veetsr s

Although using a larger vector set can improve the succdbat have different fault coverage metrics is conductedo Tw
rate of the restructuring, it comes with the penalty that enoP€nchmarksc1908 andc3540, are used. A set of 100 test
computational resources are required to tackle the prableffctors with five different fault coverage metrics are gerest
The average runtime is plotted in Figure 6(b) and normaliz&@f €ach benchmark. The fault coverage is calculated for the
by comparing it to the runtime of the case with 250 vedvhole deS|gn because in our expe_nments 'Fhe_re are seyeral
tors. Each line represents one error complexity type. @kiﬁransformatlon nodes randoml_y distributed within the gesi
Conpl ex as an example, the runtime is 12 times longer wherP 1908, the fault coverage is 50% — 90%; fo8540, the
the vector size is increased from 250 to 2000. Note that fiserd@ult coverage is 40% — 80%. The success rate of each case
a significant increase when the size of the vector set inegeal$ Plotted in Figure 8. We observe that, when vector sets with
from 1000 to 2000. If we look back Figure 6(a), one maﬂPW coverage are used, the algorithm may not be able to find
see that the success rate of cases when 1000 vectors are gs¥@fid solution for many cases. However, when the coverage
is close to the rate of those with 2000 vectors. This suggeSi§tric is increased, there is a higher success rate of firaling
that, for those testcases, 1000 input vectors can be a gped ¥plid transformation.
to have a balance between the resolution of solutions and the
runtime performance. . . .

- . . . D. Transforming Multiple Locations

The same set of analysis is applied to sequential designs
as well. For sequential cases, the vector sizes are set to 100n the last set of experiments, we apply the algorithm to
200, 500, and 700. All have a length of 10 cycles. The succgsrform simultaneous restructuring at multiple locatioRer
rate and the normalized runtime are shown in Figure 7(#)e purpose of demonstration, we only perform experiments
and Figure 7(b), respectively. One can see that the behavimrtwo and three locations with simple types of errors. lis th
observed earlier for the combinational cases is also obderexperiment, simulation-based verification is performetkraf
here. The success rate of the restructuring decreases sigghea transformation at each transformation node is constucte
of the vector decreases. Among different error complexitielt uses 100 random vectors to check any discrepancies at
the benchmarks with complex errors are affected most. Thige primary outputs that are only in the fanout cone of the
is because a complex error can be excited in various wayansformation node. Another transformation is soughteif-v
and requires more vectors to fully characterize the errogedfication fails; at most 10 transformations are checked teefo
behavior. As a result, the algorithm needs more vectors ttee algorithm returns back to the previous transformatimehen
construct an accurate transformation. The algorithm stops when a valid solution is identified or the
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TABLE IV
LOGIC TRANSFORMATION AT TWO AND THREE LOCATIONS

2-location 3-location

ckt. name || error | succ. | avg # avg # avg. time || error | succ. | avg # avg # avg. time

loc. rate | wires | trans. fail (sec) loc. rate | wires | trans. falil (sec)
c880 9.2 39% 11 0 329 10.0 | 32% 1.6 0 666
c1355 10.0 | 66% 1.2 0 649 10.0 | 68% 1.2 0.06 1226
c1908 10.0 | 36% 1.0 0 852 10.0 | 16% 1.4 0 1136
c2670 8.6 37% 11 0 1596 9.6 | 32% 1.3 0 2608
¢3540 7.4 | 70% 0.9 0.03 2626 9.2 | 48% 1.1 0 2757
Average | 9.0 [ 50% [ 1.1 | 0.006 [ 1210 [ 98 [39% | 13 [ 0.01 [ 1679

failing limit has been reached. The experimental resulés afs a result, this technique can alleviate the memory/ruatim
summarized in Table IV. issues that may encountered by formal approaches. In additi

Columns 2-6 in Table IV summarize the results whethis work proposes aaSPFD-based logic restructuring algo-
restructuring is applied at two locations, while columns 7rthm with SAT for both combinational and sequential design
11 contain results when three locations are restructured Fhis technique can be used for a wide range of applications,
multaneously. Columns two and seven contain the averagech as logic optimization, debugging and when applying en-
number of locations returned by the diagnosis program fgmeer changes. Experiments demonstrated8&FDs provide
the five experiments. Note that because there are multiglgpowerful and dynamic method to restructure a logic design
errors, the diagnosis program may return numerous caredidet a new set of specification. It is able to restructure desan
solution tuples [21]. As such, in the experiments, we onlglocation where other methods fail. Further empirical ysial
randomly pick at most 10 location tuples as the candidates fmnfirms that the resolution of the transformation depends o
restructuring. the number of vectors used. A higher success rate can be

Columns three and eight have the percentage of the seleadetieved if more input vectors are provided but, at the same
location tuples that our algorithm successfully identifees time, more memory/computation resources may be required.
valid transformation tuple. The average number of addition The work and experiments of this paper promote further
wires required to construct the transformations are shawnriesearch inaSPFDs as a means to logic restructuring. This
columns four and nine. For example, in the case of 2-locatiamay include improving theaSPFD construction for sequen-
restructuring forc1335, our algorithm is able to identify tial designs to increase the success rate of viable sokition
corrections for 7 out of 10 tuples returned by the diagnosinother application involves changing of timing-elemeints
tool. The average number of additional wires used to coastrisequential designs, for instance, addition/removal of it
the corrections is only 1.2. Our empirical observation hesb states for retiming. This promises a new set of possilslitie
that when the number of additional wires required increasesgorithmic restructuring for sequential designs.
there is a high chance that the transformation will not pass
verification. Columns five and ten show the average number
of transformation tuples that fail verification before aigdane
is found. [1] A.Smith, A. Veneris, M. F. Ali, and A. Viglas, “Fault diawsis and logic

As shown in the table, in all cases valid solutions are ﬂﬁ?i’%?'gg. Ufggg_‘i%g'ff*g;f“‘;g?g'“tVEEE Trans. on CADvol. 24,
usually identified at the beginning of the search proces$; p. v. chung and 1. N. Hajj, “Diagnosis and correction of iple design
Takingc 1355 as an example, in both cases the first transfor-  errors in digital circuits,”IEEE Trans. on VLS| Systemsol. 5, no. 2,
mation tuple determined by the proposed technique is a vali[d pp. 233-237, June 1997. o

. . . . . . . 3] C. C. Lin, K. C. Chen, and M. Marek-Sadowska, “Logic syegfls for
solution. This result is consistent with the observatiorthia engineering changelEEE Trans. on CADvol. 18, no. 3, pp. 282-292,
single-transformation experiments described earlienalfy, March 1999.
the average runtime is recorded in columns six and eleven. A§ A. Veneris and M. S. Abadir, “Design rewiring using ATPGEEE
. . Trans. on CADvol. 21, no. 12, pp. 1469-1479, Dec. 2002.

expected, the runtime increases as the number of restelak:tur5] L. Entrena and K. T. Cheng, “Combinational and sequéritgic
locations increases. In summary, it is seen that, for both optimization by redundancy addition and removdEEE Trans. on
cases, our technique corrects, on average, 50% and 39% gf I(—:IASDA\\//(?I.ézlkn%r;’th' 223_31? "I{g:faﬁg?gtractin Waon't cares
location tuples with only less than two additional wires forl®l H. Savol. &. Obﬁmiz);tior’]’n inBros. of Intl Conf. on CAD 1091 o,
each constructed transformation. The result confirms that t  514-517.

proposed methodology has the ability to restructure mleltip [7]1 E. Sentovich, K. Singh, C. Moon, H. Savoj, R. Brayton, and

. .- . A. Sangiovanni-Vincentelli, “Sequential circuit desigsing synthesis
locations eff|C|entIy and mlmma”y as well. and optimization,” inProc. of Int'l Conf. on CAD 1992, pp. 328-333.

[8] M. S. Abadir, J. Ferguson, and T. E. Kirkland, “Logic \aration via
VIl. CONCLUSION test generation,IEEE Trans. on CADvol. 7, pp. 138-148, Jan. 1988.
[9] Y.-S. Yang, S. Sinha, A. Veneris, and R. K. Brayton, “Antating logic
In this work, a simulation-based procedure for a new rectification by approximate SPFDs,”Rroc. of ASP Design Automation
representation of SPFDs, name$PFDs, is first presented. _ Conf, Jan. 2007, pp. 402-407. o _ _
. . . . . 10] K. H. Chang, I. L. Markov, and V. Bertacco, “Fixing desi@rrors with
TheaSPFDis an approximation of the or|g|nal SPFD as it Onlg’ counterexamples and resynthesis,”Hroc. of ASP Design Automation
contains information that is explored by the simulationtees. Conf, Jan. 2007, pp. 944-949.
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