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Abstract—While the earliest-deadline-first (EDF) scheduling
algorithm has extensively been utilized in real-time systems, there
is almost no literature considering EDF for task sets with dynamic
self-suspension behavior. To be precise, there is no specialized
result for uniprocessor systems, besides the trivial suspension-
oblivious approach. The work by Liu and Anderson (in ECRTS
2013) and Dong and Liu (in RTSS 2016) for suspension-aware
multiprocessor global EDF can also be applied to uniprocessor
systems and therefore be considered the state-of-the-art. In this
work, two novel schedulability analyses (one for sporadic and one
for periodic task sets) for suspension-aware EDF on uniproces-
sor systems are proposed, which outperform the state-of-the-art
on such systems in empirical and theoretical comparison. We
further show that the analysis by Dong and Liu is in fact not
suspension-aware for uniprocessor systems.

Index Terms—Embedded software, real time systems.

I. INTRODUCTION

MANY embedded systems are comprised of recurrently
executed tasks that have to comply to timing con-

straints, e.g., a relative deadline related to the release time
of a task instance. Such real-time systems require both func-
tional and timing correctness and therefore (deterministic or
probabilistic) timing guarantees must be provided. This is
especially complex when a computation task assigned to the
processor may suspend itself, i.e., release the processor despite
being incomplete, to wait, for instance, for hardware accel-
erators (such as GPUs) or shared resources managed by a
multiprocessor locking protocol [9, Sec. 2]. One reason is
that most important classical timing analysis concepts, e.g.,
the critical instant theorem for static-priority scheduling by
Liu and Layland [16] and the demand bound function for
earliest-deadline-first (EDF) scheduling by Baruah et al. [1],
assume a work-conserving task behavior and are hence invalid
in the presence of self-suspension. Due to the high problem
complexity, a large number of research results in the area
of self-suspension have, unfortunately, recently been reported
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flawed, as detailed in [9] where the authors listed six categories
of flaws and over 20 affected publications.

Applications of self-suspension in real-time embedded
systems are for example, I/O- or memory-intensive tasks, mul-
tiprocessor synchronization, hardware acceleration by using
co-processors and computation offloading, etc., detailed in
[9, Sec. 2] Two specific self-suspension task models have been
extensively explored in the literature, namely, the segmented (or
multisegment) self-suspension and the dynamic self-suspension
model. In the segmented self-suspension model all jobs of a
task have the same execution behavior, which is predefined
by a sequence of computation segments and self-suspension
intervals. In the dynamic self-suspension task model, each task
is defined by its total worst-case execution time and its total
maximum self-suspension time, where a job of task τi can
exhibit any number of self-suspensions of arbitrary duration
as long as the sum of the suspension (respectively, execu-
tion) interval lengths does not exceed the specified maximum
self-suspension (respectively, worst-case execution) time.

The segmented self-suspension model is suitable when the
execution of each instance of a task always follows a specific
structure. Prime examples are situations where a significant
part of the computation is offloaded to hardware accelerators,
which often can be modeled as a three-step process: 1) local
computation segment preparing the offloaded data, e.g., data
compression; 2) computation on the accelerator, i.e., the time
the task instance is suspended; and 3) a local computation
segment for post processing.

However, such a clear structure of a task’s self-suspension
behavior cannot always be assumed. For instance, it has been
reported that suspension-aware analysis can be applied to han-
dle suspension-based locks for multiprocessor synchronization
due to lock contention, usually termed as remote blocking.
Specifically, when partitioned or semi-partitioned multipro-
cessor scheduling paradigms are applied, the problem can
be modeled as self-suspending tasks in uniprocessor systems.
For details, please refer to [4] and [9]. Depending on dif-
ferent execution paths/conditions, a task may access different
mutually exclusive shared resources, and suspend when wait-
ing for remote resource access. Therefore, for a specific task,
the access pattern to the shared resources may differ for dif-
ferent task instances, i.e., the number of resource accesses,
their order, their location, and which resources are accessed
changes for individual task instances. As a result, the dynamic
self-suspension model is often utilized when considering
multiprocessor resource sharing protocols. Therefore, all the
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results reported in [9, Sec. 6] applied dynamic self-suspension
model to handle such dynamics.

While the segmented model can be seen as a precise but
restrictive model, the dynamic model is flexible but imprecise
when there is a small set of fixed suspension patterns. Hence,
hybrid self-suspension models that bridge the gap between
these two models have been recently proposed by von der
Brüggen et al. [22]. Which of these models is applied should
be decided based on the available information. Therefore,
scheduling algorithms and their schedulability tests for each
of the three models are required for different scenarios.

The well-defined suspension structure in the segmented self-
suspension model can be exploited to optimize the schedul-
ing policies, e.g., the fixed-relative-deadline (FRD) strategies
in [7], [19], and [21] and mapping to the master-slave problem
in [6]. Chen [5] and Mohaqeqi et al. [17] showed that verify-
ing whether a set of segmented self-suspension tasks can meet
their deadlines under static-priority scheduling is coNP-hard
in the strong sense.

For the dynamic self-suspension model the compu-
tational complexity of scheduler design remains an
open problem [5], [10]. Under static-priority scheduling,
Chen et al. [8] provided a unifying response time analysis
(RTA) framework, considering multiple approaches to model
the self-suspension time under a dynamic self-suspension
behavior, i.e., as computation, carry-in, blocking, or jitter.

For the dynamic self-suspension model under dynamic-
priority scheduling, the only well-known algorithm that has
been analyzed in the literature is preemptive EDF [16], which
assigns priorities to jobs due to their absolute deadlines. Under
EDF, jobs with an earlier absolute deadline have a higher
priority than those with later deadlines and ties are broken
arbitrarily. Although EDF is not optimal for scheduling self-
suspending task systems as shown in [20], EDF remains one
of the most adopted scheduling strategies.

The overall aim to create suspension-aware analysis is to
avoid counting suspensions that happen at the same time.
This can be achieved either by being pessimistic with count-
ing workload and dropping suspension completely, as we do
in Section IV, or by only removing the part of suspension
which is redundant from the analysis, as in Section V. Besides
the trivial suspension-oblivious schedulability analysis, the
following results have been provided in the literature:

1) Analysis by Devi [11, Th. 8], dating back to 2003, dedi-
cated to uniprocessor EDF. The review paper in [9] notes
that Devi does not give a proof of her analysis. This
analysis was proven to be wrong by a counterexample
provided by Günzel and Chen [14].

2) Analysis by Liu and Anderson [15], for global multipro-
cessor EDF. The analysis is valid for uniprocessor EDF
by setting the number of processors to 1.

3) Analysis by Dong and Liu [12], for global multiproces-
sor EDF. The analysis is valid for uniprocessor EDF by
setting the number of processors to 1.

Despite the possibility to apply the analyses of
Liu and Anderson [15] and Dong and Liu [12], the funda-
mental research question regarding the schedulability tests
for uniprocessor EDF considering dynamic self-suspension

remains open. In particular, there is no schedulability analysis
that is superior to the trivial suspension-oblivious analysis
for uniprocessor EDF. We believe that the fundamental
knowledge of uniprocessor EDF is a cornerstone to achieve
tight schedulability tests for more advanced multiprocessor
scenarios.

Contributions: In this article, we focus on schedulabil-
ity analysis for the dynamic self-suspension model under
preemptive EDF on a uniprocessor and provide two sufficient
schedulability tests for this setting. We limit our attention to
implicit-deadline real-time task systems, i.e., the relative dead-
line of a task is the same as its period (for periodic releases)
or minimum interarrival time (for sporadic releases). We prove
that the utilization-based schedulability test by Dong and
Liu [12] does not improve the suspension-oblivious approach,
if it is utilized for uniprocessor systems, in Section III. Our
contributions are as follows.

1) We provide an RTA for EDF in Section IV. If all
tasks have suspension, then this test dominates the
test developed by Liu and Anderson [15] applied to
implicit-deadline sporadic real-time tasks in uniproces-
sor systems. We also, present how this analysis can
be easily extended to multiprocessor global EDF in
Section IV-C.

2) We further provide a utilization-based schedulability test
for periodic task systems in Section V, where we esti-
mate the amount of time where the processor is used
by other jobs during self-suspension. This is the first
schedulability test which dominates and improves the
trivial suspension-oblivious approach for uniprocessor
systems.

3) In addition to the theoretical improvement and domi-
nance of existing methods under different conditions, the
evaluation results in Section VI show that the response-
time-aware schedulability test performs significantly
better than the state-of-the-art.

II. TASK MODEL, SYSTEM MODEL, AND NOTATION

We consider a set T = {τ1, . . . , τk, . . . , τn} of n inde-
pendent recurrent real-time tasks, described by the dynamic
self-suspension model, in a uniprocessor system. Each task τi

releases an infinite number of task instances, called jobs, and
is described by τi = (Ci, Si, Di, Ti). The jobs are released
sporadically according to the minimum interarrival time (or
period) Ti > 0, which means that two consecutive job releases
are separated by at least Ti, and have a relative deadline
Di > 0. We assume an implicit-deadline task set, i.e., Ti = Di

for all tasks τi ∈ T. The execution and suspension behavior of
a task is described by its worst-case execution time Ci ∈ [0, Di]
and its maximum suspension time Si ∈ [0, Di]. A task set is
called schedulable, if for each task τi each job τi,j (with j ∈ N)
meets its deadline, i.e., a job τi,j released at time ri,j must
be able to execute Ci time units before its absolute deadline
di,j = ri,j+Di = ri,j+Ti. In addition, according to the dynamic
self-suspension model, each job may suspend itself as often
as desired as long as the maximum suspension time constraint
is not violated, where suspension means that the job that is
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currently executed relinquishes the processor. While this may
allow other jobs to be executed, it may also result in the pro-
cessor running idle. For each task τi ∈ T, the utilization is
defined as Ui = (Ci/Ti), and the total utilization of the task
set is Usum = ∑n

i=1 Ui. We assume that Ci + Si ≤ Di for all
tasks τi ∈ T, since otherwise τi is not schedulable by default.

A special case of sporadic real-time systems are peri-
odic real-time systems, in which a periodic task τi releases
its jobs periodically with period Ti. For a periodic task
τi = (Ci, Si, Di, Ti, φi), in addition to the previously defined
parameters, the first job release of task τi happens at time φi

and is assumed to happen at time 0 if φi is omitted.
In this work, we examine how the worst-case response time

of a specific job J of task τk can be calculated when T is
scheduled by preemptive EDF scheduling [16], where jobs
with a smaller deadline have higher priority and ties are broken
arbitrarily. The analysis in Section IV is dedicated to sporadic
task systems, whilst the one in Section V is only valid for
periodic task systems. Both analyses assume dense time.

We define the following terminology to describe the possible
states of the processor P, both in relation to J.

Definition 1: At time t, the processor P is:
1) working on J, when J is the job executed by P, i.e., the

remaining execution time of J is reduced;
2) suspended for J, when J has suspended itself, i.e., the

remaining suspension time of J is reduced.
Definition 2: At time t, the processor P is:
1) working, while it is working on any job;
2) suspended, while it is suspended for at least one job but

not working on any job, i.e., the processor idles but at
least one previously released job has not been finished.

3) waiting, while it is neither working nor suspended, i.e.,
the processor idles and all previously released jobs have
been finished.

Remark 1: This distinction is made for the following rea-
sons.

1) If the processor is working on a job, then it is unavailable
for all lower priority jobs.

2) If the processor is suspended for a job, it is available to
lower priority jobs.

III. EXISTING METHODS

In this section, we recap existing schedulability tests for
dynamic self-suspending tasks under preemptive EDF schedul-
ing [16] that are applicable to implicit-deadline uniprocessor
systems. The method by Devi [11, Th. 8] is left out, since a
counterexample for the analysis has been provided in [14].

A. Suspension-Oblivious

Suspension-oblivious analysis interprets suspension time as
additional computation time. This approach can be very pes-
simistic, especially if some tasks have a large maximum
suspension time. Since implicit-deadline task sets without sus-
pension are schedulable under EDF if and only if their total
utilization is less or equal to 1, the schedulability test (detailed
in [9, Sec. 4]) is defined as follows.

Theorem 1 (Suspension-Oblivious): Let T =
{τ1, τ2, . . . , τn} be a system of n implicit-deadline sporadic
tasks with dynamic self-suspension. Then T is schedulable
using preemptive EDF if

∑n
i=1 [(Ci + Si)/Ti] ≤ 1.

B. Workload-Based Schedulability Test

The method by Liu and Anderson [15] is actually for-
mulated for multiprocessor systems, considering arbitrary-
deadline sporadic tasks.1 Furthermore, they added a tardiness
threshold, which is an upper bound on the amount of time
by which individual jobs may miss their deadline, to make
their analysis also available for soft real-time systems (where
a deadline overrun is considered a service degradation but not
system failure). Setting the number of processors to 1 and
the tardiness threshold to 0, their method can be applied to
implicit-deadline sporadic tasks in uniprocessor systems. For
each task τl ∈ T they estimate the workload Wc and Wnc with
and without carry-in jobs2 inside an interval of length ξl and
check whether the processor still has enough capacity to work
on and be suspended for a job of τl.3

Theorem 2 (Liu and Anderson [15]): Let
T = {τ1, τ2, . . . , τn} be a system of n implicit-
deadline sporadic tasks with dynamic self-suspension.
The task set is schedulable using preemptive EDF if
for all τl ∈ T, for all sl,j ∈ {0, 1, . . . , Sl}, and for all
ξl ∈ [Tl, [(Cl + sl,j +∑n

i=1 Ci)/((1 −∑n
i=1(Ci/Ti)))]) ∩ Z

the property
∑

τi∈τ s

max{Wnc(τi), Wc(τi)} +
∑

τj∈τ e

Wnc
(
τj
) ≤ ξl − Cl − sl,j (1)

holds, where τ s and τ e are subsets of T consisting of those
tasks τi which do have suspension time (Si �= 0) and those
which do not have suspension (Si = 0), i.e., which are
execution-only, and the values Wc(τi) and Wnc(τi) are estima-
tions for relevant work of τi with and without carry-in jobs,
defined by following.

1) Wc(τi) =
{

min{�(τi, ξl), ξl − Cl − sl,j + 1}, i �= l

min{�(τl, ξl) − Cl, ξl − Tl}, i = l
with �(τi, t)=(�(t/Ti)�−1)Ci+min{Ci, t−�(t/Ti)�Ti+Ti}.

2) Wnc(τi) =
{

min{�(ξl/Ti)	Ci, ξl − Cl − sl,j + 1}, i �= l

min{�(ξl/Tl)	Cl − Cl, ξl − Tl}, i = l.
We remark that Liu and Anderson [15] restrict only to

discrete time for their analysis, i.e., the periods, worst-case
execution times, and maximum suspension times of all tasks
are in Z≥0. This is not necessary for the methods which we
provide in Sections IV and V.

C. Utilization-Based Schedulability Test

The method by Dong and Liu [12, Th. 2] is also formu-
lated for multiprocessor systems. By setting the number of
processors to 1 their method can be utilized for the dynamic
self-suspension uniprocessor task model.

1For arbitrary-deadline tasks, there is no constraint on the relation of
deadline and period.

2Carry-in jobs are those which are released before the interval under
analysis and still interfere during the interval.

3We note that there is a typing error in this article, corrected here.
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Theorem 3 (Dong and Liu [12, Th. 2]): Let
T = {τ1, . . . , τn} be a system of n implicit-deadline
sporadic tasks with dynamic self-suspension. The task
set is schedulable using preemptive EDF scheduling if∑n

i=1 [(Ci + Si)/Ti] ≤ 1 holds or if there exists some T0 ⊆ T

and some k ∈ {2, . . . , |T0|} with
∑�(k/2)	

i=1 Ei(T0) ≥ Tmax(T0),
where Ei(T0) is the ith minimum (Cj + Sj) among tasks
τj ∈ T0 and Tmax(T0) is the maximum task period of tasks in
T0, such that

∑

τi∈T

Ci

Ti
+

∑

τi∈T−T0

Si

Ti
+

k∑

i=1

vi(T0) ≤ 1 (2)

where vi(T0) is the ith maximum suspension ratio (Sj/Tj)

among tasks τj ∈ T0.
In fact this method is no improvement compared to the

suspension-oblivious schedulability test if it is formulated for
only one processor.

Proposition 1: The schedulability test by Dong and Liu as
formulated in Theorem 3 for uniprocessor systems is identical
to the suspension-oblivious test as in Theorem 1.

Proof: Assume that the schedulability test from Theorem 3
is superior to the suspension oblivious approach for the task set
T = {τ1, . . . , τn}. Then, we find some T0 ⊆ T and some k ∈
{2, . . . , |T0|} with

∑�(k/2)	
i=1 Ei(T0) ≥ Tmax(T0). By reordering

we assume that T0 = {τ1, . . . , τn0} and Ei(T0) = Ci+Si. Then
we have

1 ≤

⌊
k
2

⌋

∑

i=1

Ei(T0)

Tmax(T0)
<

k∑

i=1

Ei(T0)

Tmax(T0)
≤

k∑

i=1

Ci + Si

Ti

≤
n∑

i=1

Ci

Ti
+

k∑

i=1

vi(T0) +
n∑

i=n0+1

Si

Ti
.

In other words,
∑�(k/2)	

i=1 Ei(T0) ≥ Tmax(T0) implies that (2)
does not hold. Therefore, the schedulability test in Theorem 3
coincides with the suspension-oblivious schedulability test. We
note that in the proof we utilized that E�(k/2)	+1(T0) > 0, but
this holds since 0 < Tmax(T0) ≤ ∑�(k/2)	

i=1 Ei(T0) ≤ �(k/2)	 ·
E�(k/2)	(T0) ≤ �(k/2)	 · E�(k/2)	+1(T0).

In the remaining part of the paper, we omit this schedu-
lability test in the discussions since it is the same as the
suspension-oblivious approach for uniprocessor systems.

IV. METHOD 1: RESPONSE TIME ANALYSIS

In this section, we introduce a new method to test the
schedulability of an implicit-deadline sporadic task set under
preemptive EDF scheduling. For this purpose, we estimate the
interference from higher-priority jobs to calculate an upper
bound on the worst-case response time for each task. Although
RTA has been conducted for EDF in the classical setting with-
out self-suspension [2], [18], rigorous proofs are required to
derive suspension-aware RTA since it has been reported that
some seemingly correct extensions from classical real-time
schedulability analyses can be flawed, as explained in [9].

Let τk ∈ T = {τ1, . . . , τn} be any task and J some job of
τk. We denote the release time and the deadline of J by rJ

Fig. 1. Illustration of observations 1 (left) and 2 (right). Patterned areas are
interference by higher priority jobs.

and dJ = rJ + Tk, respectively. Let Bi
J(t) be the interference

by higher priority jobs of τi. The time where the processor
is working on jobs with higher priority than J, i.e., where it
is unavailable to J, during an interval [rJ, rJ + t] ⊆ [rJ, dJ]
is
∑n

i=1 Bi
J(t). The processor can work on and be suspended

for J during an interval [rJ, rJ + t] for t − ∑n
i=1 Bi

J(t) time
units. Hence, it finishes J during this interval if Ck + Sk ≤
t − ∑n

i=1 Bi
J(t). Equivalently, if J can not be finished during

[rJ, rJ + t], then Ck + Sk > t −∑n
i=1 Bi

J(t).
We derive the following two observations as depicted

in Fig. 1, which provide a general upper bound on the
response time and a sufficient schedulability condition. These
are (mainly implicitly) used in a similar way in classical
RTA and the underlying concepts are already applied for
self-suspending tasks as in [15].

Observation 1: If J meets its deadline, then we calculate
an upper bound on the response time of J by choosing the
minimal t with 0 ≤ t ≤ Tk, such that

Ck + Sk +
n∑

i=1

Bi
J(t) ≤ t. (3)

If no such t exists, then we can not give a guaranteed worst-
case response time, but the job may still meet its deadline,
e.g., if the job completes earlier than in its worst case.

Observation 2: If J does not meet its deadline, then it can
not be finished during the interval [rk, rk + Tk], i.e.,

Ck + Sk +
n∑

i=1

Bi
J(Tk) > Tk (4)

as illustrated on the right hand side of Fig. 2.
We start by determining the higher priority jobs which may

contribute to the response time of J. By the definition of EDF
scheduling, jobs with a larger absolute deadline than J have
a lower priority. We remove these jobs from the schedule for
ease of notation, since they do not affect the response time of
J. All jobs of the remaining schedule have deadline at most
dJ and therefore may have a higher priority than J.

When determining which higher priority jobs contribute to
the response time of J, we assume that all higher priority jobs
meet their deadline. Furthermore, for simplicity, we assume
that J is released at time rJ = 0. Other job releases and task
phases are shifted accordingly (to negative time instants if
necessary) and in the following, we consider the schedule after
this shift.

We know that Bk
J(t) = 0 since all jobs of τk with higher

priority than J ∈ τk meet their deadline which is at most 0.
For a task τi with i �= k there are at most �(Tk/Ti)	 of the
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Fig. 2. Interference by higher priority jobs of task τi = (2, 0, 4, 4) during
the interval [rJ , fJ ] = [0, 10]. Left: interference = 5. Right: interference = 4.

remaining jobs released in [0, t] ⊆ [0, Tk]. Furthermore, there
may be one additional overlapping job which is released before
0 but finishes after 0.

Lemma 1: For a task τi �= τk only the last �(Tk/Ti)	 + 1
jobs4 may be executed in [0, t].

Proof: The other jobs of τi have a deadline of at most Tk −
(�(Tk/Ti)	 + 1) · Ti ≤ Tk − (Tk/Ti) · Ti = 0. Since they meet
their deadline, they are finished before the release of J.

Remark 2: In fact only the last �(Tk/Ti)� jobs may be exe-
cuted in [0, t], which can be shown by a similar proof. Only
for convenience, we use the bound given in the lemma and
set the interference by the additional job to 0 if necessary.

For the last �(Tk/Ti)	 jobs of τi we estimate the time they
may be executed in [0, t] by Ci each. Although this seems to be
very pessimistic if t is very small, this estimation is sufficient
for our analysis. However, we have to be more careful with
the (�(Tk/Ti)	 + 1)th last job of τi which is released before 0
but may still finish after 0. Note that by our assumption, 0 is
not a lower bound on the phase but the release of J.

Definition 3: We define Ji to be the (�(Tk/Ti)	 + 1)th last
job of τi. The time Ji is interfering in [0, t] is denoted by Ai.

To derive a good response time bound in general, estima-
tion of the carry-in, i.e., interference by higher priority jobs
which are released before the job under analysis, is essential
as outlined in [2]. Since Ai is the interference by a cer-
tain job released before J, it serves the role of the carry-in.
Nevertheless, there is a slight difference as depicted in Fig. 2.
Although in the scenario on the left-hand side (LHS) the carry-
in and Ai coincide, the value of Ai is 0 in the right scenario
since the third last job of τi finishes before J is released. We
observe that Ai has its highest value when the interference is
maximized, i.e., on the LHS. Hence, independently examin-
ing Ai is relatively safe for estimating interference. This is not
the case for the carry-in, for which in general more caution is
required.

With this definition of Ai, the time a task τi �= τk is
interfering during [0, t] is

Bi
J(t) ≤

⌊
Tk

Ti

⌋

· Ci + Ai (5)

and we will examine how to estimate the interference Ai by
Ji during [0, t] later on. First, we show how the estimation for
Bi

J(t) can be utilized, assuming that Ai is given.

4We highlight that we consider a limited schedule here, which was obtained
by the original schedule. The last x jobs are the first x jobs counted from the
end of the schedule.

Lemma 2: We consider a job J of τk. If all higher priority
jobs meet their deadline and

Sk + Ck +
∑

i �=k

(⌊
Tk

Ti

⌋

· Ci + Ai

)

≤ Tk. (6)

holds, then also J meets its deadline.
Proof: If J does not meet its deadline, then we obtain by

Observation 2 that Tk < Sk + Ck +∑
i �=k Bi

J(Tk) ≤ Sk + Ck +∑
i �=k(�(Tk/Ti)	 · Ci + Ai), which contradicts (6).
Under the assumption, that Ai is given for all i, our

schedulability test can be formulated as follows.
Proposition 2: Let T = {τ1, . . . , τn} be an implicit-deadline

task set. If the equation

r̃k := Sk + Ck +
∑

i �=k

(⌊
Tk

Ti

⌋

· Ci + Ai

)

≤ Tk (7)

holds for all indices k ∈ {1, . . . , n}, then T is schedulable
by preemptive EDF and the worst-case response time of τk is
upper bounded by r̃k for each k ∈ {1, . . . , n}.

Proof: We use an indirect proof to show that T is schedu-
lable by preemptive EDF. In the following, we assume that T
is not schedulable. Let J be the job with the highest priority
whose deadline is not met and let τk be the task corresponding
to J. In this case, Lemma 2 shows that J is schedulable, which
contradicts our assumption.

We have proven that T is schedulable and are able to use
(5) together with (3) to upper bound the response time of each
job of τk by t = r̃k for k = 1, . . . , n.

The aforementioned proposition analyses the scenario with
worst-case release pattern, i.e., all jobs are released as late as
possible and the interference is maximized as on the LHS of
Fig. 2. In such a scenario Ai and the carry-in coincide. Hence,
in the following estimation of Ai we observe mainly typical
carry-in bounds as provided in [2], [15], and [18]. Hereinafter,
we provide rigorous proofs where suspension is integrated
seamlessly into carry-in analysis.

For the estimation of Ai we introduce two approaches, where
the first one examines the deadline of the overlapping job Ji

while the second one makes use of its response time.
Lemma 3: We can estimate Ai by

Ai ≤ min

{

Ci, Tk −
⌊

Tk

Ti

⌋

· Ti

}

=: Ã1
i . (8)

Proof: Since there are �(Tk/Ti)	 other jobs of τi between
the deadline of Ji and Tk, the deadline of Ji is at most
dJi = Tk − �(Tk/Ti)	 · Ti. Due to the assumption that all jobs
with higher-priority than J meet their deadline, Ji meets its
deadline as well and any possible interference by Ji must
happen in the interval from [0, dJi].

On the other hand, we also know that the interference by
Ji is bounded by the worst-case execution time Ci. Since both
values bound Ai, we take the minimum of them.

This estimation may be pessimistic, e.g., when
T1 � C1 > T2 > 0, as shown in Fig. 3 for the task set
T = {τ1, τ2} with τ1 = (C1 = 4, S1 = 0, D1 = T1 = 18)

and τ2 = (C2 = 1, S2 = 0, D2 = T2 = 3). If we estimate A1
by Ã1

1 = 3, then we can bound r̃2 only by 4 which exceeds
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Fig. 3. For these tasks, Lemma 3 gives a bad estimation for A1.

the relative deadline T2 = 3. Actually, A1 = 0 and r̃2 = 1 is
smaller than T2. We note that r̃2 = 1 is even a precise bound
on the response time of τ2.

If (an upper bound of) the response time Ri of Ji is known,
Ai can be estimated with the following approach, that performs
much better for the task set in Fig. 3:

Lemma 4: We can estimate Ai by

Ai ≤ max

{

Tk + Ri −
(⌊

Tk

Ti

⌋

+ 1

)

· Ti, 0

}

=: Ã2
i (9)

where Ri is either the worst-case response time of τi or any
other upper bound on the response time of Ji.

Proof: Due to its definition, we know that the job Ji is
released not later than Tk − (�(Tk/Ti)	 + 1) · Ti and therefore
must be finished not later than Tk − (�(Tk/Ti)	 + 1) · Ti + Ri,
which may be less than 0 if Ji is actually finished before
time 0. As a result, the maximum amount of time that Ji may
interfere with the interval [0, t] ⊆ [0, Tk] is bounded by the
maximum of 0 or Tk + Ri − (�(Tk/Ti)	 + 1) · Ti, since the
interference cannot be negative.

The examination in this section leads to the following
response time bound R̃k which is not as tight as r̃k but directly
computable since it uses an estimation Ãi of Ai.

Lemma 5: Let J be a job of τk and let all jobs with higher
priority than J meet their deadline. Further, we define

R̃k := Ck + Sk +
∑

i �=k

(⌊
Tk

Ti

⌋

· Ci + Ãi

)

(10)

where each Ãi is defined as the minimum of Ã1
i and Ã2

i from
(8) and (9), i.e.,

Ãi := min

{

Ci, max

{

Tk + Ri −
(⌊

Tk

Ti

⌋

+ 1

)

· Ti, 0

}}

(11)

where Ri is an upper bound on the worst-case response time
of τi or Ri := Ti. If R̃k ≤ Tk, then J meets its deadline and
R̃k is an upper bound on the response time of J.

Proof: Lemmas 3 and 4 yield r̃k ≤ R̃k. If R̃k ≤ Tk, then we
also have r̃k ≤ R̃k ≤ Tk and by Proposition 2 the job J meets
its deadline. The response time of J is upper bounded by r̃k

and hence, also by R̃k.
Using this lemma, we obtain a response time bound valid

for all jobs J of τk. Hence, R̃k serves as a bound on the worst-
case response time of τk and can be used for the estimation
of Ãk for other tasks in Lemma 5.

Theorem 4: Let T = {τ1, . . . , τn} be a sporadic task set
whose tasks have implicit deadline. If for all τk ∈ T the value
R̃k from (10) is at most Tk, then the task set is schedulable by
preemptive EDF.

Proof: We know that R̃k ≥ r̃k for all k ∈ {1, . . . , n}. If
Tk ≥ R̃k for all k, then also Tk ≥ r̃k. Hence, by Proposition 2,

the task set T is schedulable by preemptive EDF and the
worst-case response time of each τk is upper bounded by
r̃k ≤ R̃k.

We can further improve the test by the following observa-
tions. If we do not estimate Ai by Ci, then we assume that
Ji interferes for the whole time interval until the deadline
(for Ã1

i ), or until the finishing time (for Ã2
i ). Although those

intervals intersect for different jobs, we add the interference
several times, which is overly pessimistic.

Proposition 3: Let I ⊆ {1, . . . , n} − {k} and let Ri be a
bound on the response time of Ji for all i ∈ I. If no such
bound is given, set Ri = Ti. We can estimate

∑
i∈I Ai as

∑

i∈I

Ai ≤ max

{

max
i∈I

{

Tk + Ri −
(⌊

Tk

Ti

⌋

+ 1

)

Ti

}

, 0

}

. (12)

Proof: We call fJi the finishing time and dJi the absolute
deadline of the job Ji from Definition 3. Moreover, we still
assume that rJ = 0. The job Ji, i ∈ I may interfere after the
release of J only during [0, max{maxi∈I{fJi}, 0}]. Furthermore,
the processor can only be occupied by one job at a time.
Hence, the sum of all interference of Ji, i ∈ I is bounded
by

∑
i∈I Ai ≤ max{maxi∈I{fJi}, 0}.

We know that dJi ≤ Tk − (�(Tk/Ti)	)Ti is an estimation of
the absolute deadline of Ji and fJi ≤ Tk+Ri−(�(Tk/Ti)	+1)Ti

is an upper bound on the finishing time of Ji if an estimation Ri

on the response time of Ji is given. Since Ji finishes on time,
we have fJi ≤ dJi and the estimation for the absolute deadline
is also valid for the finishing time. Using both estimations in∑

i∈I Ai ≤ max{maxi∈I{fJi}, 0} concludes the proof.
For a specific job Ji, the interval starting from 0 up to the

threshold given by the right hand side of (12) could also con-
tain the interference by other jobs which are not overlapping.
We use this observation to improve the test.

Proposition 4: Let i ∈ {1, . . . , n}−{k}. The interference by
the jobs of τi after a threshold m ∈ [0, Tk] is bounded by

⌈
Tk − m

Ti

⌉

· Ci. (13)

Proof: The interference can only occur for tasks with dead-
line after m. This is only possible for the last �[(Tk − m)/Ti]�
jobs. They contribute an interference of at most Ci each.

Both ideas can be used to define a better estimation R̃k

than in (10). With this new definition of R̃k, Lemma 5 and
Theorem 4 still hold. In the following we formulate this
improved schedulability test.

A. Response-Time-Based Schedulability Test

Let T = {τ1, . . . , τn} be a sporadic implicit-deadline task
set. Algorithm 1 is a sufficient test for the schedulabil-
ity of T by preemptive EDF scheduling. If Algorithm 1
returns schedulable, then all R̃k ≤ Tk, i.e., the task set T is
schedulable according to Theorem 4 and its improvements in
Propositions 3 and 4.

The algorithm estimates the response time of task τk

for k = n, . . . , 1. At first, in lines 4–6, it calculates
Ãk

i := Tk + Ri − (�(Tk/Ti)	 + 1)Ti from Lemma 4 where Ri

is an already computed response time bound (for i > k) or
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Algorithm 1 Response-Time-Based Schedulability Test
1: Sort τ1, . . . , τn, such that T1 ≤ · · · ≤ Tn.
2: for k = n, . . . , 1 do
3: Ik: = {1, . . . , n} − {k}
4: for i ∈ Ik do  Carry-in estimation from Lemma 4.

5: Ãk
i : =

⎧
⎨

⎩

Tk −
⌊

Tk
Ti

⌋
· Ti, i < k

Tk + R̃i −
(⌊

Tk
Ti

⌋
+ 1

)
· Ti, i > k

⎫
⎬

⎭

6: end for
7: for j ∈ Ik do  Response time bounds for different thresholds.
8: mk

j : = max
{

Ãk
j , 0

}

9: Ik
j : =

{
i ∈ Ik

∣
∣
∣ Ãk

i ≤ Ãk
j

}

10: R̃k(j): = ∑

i∈Ik−Ik
j

min

{
⌊

Tk
Ti

⌋
+ 1,

⌈
Tk−mk

j
Ti

⌉}

Ci

+ ∑

i∈Ik
j

min

{
⌊

Tk
Ti

⌋
,

⌈
Tk−mk

j
Ti

⌉}

Ci

+ Ck + Sk + mk
j

11: end for  Response time bound without threshold.
12: R̃k(0): = Ck + Sk + ∑

i∈Ik

(⌊
Tk
Ti

⌋
+ 1

)
Ci

13: R̃k: = min
{

R̃k(j)
∣
∣
∣ j ∈ Ik ∪ {0}

}

14: if R̃k > Tk then
15: return not schedulable
16: end if
17: end for
18: return schedulable

Ti. Then the algorithm tries out different thresholds mk
j . For

those tasks where Ai can be neglected (Ik
j ) as in Proposition 3,

it just adds the interference of the other �(Tk/Ti)	 jobs after
the threshold, i.e., min{�(Tk/Ti)	,

⌈
[(Tk − mk

j )/Ti]
⌉
}Ci due to

Proposition 4. For the other tasks (Ik−Ik
j ) we estimate Ai by Ci

with the bound from Lemma 3. Together with Proposition 4 we
obtain min{�(Tk/Ti)	+1,

⌈
[(Tk − mk

j )/Ti]
⌉
}Ci. The algorithm

then calculates the response time bound R̃k(j) by adding the
threshold mk

j , the interference after the threshold, and Ck +Sk.
Finally, the algorithm computes a response time bound R̃k(0)

for the threshold m = 0 (line 12). It derives the best bound by
taking the minimum (line 13).

B. Theoretical Evaluation

We compare the RTA presented in this section with the
existing tests summarized in Section III.

Comparison With Suspension-Oblivious: Although we show
in Section VI that our method has a better performance,
both schedulability tests do not dominate each other. There
are task sets which pass our schedulability test, although the
suspension-oblivious approach, see Theorem 1, cannot give
any schedulability guarantees.

Example 1: We assume that T = {τ1, τ2} consists of:
1) τ1 = (C1 = 1, S1 = 2, D1 = T1 = 5);
2) τ2 = (C2 = 1, S2 = 3, D2 = T2 = 7).

The worst-case response times for the tasks are bounded by:
1) R̃2 = 1 + 3 + (�(7/5)	 + 1) · 1 = 6 ≤ 7 = T2;
2) R̃1 = 1 + 2 + (�(5/7)	 + 1) · 1 = 4 ≤ 5 = T1.

Hence, T is schedulable according to our test. However,
for the condition in Theorem 1 we obtain [(1 + 2)/5] +
[(1 + 3)/7] > 1.

On the other hand, there are some task sets that are
schedulable by Theorem 1 but not according to our test:

Example 2: The task set T = {τ1, τ2} with two tasks τ1 =
(C1 = 3, S1 = 0, D1 = T1 = 6) and τ2 = (C2 = 10, S2 =
0, D2 = T2 = 20) is schedulable by Theorem 1. Our method
however computes the value R̃2 = 10+�[(20 − 2)/6]	·3+2 =
21 which is higher than the relative deadline of task τ2.

Comparison With the Workload-Based Schedulability Test
by Liu and Anderson: Comparing their estimations with the
ones described in this section yields the following.

Proposition 5: If all tasks are self-suspending tasks, our
method dominates the analysis by Liu and Anderson from [15]
applied to implicit-deadline tasks in uniprocessor systems.

Proof: For contradiction, we assume that our schedula-
bility test fails but the one described in Theorem 2 suc-
ceeds. At first, we want to find a possible value for ξl.
If the algorithm described in Section IV-A stops without
determining the schedulability of the task set, then there
is some l ∈ {0, 1, . . . , n} with R̃l > Tl. We deduce
that Tl < R̃l ≤ R̃l(0) = Cl + Sl + ∑

i �=l(�(Tl/Ti)	 +
1) · Ci ≤ Cl + Sl + Tl

∑
i(Ci/Ti) + ∑

i Ci. This implies
Cl + Sl + ∑

i Ci > Tl · (1 − ∑
i(Ci/Ti)) and hence

[(Cl + Sl +∑
i Ci)/(1 −∑

i(Ci/Ti))] > Tl. We conclude that
the interval [Tl, [(Cl + Sl +∑

i Ci)/(1 −∑
i(Ci/Ti))]) is not

empty and ξl = Tl has to be considered in the schedulability
test according to Theorem 2.

By setting ξl = Tl and sl,j = Sl, we obtain
∑

τi∈τ s

max{Wnc(τi), Wc(τi)} +
∑

τj∈τ e

Wnc
(
τj
) ≤ Tl − Cl − Sl. (14)

Furthermore, we know that the set τ e is empty and τ s =
T by assumption. Hence, the LHS of inequality (14) is∑

τi∈T max{Wnc(τi), Wc(τi)} and we can estimate it from
below by Wnc(τl) +∑

τi �=τl
Wc(τi) ≤ LHS.

The computation of Wnc(τl) yields that Wnc(τl) =
min{�(Tl/Tl)	Cl − Cl, Tl − Tl} = 0, and Wc(τi), i �= l is
defined by Wc(τi) = min{�(τi, Tl), Tl − Cl − Sl + 1} with
�(τi, Tl) = (�(Tl/Ti)�−1)Ci +min{Ci, Tl −�(Tl/Ti)�Ti +Ti}.

By using the four inequalities5 Tl − Cl − Sl + 1 ≥ 0,
(�(Tl/Ti)� − 1) ≥ 0, Ci ≥ 0 and Tl − �(Tl/Ti)�Ti + Ti ≥
Tl −((Tl/Ti)+1)Ti +Ti = 0, we obtain that Wc(τi) is not neg-
ative for all i �= l. We conclude that Wc(τi) = �(τi, Ti) since
otherwise the LHS from (14) would be at least Tl −Cl −Sl +1
and hence Tl − Cl − Sl + 1 ≤ LHS ≤ Tl − Cl − Sl, which is a
contradiction.

In the following, we show that even:

�(τi, Tl) =
⌊

Tl

Ti

⌋

Ci + min

{

Ci, Tl −
⌊

Tl

Ti

⌋

Ti

}

(15)

holds. For all Tl which are not in ZTi, we know that
�(Tl/Ti)� − 1 = �(Tl/Ti)	. By using this in the definition of
�(τi, Tl), we obtain the result from (15). In the other case
Tl ∈ ZTi, we have �(Tl/Ti)� = (Tl/Ti) = �(Tl/Ti)	 which
yields �(τi, Tl) = ((Tl/Ti)− 1)Ci + min{Ci, Tl − (Tl/Ti) · Ti +
Ti} = (Tl/Ti)Ci = �(Tl/Ti)	Ci + min{Ci, Tl − �(Tl/Ti)	Ti}.

5We know that Tl ≥ Cl + Sl since otherwise T is not schedulable and both
schedulability tests would fail.
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We conclude that if the test by Liu and Anderson as in
Theorem 2 indicates schedulability of the task system, then
the inequality Cl +Sl +∑

τi �=τl
�(Tl/Ti)	Ci +min{Ci, L(i)} ≤ Tl

with L(i) = Tl −�(Tl/Ti)	Ti holds. It is left to show that from
this inequality also R̃l ≤ Tl follows.

Let I := {i ∈ {1, 2, . . . , n} | i �= l, L(i) ≤ Ci}. If the set I is
empty, then R̃l(0) = Cl+Sl+∑

τi �=τl
�(Tl/Ti)	Ci+min{Ci, L(i)}

and we get R̃l ≤ R̃l(0) ≤ Tl, which contradicts the assump-
tion that R̃l > T̃l. Otherwise, if I is not empty, we define
j̃ := arg maxi∈I{Al

i}. If there is not a unique integer for
the maximum, we choose one among them. In the follow-
ing we show that the right hand side of R̃l(j̃) ≤ Cl +
Sl + ∑

τi �=τl
�(Tl/Ti)	Ci + ∑

i∈Il−Il
j̃
Ci + max{Al

j̃
, 0} is at most

Cl + Sl +∑
τi �=τl

(�(Tl/Ti)	Ci + min{Ci, L(i)}). The term Cl +
Sl + ∑

τi �=τl
�(Tl/Ti)	Ci exists in both expressions. Therefore,

we consider only the remaining part
∑

i∈Il−Il
j̃
Ci + max{Al

j̃
, 0}.

Since Al
j̃
≤ L(j̃) ≤ Cj̃ and 0 ≤ L(j̃), we have max{Al

j̃
, 0} ≤

L(j̃) = min{Cj̃, L(j̃)} for the second summand. Furthermore, if
i ∈ Il − Il

j̃
, then by definition Al

i > Al
j̃

and i /∈ I. Hence, we

obtain L(i) > Ci and
∑

i∈Il−Il
j̃
Ci = ∑

i∈Il−Il
j̃
min{Ci, L(i)} ≤

∑
i �=l
i �=j̃

min{Ci, L(i)} for the first summand. We conclude that

in the case I �= ∅, the inequality R̃l(j̃) ≤ Cl + Sl +∑
i �=l�(Tl/Ti)	Ci +∑

i �=l min{Ci, L(i)} ≤ Tl also holds, which
contradicts our assumption.

We note that we did not examine, whether our schedulability
test still dominates the method by Liu and Anderson [15] if
some tasks are execution-only (i.e., τ e �= ∅).

C. Remarks on Extensions

For a more rigorous proof and dominance discussion
we focused our attention on the fundamental case with
implicit-deadline uniprocessor systems. Nevertheless, with
minor adjustment, the RTA can also be applied to constrained-
deadline sporadic real-time task sets, in which Di ≤ Ti for
every τi. Furthermore, this analysis which is based on (7) in
Proposition 2 can be modified to handle global EDF on M
processors as follows:

r̃k := Sk + Ck +
∑

i �=k

(⌊
Tk
Ti

⌋
· Ci + Ai

)

M
≤ Tk. (16)

That is, 1) when task τk suspends, no job is executed on any
of the M processors and 2) when task τk executes on one
processor all M − 1 processors idle.

V. METHOD 2: REDUNDANT SELF-SUSPENSION ANALYSIS

Our second approach is an improvement of the suspension-
oblivious schedulability test, which is stated in Theorem 1.
The underlying utilization-based test [16] is exact for periodic
tasks without suspension, i.e., the test succeeds if and only if
the task set is schedulable. The overall aim of this section is
to provide a suspension-aware version of that test.

The central observation is that the processor can be sus-
pended for several jobs and additionally work on a lower pri-
ority job at the same time, as already mentioned in Remark 1.
The suspension-oblivious approach is not aware of this fact

and adds the time where the processor is suspended for a job
as additional execution time to the workload. In the follow-
ing, we estimate the number of jobs by which the processor is
only suspended while it is also suspended for or working on
lower priority jobs, and exclude their suspension time from
the workload. To make the estimations possible we have to
restrict to periodic task sets, where time between recurrent
job releases is exactly the period. We note that by omitting
the implicit-deadline restriction our analysis would become
incorrect, too.

Let T = {τ1, . . . , τn} be a periodic implicit-deadline task
system. We consider an EDF-schedule of jobs released by this
task system. Furthermore, we assume that it is not schedulable,
i.e., that there exists a job in the schedule that does not meet
its deadline.

A. Preparation

Since we consider a periodic task system, the release pattern
of the jobs is fixed, depending on the given phases. For a given
schedule, we reorganize the task system and the schedule to
fulfill the following conditions.

Remark 3 (Revision of the EDF Schedule):
1) The property C1 + S1 ≤ · · · ≤ Cn + Sn holds. This is

accomplished simply by reindexing.
2) For each task, no additional job at the beginning can

be added without preserving the minimal phase, i.e., for
φ := min{φi} the property φi − φ < Ti holds for all i.
More specifically, φi ∈ [φ, φ + Ti] for all i. This is
achieved by adding empty jobs without any execution
or suspension time of τi periodically between φi and
min{φi} until φi − φ < Ti holds.

3) All jobs have full execution and suspension time, i.e.,
the processor is working on and suspended for each job
the amount of time given by the worst-case execution
and maximum suspension time. This is achieved by the
undermentioned procedure. Lemma 6 proves that this
step does not transform any EDF schedule with deadline
misses into an EDF schedule without deadline misses.

We note that the addition of empty jobs in step (2) has no
impact on the response times of the other jobs. After ensuring
Property (2) we denote the jobs in the schedule by J1, J2, . . .,
sorted by their priorities. Inductively, we modify the schedule
again by using the following procedure for the mth job Jm,
m = 1, 2, . . . , to obtain Property (3).

1) If the processor is now working on any of the jobs
J1, . . . , Jm−1 at a time frame where it was before sus-
pended for or working on Jm, we move this execution
or suspension time of Jm to the end of that job.

2) We add additional (pseudo) execution and suspension
time at the end of Jm such that it equals the worst case.

Lemma 6: By using the procedure described above, the
response time of each job does not decrease.

Proof: We use induction and prove that after the mth step,
J1, . . . , Jm interfere at least the same time frames as before
and the response time of Jm is not decreased.

For the first job, we can just add additional suspension and
execution time at the end. This can not decrease the response
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time of that job and J1 interferes at least the same time frames
as before, possibly even more.

A modification of the mth job does not affect the response
times of the higher priority jobs J1, . . . , Jm−1. By induction,
those higher priority jobs interfere for at least the same time
frames as before. Therefore, and because we only add execu-
tion and suspension time, the response time of Jm does not
decrease. If the processor was before suspended for or work-
ing on Jm, then it is now either still in the same state or it
is occupied by any of the jobs J1, . . . , Jm−1. Hence, the pro-
cessor is occupied by J1, . . . , Jm at least at the same time
frames as before, i.e., the interference by J1, . . . , Jm may only
be increased.

By Lemma 6, if the original EDF schedule has a dead-
line miss, the new EDF schedule with its jobs in the setting
described in Remark 3 also has a deadline miss.

B. Proof of the Schedulability Test

We assume that the requirements from Remark 3 are met
by the task set. Let J be the job with the highest priority
which does not meet its deadline. Let this deadline be td.
Furthermore, let t−1 be the last time before td where the pro-
cessor is not suspended, or working on J or jobs with higher
priority. We delete all jobs which are finished before t−1 or
have lower priority than J. This does not affect the response
times of the remaining jobs.

For notational brevity, the remaining schedule from time
t−1 to td is called σ for the rest of the proof. According to
the above definition, the jobs that are executed in the time
interval [t−1, td] have release time ≥ t−1 and deadline ≤ td.
Hence, there are at most �[(td − t−1)/Ti]	 jobs of task τi in
the schedule σ .

Moreover, by the above definition of the interval [t−1, td]
and the schedule σ , the processor is either working on a job or
suspended at any time point from t−1 to td. Suppose that Vrun
(Vsus, respectively) is the amount of time that the processor is
working (suspended, respectively) from t−1 to td. Since one
job misses its deadline, we know that

td − t−1 = Vrun + Vsus

<
∑

τi∈T

⌊
td − t−1

Ti

⌋

Ci +
∑

τi∈T

⌊
td − t−1

Ti

⌋

Si. (17)

The condition td − t−1 <
∑

τi∈T�[(td − t−1)/Ti]	(Ci + Si)

implies that 1 <
∑

τi∈T [(Ci + Si)/Ti], which concludes the
suspension-oblivious schedulability test in Theorem 1.

Instead of applying Vsus ≤ ∑
τi∈T�[(td − t−1)/Ti]	Si, our

utilization-based analysis intends to construct a tighter bound
for Vsus and is based on the following observation.

Observation 3: Suppose that there are two jobs J and J† in
schedule σ . If we have [rJ, dJ] ⊆ [rJ†, rJ† + RJ† ], where rJ

(dJ) is the release time (deadline) of J and RJ† is the response
time of J†, then the suspension time of job J only contributes
to the suspension in the schedule σ when J† suspends at the
same time. In this case, the suspension of the processor due
to J is already covered by the suspension of J† and does not
have to be considered in the estimation of Vsus.

Let l be the highest index among those tasks which do have
remaining jobs after these deletions. Let tl−1 and tld be the first
release and last deadline of the remaining jobs of τl, respec-
tively. If l = 1, then there is only one task τl in the remaining
schedule in the time interval [t−1, td] and the deadline miss of
τl implies that Cl + Sl > Dl = Tl, which violates our assump-
tion that Cl + Sl ≤ Dl. We therefore only have to consider the
scenario where l ≥ 2.

For each of the [(tld − tl−1)/Tl] jobs, we utilize it as J† in
Observation 3 and then quantify the jobs J that satisfy the
condition [rJ, dJ] ⊆ [rJ†, rJ† + RJ† ].

Lemma 7: Suppose that job J† is a job of τl in the sched-
ule σ and Cl + Sl ≥ Ti for a certain task τi. Then, at least
�[(Cl + Sl)/Ti]	 − 1 different jobs of task τi are jobs J that
satisfy the condition in Observation 3.

Proof: Since the execution time plus the suspension time
of job J† is Cl + Sl in the schedule σ due to Property
(3) in Remark 3, the response time of job J† is at least
Cl + Sl. Moreover, since task τi is periodically released with
Property (2) in Remark 3, the first job release of task τi after
rJ† must be earlier than rJ† + Ti. Therefore, there are at least⌊

[(rJ† + Cl + Sl − (rJ† + Ti))/Ti]
⌋ = �[(Cl + Sl)/Ti]	−1 jobs

of task τi with release time ≥ rJ† and deadline ≤ rJ†

+ Cl + Sl.
We already calculated the number of jobs of τl in the sched-

ule σ by [(tld − tl−1)/Tl]. However, to perform a similar proof
as for the suspension-oblivious test in (17), the term (tld − tl−1)

is impractical and we need to cancel out (td − t−1) instead.
Hence, we estimate (tld − tl−1) with respect to (td − t−1).

Lemma 8: The ratio of tld − tl−1 to td − t−1 is at least (1/3).
Proof: Since the other jobs are deleted, we have [tl−1, tld] ⊆

[t−1, td]. If the remaining part on the right side of the interval
would be more than Tl, i.e., td − tld > Tl, then there would
be another job of τl released at tld with higher priority than J,
which does not exist by the definition of tld. Furthermore, if
tl−1 − t−1 > Tl, then there would be enough space for another
job with deadline at tl−1 and release time after t−1. By Property
(2) in Remark 3, the phase of τl is smaller than tl−1 and the
additional job in fact exists. This contradicts the definition of
tl−1. We conclude that [tl−1, tld] ⊆ [t−1, td] ⊆ [tl−1 −Tl, tld +Tl].

Let h be the number of jobs of τl in σ defined by the quo-
tient [(tld − tl−1)/Tl], then we obtain [(tld − tl−1)/(td − t−1)] ≥
[(h · Tl)/(h · Tl + 2 · Tl)] = [h/(h + 2)]. Since h ∈ Z≥1
and [h/(h + 2)] ≤ [((h + 1))/((h + 1) + 2)] for all h ∈
Z≥1, we get [h/(h + 2)] ≥ (1/3) and [(tld − tl−1)/(td − t−1)]
≥ (1/3).

Now, we can conclude the schedulability test.
Theorem 5: Let T = {τ1, . . . , τn} be a set of implicit-

deadline periodic tasks with dynamic self-suspension and
C1 + S1 ≤ · · · ≤ Cn + Sn. For notational brevity, let δl

i
denote the indication function which is 1 if Cl + Sl ≥ Ti

and 0 otherwise. If for all l ∈ {1, . . . , n} the property

Cl + Sl

Tl
+

l−1∑

i=1

Ci + Si

(
1 − 1

3
Ti
Tl

(⌊
Cl+Sl

Ti

⌋
− 1

)
· δl

i

)

Ti
≤ 1

(18)
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holds, then the task set is schedulable by preemptive EDF. We
set

∑l−1
i=1 Xi = 0 when l is 1 for notational brevity.

Proof: We prove this theorem by contraposition. Suppose
that there is a job missing its deadline, and we construct
the remaining schedule σ in time interval [t−1, td] as defined
above, in which a job misses its deadline in the schedule σ .
Let l be the highest index among those tasks with at least one
job in schedule σ . We define C′

i := Ci + Si for all i.
We first focus on the scenario when l ≥ 2. Let h be the

number of jobs of task τl in the time interval [t−1, td], i.e.,
h is [(tld − tl−1)/Tl]. By Lemma 8 and the definition of periodic
tasks, we have [(td − t−1)/3Tl] ≤ h ≤ [(td − t−1)/Tl].

We can use Lemma 7 and Observation 3 to reduce the
contribution of the suspension time to Vsus from a certain
task τi for i = 1, 2, . . . , l − 1. Together with an argument
similar to that resulting in the condition in (17), we have
td − t−1 < hC′

l + ∑l−1
i=1(�[(td − t−1)/Ti]	C′

i − h(
⌊
(C′

l/Ti)
⌋ −

1)δl
iSi) ≤ [(td − t−1)/Tl]C′

l + ∑l−1
i=1([(td − t−1)/Ti]C′

i −
[(td − t−1)/3Tl](

⌊
(C′

l/Ti)
⌋−1)δl

iSi) =: A. The second inequal-
ity is due to [(td − t−1)/3Tl] ≤ h ≤ [(td − t−1)/Tl].

Moreover, when l is 1, the schedule σ has only jobs from τ1
in [t−1, td]. That means td − t−1 < h ·C′

l ≤ [(td − t−1)/Tl] ·C′
l,

i.e., the condition td − t−1 ≤ A holds also when l = 1.
Therefore, by dividing both sides of td − t−1 ≤ A with td −

t−1, which is > 0, the deadline miss of a job in the schedule
σ implies the existence of l = 1, 2, . . . , n and 1 < (C′

l/Tl) +
∑l−1

i=1(Ci/Ti)+[(Si(1 − (1/3)(Ti/Tl)(
⌊
(C′

l/Ti)
⌋− 1) · δl

i))/Ti].
As a result, the negation of the above condition, i.e., for
all l = 1, 2, . . . , n with the condition in (18), implies the
schedulability of the task set under preemptive EDF.

C. Theoretical Evaluation

We provide some observations about the theoretical behav-
ior of the schedulability test provided in this section in
comparison to the prior methods detailed in Section III and
our RTA in Section IV.

Comparison With Suspension-Oblivious: The redundant
self-suspension schedulability test proposed in Theorem 5
dominates the existing utilization-based suspension-oblivious
analysis applied to periodic task sets, since the LHS of (18) is
at most the total utilization if we consider suspension time as
additional execution time. Our method performs better if one
task has a big sum of suspension and execution time compared
to the period of the other tasks.

Example 3: For the task set T = {τ1, τ2} with two tasks
τ1 = (C1 = (1/17), S1 = (1/3), D1 = T1 = 1) and
τ2 = (C2 = 14, S2 = 0, D2 = T2 = 21) suspension-oblivious
analysis concludes that the task set is not schedulable, since
the total utilization is > 1. Our test however indicates
schedulability: At first we observe that for l = 1, we have
[(C1 + S1)/T1] = [((1/17) + (1/3))/1] = (20/51) ≤ 1.
For l = 2, we compute (1/3)(T1/T2)(�[(C2 + S2)/T1]	 −
1) = (1/3)(1/21) · 13 = (13/63). The test in (18) yields
(14/21)+ [((1/17) + (1/3)(1 − (13/63)))/1] ≤ 1. Hence, the
task set is schedulable.

Comparison With Response Time Analysis in Section IV:
Both schedulability tests proposed in this article do not

dominate each other. To prove this, we again use Example 1
and Example 2 with periodic task sets. Since neither C1 +
S1 ≥ T2 nor C2 + S2 ≥ T1, our utilization-based approach
coincides with the suspension-oblivious schedulability test,
which is superior in Example 2 and inferior in Example 1.

Comparison With the Workload-Based Schedulability Test
by Liu and Anderson: To show that the schedulability test by
Liu and Anderson [15] and the one described in this section
also do not dominate each other, we use similar examples with
periodic task sets.

The method by Liu and Anderson is superior for Example 1.
For l = 1 only sl,j = 2 and ξl = 5 is possible. By compu-
tation we obtain Wc(τ1) = 0, Wnc(τ1) = 0, Wc(τ2) = 1, and
Wnc(τ2) = 0. Since 1 ≤ 5 − 1 − 2 = 2, (1) holds. For l = 2
no choice of sl,j and ξl is possible. Hence, the test says that
the task set is schedulable. Since C2 + S2 = 4 < 5 = T1,
our schedulability test is the same as the suspension-oblivious
approach. Therefore, our test can not conclude schedulability.

For a task set that is similar to the one presented in
Example 2, our method is superior to the one by Liu
and Anderson: Let τ1 = (C1 = 3 − ε, S1 = ε, D1 = T1 = 6)

and τ2 = (C2 = 10 − ε, S2 = ε, D2 = T2 = 20) with ε ∈
(0, (1/3)). The periodic task set is not deemed schedulable
by our response-time-based analysis in Section IV. Since it
dominates the schedulability test by Liu and Anderson [15]
if all tasks have suspension as discussed in Section IV-B,
their test also fails for this example. We have R̃2(0) =
10+(�(20/6)	 + 1)·(3−ε) and R̃2(1) = 10+�[(20 − 2)/6]	·
(3−ε)+2. Hence, the value for R̃2 is 10+3·(3−ε)+2 = 21−3ε

which is bigger than 20 for ε < (1/3). Our response-time-
based analysis in Section IV as well as the approach by Liu
and Anderson [15] both fail.

On the other hand we know that the example is schedula-
ble by the suspension-oblivious approach since the value for∑

i [(Ci + Si)/Ti] does not change compared to Example 2.
Since our redundant self-suspension schedulability test dom-
inates the suspension-oblivious test, it also implies schedula-
bility.

VI. EXPERIMENTAL EVALUATION

We evaluated synthesized task sets to compare the proposed
methods with the approaches from the literature. The metric
to compare is the acceptance ratio with respect to the task
set utilization, i.e., the percentage of task sets that has been
accepted for the specific utilization value. We generated 1000
task sets for each of the analyzed utilization levels in the range
of 0% to 100% with steps of 1%.

For each task set, we first generated a set of implicit-
deadline tasks. We adopted the UUniFast method [3] to
generate a set of utilization values Ui with the given goal
Usum, and applied the suggestion by Emberson et al. [13] to
generate the periods of the tasks according to a log-uniform
distribution with two orders of magnitude. To be precise,
log10 Ti is a uniform distribution and the resulting Ti values are
in [1ms, 100ms]. Accordingly, the execution time was set to
Ci = Ti·Ui and the relative deadline was set to the task periods,
i.e., Di = Ti. We converted them to dynamic self-suspending
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(a) (b) (c)

(d) (e) (f)

Fig. 4. Comparison of our schedulability tests with the state-of-the-art. (a) Uniform suspension in [0.0-0.1], 10 tasks. (b) Uniform suspension in [0.1-0.3],
10 tasks. (c) Uniform suspension in [0.3-0.6], 10 tasks. (d) Log-uniform suspension in [0.0001-0.1], 5 tasks. (e) Log-uniform suspension in [0.0001-0.1],
10 tasks. (f) Log-uniform suspension in [0.0001-0.1], 20 tasks.

tasks by generating the suspension lengths of each task accord-
ing to a uniform distribution in either of three ranges, i.e., the
targeted self-suspension length.

1) Short Suspension: [0.0(Ti − Ci), 0.1(Ti − Ci)].
2) Moderate Suspension: [0.1(Ti − Ci), 0.3(Ti − Ci)].
3) Long Suspension: [0.3(Ti − Ci), 0.6(Ti − Ci)].

Furthermore, we considered log-uniformly distributed self-
suspension in [0.0001(Ti − Ci), 0.1(Ti − Ci)]. We compared
the following methods.

1) Our RTA detailed in Section IV.
2) Our utilization-based analysis that examines redundant

self-suspension (Section V).
3) Combination of the above methods, denoted by ours

combined, i.e., if one of them returns schedulable, this
test succeeds.

4) The suspension oblivious approach, see Section III-A.
5) The workload analysis by Liu and Anderson [15], see

Section III-B.
6) The utilization-based method by Dong and Liu [12], see

Section III-C.
The results with uniformly distributed self-suspension with ten
tasks per task set are shown in Fig. 4(a)–(c), and the results
with log-uniformly distributed self-suspension are shown in
Fig. 4(d)–(f) with 5, 10 and 20 tasks per task set. The
utilization-based method is omitted, since it provided the same
results as the suspension oblivious approach. While for com-
parison with the redundant self-suspension method, we assume
that all tasks are periodic, comparison between the other
methods is based even on the sporadic counterparts.

The RTA clearly outperforms the state-of-the-art for all
cases with uniform distributed self-suspension length as
depicted in Fig. 4(a)–(c). As expected, the acceptance ratio

is reduced for all schedulability test if the suspension interval
gets longer. The workload analysis by Liu and Anderson [15]
always drops very quickly, but, contrary to the utilization-
based analyses, still accepts some task sets for longer sus-
pension intervals. The redundant self-suspension and the
suspension oblivious approach only perform reasonably good
for short suspension as in Fig. 4(a).

Redundant self-suspension and suspension oblivious show
enhanced performance for short log-uniformly distributed self-
suspension as in Fig. 4(d)–(f). Interestingly, we can see that
those results depend on the number of tasks. The less tasks are
in the task set, the better performs redundant self-suspension
compared to RTA, i.e., in Fig. 4(d) and (e) the former provides
better results while in Fig. 4(f) it depends on the utilization.

The result of ours-combined shows another aspect of the
relation of our proposed methods. For Fig. 4(a)–(e) its curve
lies almost directly on the individually better performing
curve, i.e., the largest gap is 1.3%. On the other hand for
Fig. 4(f) we observe additional benefit for combining both
tests of up to 14.6% increase of acceptance ratio.

As proven in Section V, the redundant self-suspension
method dominates the suspension oblivious approach. Table I
summarizes the acceptance ratio gain, where the gain of accep-
tance ratio of A compared to B is computed by subtracting
the acceptance ratio of B from the acceptance ratio of A. in
different utilization ranges of experiments (d)–(f). We further
examine how this improvement changes if the period range is
extended from [1, 100] to [1, 10000], indicated by (d)’–(f)’. In
almost all cases, the average acceptance ratio gain increases.
We note that the extended periods do not significantly impact
the performance of the schedulability test compared to each
other which is why the plots for (d)’–(f)’ are omitted. As
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TABLE I
AVERAGE ACCEPTANCE RATIO GAIN [%] OF REDUNDANT

SELF-SUSPENSION COMPARED TO SUSPENSION OBLIVIOUS. (d)–(f) ARE

EXPERIMENTS FROM FIG. 4 AND (d)’–(f)’ ARE THE SAME EXPERIMENTS

WITH PERIODS PULLED FROM [1, 10000]

depicted in the table, an average acceptance ratio gain of up
to 1.89% is observed.

VII. CONCLUSION

Despite the importance of preemptive dynamic-priority
scheduling, there is no schedulability test dedicated to
suspension-aware analysis for the dynamic self-suspension
model in uniprocessor systems. The only applicable meth-
ods known from the literature are the methods by
Liu and Anderson [15] and Dong and Liu [12] that were
originally designed for global EDF and are also valid for
uniprocessor systems. We propose two schedulability tests
that they improve those state-of-the-art methods for unipro-
cessor systems, both theoretically and in the evaluation. In the
future, we plan to further explore the necessary schedulability
conditions and tighten the sufficient schedulability condi-
tions. We will also explore the computational complexity of
deriving an exact schedulability test for implicit-deadline peri-
odic/sporadic task systems with the dynamic suspension under
preemptive EDF, which has been noted as an open problem
in Section VIII-B2 in the review paper by Chen et al. [9].
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