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Testing Cyber–Physical Systems Using a
Line-Search Falsification Method

Zahra Ramezani , Koen Claessen, Nicholas Smallbone, Martin Fabian , Senior Member, IEEE,
and Knut Åkesson, Associate Member, IEEE

Abstract—Cyber–physical systems (CPSs) are complex and
exhibit both continuous and discrete dynamics, hence it is dif-
ficult to guarantee that they satisfy given specifications, i.e., the
properties that must be fulfilled by the system. Falsification of
temporal logic properties is a testing approach that searches
for counterexamples of a given specification that can be used
to increase the confidence that a CPS does fulfill its specifica-
tions. Falsification can be done using random search methods
or optimization methods, both of which have their own bene-
fits and drawbacks. This article introduces two methods that
exploit randomness to different degrees: 1) the optimization-free
Hybrid-Corner-Random (HCR) and 2) the direct-search method
Line-Search Falsification (LSF). HCR combines randomly chosen
parameter values with extreme parameter values, which performs
surprisingly well on benchmark evaluations. The gradient-free
optimization-based LSF optimizes over line segments through a
vector of inputs in the n-dimensional parameter space. The two
methods are compared to the Nelder-Mead and SNOBFIT meth-
ods, using a well-known set of benchmark problems and LSF
shows better performance than any of the evaluated methods.

Index Terms—Cyber–physical systems (CPSs), simulation-
based optimization, testing, falsification.

I. INTRODUCTION

CYBER–PHYSICAL systems (CPSs), [1], bridge the
cyber-world of communications and computing to the

physical world. These systems exhibit both continuous and
discrete dynamics. CPSs are often safety-critical systems,
e.g., autonomous cars and medical devices, hence their cor-
rect functioning is crucial. Two commonly used methods for
assessing the correctness of CPSs, see [2], are formal verifica-
tion and testing. The main problem is to decide if it is possible
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to construct counterexamples, i.e., inputs that make the system
under test (SUT) violate the specifications.

Formal verification is used to prove or disprove the cor-
rectness of the system with respect to a formal specification.
This is typically done using model-checking or deductive ver-
ification [3]. However, for many industrial systems, formal
verification is not a viable approach because of three reasons:
1) typically there are no formal models available to do verifica-
tion on; 2) even if formal models were available, the time and
space complexity of the verification algorithms makes them
intractable for large systems; and 3) even if formal models
were available and the algorithmic complexity tractable, ver-
ification of systems exhibiting a combination of discrete and
continuous dynamics is, in general, an undecidable problem [4].
Though formal verification is both possible and practical for
certain types of systems that are limited in their behavior and/or
size, for large systems comprising other systems that all have
different behavior, it is not a tractable approach.

Testing is a less formal approach that evaluates if the SUT
behaves correctly with respect to given inputs. In testing, it
is often assumed that the system can be simulated, but it is
not assumed that a mathematical model is available. Contrary
to formal verification, with testing, it is possible to prove the
presence of counterexamples but not their absence. The main
challenge with testing is to reduce the number of tests done so
as to find as many counterexamples for a given specification
as early as possible. Thus, there is a need for rigorous methods
to cleverly search for inputs that break the specification.

Simulation-based falsification approaches [5] are a class of
methods that can be used to test CPSs given only a black-box
model of the SUT, but with formal specifications of the closed-
loop behavior available. These specifications can, for example,
be given in metric interval temporal logic (MITL) [6] or signal
temporal logic (STL) [7], but the specification can also be
defined using high-level languages. Eddeland et al. [8] presented
how STL specifications can be automatically generated from
Simulink charts, hence supporting engineers in the specification
of formal specifications without their needing to be trained
in temporal logic. The combination of black-box models for
the SUT, together with white-box formal specifications, is a
reasonable assumption in many industrial applications.

CPSs are typically developed using a model-based
development paradigm. The models are often used for
control design or optimization, but can also be used in
simulation-based falsification. In simulation-based falsification
using optimization, the goal is to reduce the number of tests
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by using an optimization method to decide on the next set of
input signals from the evaluation of the simulation results from
the previous simulations. A key challenge here is to choose
the optimization method and the kind of information that the
optimization method should use to decide on the next set of
parameter values. Since the number of input signals might be
large, and optimization methods are sensitive to the number of
parameters, the allowed input signals are often parameterized
using relatively few parameters. For example, for sinusoidal
signals, the parameters might be the period and the amplitude.

The falsification process is performed using quantitative
semantics [9], [10], of the specification. Quantitative semantics
define an objective function that expresses a virtual distance
to falsifying the specification. Given input and output traces
from a simulation, the objective function is used to calcu-
late an objective value that can guide the falsification process
toward an input that is more likely to falsify the specification.
Claessen et al. [11] introduced the concept of valued booleans
(VBools) to express different quantitative semantics, e.g., Max
and Additive.

The choice of optimization method affects the efficiency
of the falsification. By assuming that the SUT is given as a
black-box model, the optimization approach is restricted to
black-box simulation-based optimization methods [12], [13],
where gradients cannot be analytically computed. Black-box
optimization is generally divided into direct search methods
and model-based methods.

Direct-search methods are in [14] defined as the sequential
examination of trial solutions generated by a certain strat-
egy. A direct-search method uses and compares only objective
function values at a collection of input parameters (points) to
directly determine new candidate points for future exploration
without any gradient approximation. Direct-search methods
include the classic Nelder–Mead (NM) procedure [15].

Model-based search methods build a surrogate model of
the objective function to guide the optimization process [13].
Bayesian optimization [16] is a global optimization method
that has shown to be efficient for black-box optimization
when the objective function is expensive to evaluate. Bayesian
optimization is best suited for continuous domains and a
relatively moderate number of input parameters. For CPSs,
the system dynamics might switch between different discrete
modes, each having different system dynamics and constraints,
see for example [17]. This behavior of the system dynamics
negatively affects the usefulness of a model-based approach
for falsification of CPSs, and has to be explicitly handled for
a Bayesian optimization approach to be successfully used for
simulation-based falsification.

In [18], seventeen gradient-free optimization methods are
reviewed and evaluated on a set of benchmark problems.
These include both direct-search methods, such as NM and
Mesh adaptive direct search algorithms [19], and model-based
methods, like SNOBFIT [20]. The results show that no single
optimization method consistently outperforms the others, but
SNOBFIT was one of the best-evaluated methods.

Simulation-based falsification using different combinations
of optimization algorithms and quantitative semantics were
evaluated on a set of benchmark problems in [21]. The

evaluation showed that quantitative semantics matter but also
that the choice of optimization methods is very important.
Furthermore, the study showed that NM and SNOBFIT have
the best performance, with SNOBFIT as the overall top
performer.

Three quantitative semantics, Max, Additive, and constant,
were evaluated in [21]. The latter semantics works by assign-
ing a constant positive value if the specification is fulfilled and
a constant negative value if it is falsified. A constant objec-
tive value does not hold any information for the optimization
methods about how far away from or close to falsifying the
specification the current point is. In these experiments, it was
observed that when SNOBFIT uses a constant semantics and
thus does not get any hints in which direction to continue
the search, it tends to explore new parameter values that are
toward the extreme values of the allowed parameter ranges. We
refer to these extreme values as the corner points. Surprisingly,
SNOBFIT using a constant objective value performed as well
as or better than NM using both Max and Additive semantics.

Random testing [22] is an optimization-free approach that,
despite its simplicity, has proven to be useful for large systems.
In [23], random testing is used to test space mission software
and was shown to be a good complement to formal verifi-
cation. In [24], the feedback-directed random test generation
had better fault detection and coverage than the structured test
generation used in the study. Extensions of random testing
include adaptive random testing [25], where empirical obser-
vations show that many faults occur in contiguous areas of
the input domain. In [26], the risks of using coverage-based
criteria are discussed where completely randomized test-suites
identified 13.5% more faults than test suites that were gener-
ated to specifically achieve coverage. Random search has also
been explored as a strategy for hyper-parameter optimization
in machine learning approaches. Bergstra and Bengio [27]
showed that randomized trials are more efficient than uniform
trials for hyper-parameter optimization. One reason for this is
that only a few parameters really matter for many data sets,
but which ones differ from case to case. Together, these obser-
vations from practical software systems highlight the benefits
of randomness in testing applications.

This article focuses on CPSs with software components
integrating with a physical environment typically described
using differential equations. Evaluation results for falsifica-
tion of CPSs in this article show that randomized testing is
also an efficient strategy for CPSs. Hence, this article intro-
duces two methods that explore the search space randomly
to different degrees. The first one is Hybrid-Corner-Random
(HCR), an optimization-free method that will serve as a base-
line method to compare with. The second one is Line-Search
Falsification, a direct-search method. The strong dependence
on randomness in these methods is motivated by the complex
dynamic behavior of the SUT, which complicates model-based
optimization approaches. However, as is shown in this article
for many falsification problems, it is also useful to consider
corner points.

While HCR only relies on random and corner points, LSF
combines random exploration with local search, by randomly
generating lines in the n-dimensional parameter space for local
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search. The implementation of LSF is very small and straight-
forward, and evaluation on benchmark falsification problems
indicates that LSF performs as well as or better than more
complex optimization methods.

For simulation-based falsification of CPSs, several tool-
boxes are available. S-TaLiRo [28] and Breach [29] are both
MATLAB/Simulink toolboxes that can be used for the fal-
sification of large-scale industrial systems. S-TaLiRo finds
counterexamples using specifications expressed in MITL, and
Breach performs falsification using specifications in STL. In
this article, Breach is used to evaluate the proposed methods,
but they are generic and could be implemented in most other
tools.

The main contributions of this article are given in the
following.

1) The introduction of LSF, an optimization-based method
that exploits corners and random points, combined with
local search. These techniques are well chosen for
efficient falsification of CPSs.

2) The introduction of the optimization-free method HCR,
that combines using corner points of the parameter
space with random search. HCR is proposed as a base-
line method to benchmark more sophisticated techniques
against.

3) The benchmarking of the optimization-free methods,
Corners, Random, and HCR with the optimization-based
methods, LSF, NM, and SNOBFIT. The benchmarks are
published CPS falsification problems [30], [31].

This article is organized as follows: STL and falsification
of temporal logic are introduced in Section II. Section III pro-
poses the suggested HCR method. Section IV introduces the
LSF method. Section V evaluates the performance of the sug-
gested methods on the chosen benchmark problems. Finally,
Section VI summarizes the contributions.

II. SIGNAL TEMPORAL LOGIC FOR FALSIFICATION

Falsification of temporal specifications needs a quantitative
semantics that defines an objective function to measure the
distance of the specification to being falsified. In optimization-
free methods, the objective function is used only to evaluate
if the specification is falsified or not. In optimization-based
methods, though, the objective function is used to guide the
falsification process by choosing the next set of input values
such that they are more likely to falsify the specification.

Temporal specifications are typically expressed in linear
temporal logic (LTL) [32]. However, LTL cannot reason about
time intervals, something that is necessary for many spec-
ifications of CPSs. For this, MITL [6] and STL [7] have
been introduced. In our work, STL specifications are used,
but the proposed methods work with any quantitative seman-
tics, though the performance of the falsification process might
depend on the particular quantitative semantics. Thus, the
proposed methods can be evaluated using two different quan-
titative semantics defined for STL, Max, and Additive. Both
of these can be expressed in terms of VBools [11].

A. Signal Temporal Logic

The syntax of STL [7] is defined as follows:

ϕ : := μ|¬μ|ϕ ∧ ψ |ϕ ∨ ψ |�[a,b]ϕ|♦[a,b]ϕ

where the predicate μ is μ ≡ μ(xs) > 0 and xs is a signal; ϕ
and ψ are STL formulas; �[a,b] denotes the globally operator
between times a and b (with a < b); and ♦[a,b] denotes the
finally operator between a and b.

The satisfaction of the formula ϕ for the discrete signal
xs, consisting of both inputs and outputs to the SUT, at the
discrete-time instant k is defined as

(xs, k) |= μ ⇔ μ(xs[k]) > 0
(xs, k) |= ¬μ ⇔ ¬((xs, k) |= μ

)

(xs, k) |= ϕ ∧ ψ ⇔ (xs, k) |= ϕ ∧ (xs, k) |= ψ

(xs, k) |= ϕ ∨ ψ ⇔ (xs, k) |= ϕ ∨ (xs, k) |= ψ

(xs, k) |= �[a,b]ϕ ⇔ ∀k′ ∈ [k + a, k + b], (xs, k′) |= ϕ

(xs, k) |= ♦[a,b]ϕ ⇔ ∃k′ ∈ [k + a, k + b], (xs, k′) |= ϕ.

Instead of only checking the Boolean satisfaction of an STL
formula, the notion of quantitative value, i.e., an objective
value, will be defined to measure how far away a specification
is from being falsified. A VBool [11] 〈v, y〉 is a combination
of a Boolean value v (true 
, or false ⊥) together with a real
number y that is a measure of how true or false the VBool is.
This value will be used as a measure of how convincingly a
test passed, or how severely it failed, respectively. This value
is defined by the quantitative semantics.

B. Quantitative Semantics

While Max is the most widely used quantitative semantics
for STL, it has the disadvantage that for an and-clause only
the smallest value will affect the final value, making the other
part of the clause invisible. To allow both parts of the clause to
affect the final value, Additive was introduced in [11], and later
evaluated for falsification purposes in [8], [21], [31]. Additive
is, in general, as good as or better than Max for falsification
problems. In this paper we thus consider only the Additive in
the evaluation part.

The and operator in Additive is defined using VBools as
follows.

(
, y) ∧ (
, s) =
(


, 1
1
y + 1

s

)

,

(
, y) ∧ (⊥, s) = (⊥, s),
(⊥, y) ∧ (
, s) = (⊥, y),

(⊥, y) ∧ (⊥, s) =
(
⊥, (y + s)

)
.

Using the de Morgan laws, the or operator can be defined in
terms of and, as: 〈vy, y〉 ∨ 〈vs, s〉 = ¬v(¬v〈vy, y〉 ∧ ¬v〈vs, s〉),
where VBool negation is defined as ¬v〈vy, y〉 = 〈¬vy, y〉.

always is defined as �[a;b]ϕ =
b∧

k=a
ϕ[k]#δt, where ϕ is a

finite sequence of VBools defined for all the discrete time
instants in [a, b]. δt is the simulation step size that makes the
quantitative value independent of the simulation time, and #
is defined as
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Fig. 1. Flowchart of optimization-based falsification. The input and output
signals are denoted by xs

i and xs
o, respectively.

〈⊥, y〉#δt = 〈⊥, y · δt〉,
〈
, y〉#δt = 〈
, y/δt〉.

Furthermore, the eventually operator is defined over
an interval [a, b] in terms of always, as: ♦[a,b]ϕ =
¬(�[a,b](¬v ϕ)).

C. Falsification

The main falsification procedure is shown in Fig. 1 for the
optimization-based falsification approach. The possible input
signals are parameterized with an n-dimensional vector, x,
where each element is allowed to be within a defined range.
A discrete sequence of inputs is generated by the Generator
module that, given the parameters x, generates an input trace
describing a sequence of input vectors, xs

i [k], for the input
signals. Each element in the sequence is indexed by k, where
k ranges from the start of the simulation to the end of the
simulation, and we denote the full sequence by xs

i . Note that
the dimension of the input vector xs

i is often lower than the
dimension of x, since multiple parameters are used to param-
eterize each input signal. The SUT is simulated with the xs

i
as inputs, and its corresponding output xs

o is generated by the
Simulator. In the evaluation of specifications both the input
and output signals are used, and we denote the combination
of xs

i and xs
o by xs.

The input xs
i and output vectors xs

o and the specification ϕ
are used together with the objective function f ϕ(xs) to evaluate
whether the specification ϕ is falsified or not.

By using a quantitative semantics the specification can be
determined to be satisfied or not. If it is satisfied, the seman-
tics will also give a value of how convincingly the test passed.
If the specification is not fulfilled, the current set of input and
output traces is a counterexample, and thus the falsification
process can terminate. However, in the sequel, we will con-
sider the situation where the specification is fulfilled and the
aim of the falsification is to lower the value in order to try to
find counterexamples.

Let ϕ be the specification, possibly containing temporal
operators. Given ϕ, the traces xs, and the choice of quantita-
tive semantics, the evaluation of xs will return a VBool 〈v, y〉,
where v denotes if ϕ is satisfied or not, and y is the measure.

Define f ϕ(xs) such that

f ϕ(xs) =
{

y, if v = 

−y, if v = ⊥.

A negative objective function value, f ϕ(xs) < 0, means that
the specification is falsified; thus, the falsification procedure
may stop. A non-negative objective function value, f ϕ(xs) ≥ 0,

means that the specification is not falsified; it leads to new
parameters being sampled, and the process is repeated. The
parameter optimizer generates new parameter values within
given ranges to find lower objective function values.

The optimization problem is formulated as follows. Let f ϕ

be the objective function defined above. The lower and upper
bounds on the n-dimensional parameter vector x are defined
as l = (l1, l2, . . . , ln)T and u = (u1, u2, . . . , un)

T , respectively.
The falsification problem is to check if f ϕ(x∗) < 0 where x∗
is defined by

x∗ = arg min
l≤x≤u

f ϕ(xs). (1)

With slight abuse of notation we will write f (x) as shorthand
for f ϕ(xs), where xs

i is defined by the Generator by using the
parameters x, and xs

o is the output of the Simulator with xs
i as

the input trace.
It is important to note that for falsification of CPSs, the

objective function value is defined by the input and output
traces of the CPS. The output traces are defined by the inputs
and the system dynamics. In the simulation-based falsification,
the objective function is fully known, but the system dynamics
is given as a black-box model.

The optimization methods that are compared to in this
article are NM and SNOBFIT, both briefly described below.

NM [15] is a direct-search method that starts with a sim-
plex set of n + 1 points where n is the number of dimensions
of the optimization problem. In each iteration, the points are
sorted from the lowest to highest objective function value. NM
attempts to replace the point with the highest objective func-
tion value with a new point obtained by reflection, expansion,
or contraction. If all of these fail, the entire simplex shrinks
toward the point with the lowest objective function value, n
new points are generated, and the above process is continued.

SNOBFIT [20] is a model-based method that works by
building surrogate models around each evaluated point. The
optimization proceeds by processing of parameter values and
the corresponding function values and recommending a new
set of parameters values to evaluate. SNOBFIT typically
has a fast local search and contains parameters that con-
trol the balance between the local and global search of the
optimization.

III. HYBRID CORNER-RANDOM METHOD (HCR)

This section introduces the Hybrid Corner-Random (HCR)
falsification method. This is an optimization-free method that
explores corner points, i.e., extreme values within the allowed
parameter ranges, in combination with evaluating random
parameter values also within the allowed parameter ranges.

To clarify the meaning of a corner point, assume a system
with n input parameters x1, . . . , xn, where each parameter has
a lower and upper bound. There are 2n corner points, where
a corner point only contains values that are at the lower or
upper bound for each parameter.

For HCR, shown in Algorithm 1, the quantitative seman-
tics used does not matter. It is merely evaluated whether the
specification is falsified or not at the currently selected point.

Authorized licensed use limited to: Chalmers University of Technology Sweden. Downloaded on October 17,2022 at 08:52:26 UTC from IEEE Xplore.  Restrictions apply. 



RAMEZANI et al.: TESTING CPSs USING LINE-SEARCH FALSIFICATION METHOD 2397

Algorithm 1 Hybrid Corner-Random Method for Falsification
1: curr_simulation = 0;
2: Pick a corner point, x.
3: while curr_simulation < max_simulations do
4: Simulate system with x as input.
5: curr_simulation++;
6: Evaluate spec at x.
7: if the spec is falsified then
8: Return 〈Falsified, x〉.
9: else

10: if curr_simulation mod 2 == 0 or corners exhausted then
11: Pick a random point x.
12: else
13: Pick a corner point x, not previously selected.
14: end if
15: end if
16: end while
17: Return 〈Not Falsified, the last evaluated x〉.

Algorithm 1 outputs the tuple 〈Falsified /Not Falsified, x〉,
where the first element describes if the specification was fal-
sified or not, and the second element x is an n-dimensional
parameter point with the following properties.

1) If the specification is falsified, f (x) < 0.
2) If the maximum number of simulations is reached and

the specification is not falsified, x is the last evaluated
point.

A. Description

Algorithm 1 starts with a corner point, x, at line 2. In each
iteration, while the number of simulations, curr_simulation,
is less than the given max_simulations, the algorithm picks a
corner or random point x. Then, the system is simulated at the
current point x to evaluate the specification. If the specification
is falsified, the algorithm terminates, lines 7 and 8. Otherwise,
if the specification is not falsified, for the next iteration, a new
random or corner point x will be picked, lines 9–15.

It should be mentioned here that the number of corners
depends on the dimension of the input parameters, x. Since the
number of corners is constant, if there are no new corners to
select, the algorithm will continue working with only random
points, lines 10–14, until the maximum number of iterations
has been executed.

Note that, the uniform-random (UR) method is used in this
article as the random method. Other random search methods
could be used in the HCR method.

IV. LINE-SEARCH FALSIFICATION (LSF)

In the previous section, HCR, an optimization-free approach
was presented. From the evaluation in Section V we will see that
while the HCR method is quite successful in falsifying many
of the specifications, there are also harder problems where an
optimization-based approach might be more efficient. In this
section, Line-Search Falsification, LSF, is introduced. LSF is a
gradient-free direct-search optimization-based approach. While
HCR only relies on random and corner points, LSF combines
random exploration with local search, by randomly generating
lines in the n-dimensional parameter space. On these lines,
corner points for different sets of parameters are evaluated

together with a local search to find the minimal value of the
objective function along the lines. When no improvements are
reported for a number of iterations, a new line is generated for
further exploration. LSF combines random search, with corner
points, with a local search without being dependent on building
a surrogate model of the objective function.

The method is presented in Algorithm 2, and has been
implemented in Breach. The output of LSF is the tuple
〈Falsified /Not Falsified, x〉, where the first element describes
if the specification was falsified or not, and the second element
x is an n-dimensional parameter point where:

1) if the specification is falsified, f (x) < 0;
2) if the maximum number of simulations is reached and

the specification is not falsified, x is the point with the
minimum positive objective function value, f (x) ≥ 0.

A. Description

LSF generates random lines through the parameter space
and then does local search along the line but always within the
allowed parameter range. Technically, the local search is done
along a line segment since it has two end points, and not along
a line that extends infinitely in both directions. However, in the
description below line is used to refer to both line segments
and lines when the exact meaning is clear from the context.

LSF (see Algorithm 2) consists of the following steps.
1) Initial Points: LSF needs three-parameter points during

the optimization process, and a new point is generated in each
iteration. The first one point has to be identified, line 1. This
point is the middle point x = [(l + u)/2] in each of the
n dimensions. Note that, this point could instead be chosen
randomly within the range (l, u). The SUT is then simulated
with x as input parameters, that define xs as the discrete input
signals, and the corresponding objective function value f (x)
is computed. This is handled by the call to Eval(x), which
returns f (x). If f (x) < 0, then the specification is falsified and
the algorithm terminates. If max_simulations have been done
without falsifying the specification, Not Falsified is returned
together with the point with the minimum positive objective
function value, lines 4–6. Otherwise, if curr_simulations is
larger than one, the heuristic H1 is called, lines 7–9. When
curr_simulations is not larger than 1, H1 is not called, as will
be discussed later. Then, SelectPoints(x) is called, line 10.

2) SelectPoints: The three points, xM , xL, and xR,
are defined and generated in the SelectPoints(x) function.
SelectPoints(x) picks a random line that goes through x and
computes end points xL and xR, lines 23 and 24. There are
four options for how to pick these end points, described in the
following paragraphs.

3) Pick Line Segments Through Point x: Let x =
(x1, . . . , xn)

T , where li ≤ xi ≤ ui, be an n-dimensional point
within the given boundaries. Pick a random direction vector
d = (d1, . . . , dn)

T where di �= 0 for 1 ≤ i ≤ n. Define the
function g:Rn → R

n where each dimension i, 1 ≤ i ≤ n, of g
is defined by gi as

gi (z) =

⎧
⎪⎨

⎪⎩

ui, if xi + z di > ui

xi + z di, if li ≤ xi + z di ≤ ui

li, if xi + z di < li.
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Algorithm 2 Line-Search Falsification

1: x = (l+u)
2 ;

2: global curr_simulation = 0;
3: while Eval(x) ≥ 0 do
4: if curr_simulation ≥ max_simulations then
5: Return 〈Not Falsified, x〉
6: end if
7: if curr_simulations > 1 then
8: x = Heuristic H1(xold, x)
9: end if

10: (xL, xM, xR) = SelectPoints (x)
11: xold = x;
12: x = FalsifyLine(xL, xM, xR, x)
13: end while
14: Return 〈Falsified, x〉

f (x) = Eval(x)

15: map(x,f (x)) evaluations;
16: if x is not in the evaluations map then
17: Simulate with x as input, compute f (x) using the quantitative

semantics.
18: Store (x, f (x)) in the evaluations map;
19: curr_simulations++;
20: end if
21: Look up the value, f (x), of x in the evaluations map.
22: Return f (x)

(xL, xM, xR) = SelectPoints(x)

23: Pick a random line that goes through x.
24: Compute the end-points xL and xR by using one of Options 1-4.

Option 1: xL = x, xM = (xR+xL)
2 , xR is a point where one of

the dimensions is on the boundary of l or u.
Option 2: xL = x, xM = (xR+xL)

2 , xR is a point where half of
the dimensions are on the boundary of l and u.
Option 3: xL = x, xM = (xR+xL)

2 , xR is a corner point.
Option 4: xM = x, xR and xL are the points where at least one
of the dimensions is on the boundary of l or u, or is a corner
points.

25: Return (xL, xM, xR)

x = Heuristic H1

26: if f (xold) < f (x) then
27: x = be the second point with lowest objective function value

of the last call to FalsifyLine.
28: end if
29: Return x

x = FalsifyLine(xL, xM, xR, x)

30: iterations_without_improvement = 0;
31: while iterations_without_improvement < max_iterations do
32: if Eval(xL) < 0 then Return xL end
33: if Eval(xR) < 0 then Return xR end
34: if Eval(xM) < 0 then Return xM end
35: if Eval(xL) < Eval(xR) and Eval(xL) < Eval(xM) then
36: Let xnew = (xL+xM)

2 ,
37: if Eval(xnew) < Eval (xL) then
38: x = xnew
39: end if
40: xR = xM , xM = xnew
41: else if Eval(xR) < Eval(xL) and Eval(xR) < Eval(xM) then
42: Let xnew = (xM+xR)

2 ,
43: if Eval(xnew) < Eval(xR) then
44: x = xnew
45: end if
46: xL = xM , xM = xnew
47: else
48: if

(||xL − xM ||2 ≥ ||xM − xR||2
)

then
49: Let xnew = (xL+xM)

2 ,
50: if Eval(xnew) < Eval(xM) then
51: x = xnew
52: xR = xM , xM = xnew
53: else
54: xL = xnew
55: end if
56: else
57: Let xnew = (xM+xR)

2 ,
58: if Eval(xnew) < Eval(xM) then
59: x = xnew
60: xL = xM , xM = xnew
61: else
62: xR = xnew
63: end if
64: end if
65: end if
66: if x == xnew then
67: iterations_without_improvement = 0;
68: else
69: iterations_without_improvement++;
70: end if
71: end while
72: Return x

Let z+
k ∈ Rf>0 be the smallest positive value such that for

at least k distinct dimensions

gi
(
z+

k

) = ui or gi
(
z+

k

) = li.

Let z−
k ∈ R<0 for 1 ≤ k ≤ n be the smallest negative value

such that for at least k distinct dimensions

gi
(
z−

k

) = ui or gi
(
z−

k

) = li.

In the sequel, we refer to the end points defined by z+
1

as Option 1, z+
�(n/2)� as Option 2, and z+

n as Option 3. Let
zj,k = (z−

j , z+
k ), 1 ≤ j, k ≤ n for Option 4.

For Options 1–3, define end points for a given z+
k as xL = x,

xR = g (z+
k ), and xM = [(xL + xR)/2]. For Option 4, define end

points for a given zj,k as xL = g (z−
j ), xR = g (z+

k ), and xM = x.

Note that which option to use is predetermined before
Algorithm 2 starts, and the same option is used during the
entire execution.

Fig. 2 exemplifies these four options in two dimensions
n = 2, i.e., two input parameters with respective lower and
upper bounds. We are allowed to take points within the input
parameter box (l, u). Thus, the four corner points are

⎛

⎜
⎝
l1
l2

⎞

⎟
⎠,

⎛

⎜
⎝

l1
u2

⎞

⎟
⎠,

⎛

⎜
⎝
u1
l2

⎞

⎟
⎠,

⎛

⎜
⎝
u1
u2

⎞

⎟
⎠.

Fig. 2(a) shows an example for Option 1 where k = 1.
Since this is a 2-D case, Options 1 and 2 will be the same.
In this graph, the chosen line starts from xL in the box and
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(a) (b)

(c) (d)

Fig. 2. Examples in two dimensions for the four options: (a) Example for
Option 1 and Option 2, where k = 1 and x = xL; (b) Example for Option 3,
where k = 2 and x = xL; (c) and (d) Examples for Option 4, where k = 1,
j = 1 and k = 2, j = 1, respectively, and x = xM .

ends up at the point xR where it cuts off at the upper bound
of dimension 1.

Fig. 2(b) shows an example for Option 3 where k = 2. In
this graph, the chosen line starts from xL in the box and ends
up at the point xR where it cuts off the corner point (u1, u2)

T .
To get a clear understanding of how to choose a line accord-

ing to Option 4, Fig. 2(c) and (d) are given. In Fig. 2(c) where
k = 1 and j = 1, we work with a line segment where xR is on
the upper bound of the first dimension, u1, and xL is on the
lower bound of the first dimension, l1. The line can be a line
that passes through xM , but it can also be two line segments
that connect xM to xL and xM to xR as is shown in Fig. 2(d)
where k = 2 and j = 1. In this graph, xL is on the lower bound
of the first dimension l1, and xR is a corner point (u1, u2)

T .
4) Comparison Among the Four Options to Choose Line:

Which option performs best for a given SUT and specification
is heavily application dependent, and thus comparing them has
no clear outcome.

In Options 1 and 2, we work with lines that cut off at
the upper or lower bound in one and half of the dimensions,
respectively. In these options, one of the points, xR, is on the
bound of the box. In Option 3, one of the points, xR, is on a
corner point. On the other hand, in Option 4, xR and xL are
either on a bound of the box or on corner points.

Options 1 and 2 search more points on the boundaries, while
Option 3 searches more corner points and moves toward them
if the optimization process guides in that direction. Since lines
are chosen randomly, Options 1–3 may lead to using short
lines that do not guide the process toward falsification or might
get stuck for some iterations in a local area. On the other hand,
Option 4 works with long lines, extending between the bound-
aries, which has a higher chance of finding a better point. A
comparison from a practical perspective based on the examples
evaluated in this article will be given in Section V.

Admittedly, there are many possible ways to pick the lines.
What heuristics should be used to choose a line is an open
question for future research.

5) Algorithm 2’s Main Loop in FalsifyLine: Now it is time
to perform the falsification process over a line by calling
FalsifyLine, line 12. Before calling this function, we need to
save the current point x in a variable xold at line 11. FalsifyLine

tries to find a new point with a lower objective function value,
the ultimate goal being to find a point with a negative value.

The FalsifyLine algorithm is the local search loop in LSF.
The SUT is simulated and evaluated at the three-parameter
points xM , xL, and xR by calling the Eval function, lines 32–34.
If the specification is falsified, i.e., the objective function value
is negative, FalsifyLine terminates. Otherwise, if the specifi-
cation is not falsified at any of the points xL, xM , or xR, the
algorithm starts the local search by looking for new points that
can potentially have lower objective function values.

The variable iterations_without_improvement is used to
count the number of iterations that we stay with a line inside
FalsifyLine. The local search along the line is completed when
iterations_without_improvement has reached max_iterations.

There are three cases, depending on which of the points
xM , xL, and xR has the smallest objective function value. In
each iteration, a new point is searched that is the middle point
between xM and xL, or xM and xR. This new point will first be
evaluated to decide if it falsifies the specification or not. If it
does not, the new point will be replaced by one of the three
points, xL, xM , or xR, based on some rules presented below.
The optimization will now be done on a shorter line segment
than the initial line segment, defined by the selected end points,
for the next iteration. The following cases determine the rule
for selecting the new point and the shorter line segment.

Case 1: The point xL has the lowest objective function value
among the three points, lines 35–40, i.e.,

f (xL) < f (xM) and f (xL) < f (xR).

If the above condition is satisfied then let xnew =
([xL + xM]/2) be defined as the point midway between xL and
xM . Then, check whether xnew has a lower objective function
value than xL or not, if it does, then update x = xnew. For the
next iteration, xR will be omitted and replaced to work with
a shorter line that connects xM to xL and passing from xnew.
The new points are

xR = xM and xM = xnew. (2)

The point xL, which was the point with the lowest objective
function value, is not changed.

Case 2: The point xR has the lowest objective function value
among the three points, lines 41–46, i.e.,

f (xR) < f (xM) and f (xR) < f (xL).

In this case, the middle point xnew = ([xM + xR]/2) is com-
puted and checked to see whether xnew has a lower objective
function value than xR. If it does then x = xnew. For the
next iteration, xL will be omitted and replaced to work with
a shorter line segment that connects xM to xR and passing
through xnew. The three points for the next iteration are

xL = xM and xM = xnew (3)

while xR, with the lowest objective function value, will not be
changed.

Case 3: The point xM has the lowest objective function value
among the three points, lines 47–62, i.e.,

f (xM) ≤ f (xL) and f (xM) ≤ f (xR).
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TABLE I
RESULTS FOR THE AUTOMATIC TRANSMISSION (AT) SYSTEM, INSTANCES 1 AND 2

Here, we need to decide on which line segment to continue
the search, i.e., the line segment (xM, xL) or (xM, xR). We do an
evaluation that depends on which interval (xL, xM) or (xM, xR)

that is longer; for this purpose we use the Euclidean distance
(|| · ||2). xnew is selected to be the middle point on the longer
of the two segments

xnew =
{ xL+xM

2 , if ‖xL − xM‖2 ≥ ‖xM − xR‖2
xM+xR

2 , otherwise.
(4)

When ||xL −xM||2 ≥ ||xM −xR||2 the end points are updated
as (lines 48–55)

{
xR = xM and xM = xnew, if f (xnew) < f (xM)

xL = xnew, otherwise.
(5)

When ||xL −xM||2 < ||xM −xR||2 the end points are updated
as (lines 56–63)

{
xL = xM and xM = xnew, if f (xnew) < f (xM)

xR = xnew, otherwise.
(6)

Those points that are not explicitly updated in (5) and (6)
will keep their previous value. Note that in this case, where
xM has the lowest objective function value, the decision about
which line segment to continue on is based solely on the length
of the line segments. The longest line segment is a sensible
choice because this is the line segment that has the largest
uncertainty in the sense of being least explored. Considering
f (xL) and f (xR) would add complexity since it would require
the algorithm to balance between the distance and objective
function value.

Based on which of the above cases occurs, in each iteration,
one of the new points [(xL + xM)/2] or [(xM + xR)/2] is
searched, and one of the old three points will be replaced
with the new point.

If we can improve the point x and find a better point
with lower objective function value, where x = xnew, the
iterations_without_improvement resets to zero, line 67. This
leads us to work more with the lines that reach points with
lower objective function values. On the other hand, if we
cannot improve the point x, iterations_without_improvement
is increased by 1, line 69. This leads us to work less with
the lines that do not help reach points with lower objec-
tive function values. When iterations_without_improvement
reaches max_iterations, we get out from the currently chosen
line and pick a new one.

When iterations_without_improvement has reached
max_iterations, the FalsifyLine process is finished and it

returns a value for x. Now, we are at line 3. If the specifica-
tion is not falsified yet and curr_simulation has not reached
max_simulations and curr_simulation > 1, then Heuristic H1
is called at line 8.

6) Heuristic H1: In function Heuristic H1, we compare the
objective function value of xold with x. If f (xold) < f (x),
FalsifyLine could not give a better point, i.e., one with a
lower objective function value than xold. In this case, in order
to force the algorithm to never return the same x as was
given to FalsifyLine, we consider x to be the point with
the second lowest objective function value of the last call
to FalsifyLine. Our experimental evaluations show that this
heuristic helps the algorithm to avoid getting stuck in local
minima.

7) Stopping Condition: Algorithm 2 works until a falsified
point is found, i.e., a point with a negative objective func-
tion value or until curr_simulation reaches max_simulations.
If a falsified point is not found, the algorithm returns
the point with the lowest objective function value found
so far.

V. EXPERIMENTAL SETUP AND RESULTS

We consider the simulation-based falsification of all bench-
mark examples of the ARCH19 workshop [30], which is a
friendly competition in falsification of temporal logic specifi-
cations over CPSs. For these benchmark problems, two vari-
ants of input signals are considered Instance 1 and Instance 2,
respectively. Instance 1 allows arbitrary piece-wise continu-
ous input signal while Instance 2 are restricted to constrained
input signals. The problems AT, CC, NN, and SC have speci-
fications both of Instance 1 and Instance 2 type. Additionally
the benchmarks from [31] are included. Note that the exam-
ple Automatic Transmission (AT′) presented in Table III has
different specifications from the Automatic Transmission (AT)
presented in Table I.

In this section, the Corners and UR methods are compared
with the HCR approach. The LSF method is compared with
NM, SNOBFIT, and HCR. Finally, all methods are compared
together. The results are shown in Tables I–VII. Each falsi-
fication is set to have max_simulations = 1000. There are
20 falsification runs for each method and objective function
to account for most algorithms’ random nature. The Additive
semantics is considered in this paper. The evaluation results
for Max can be found in [34].
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TABLE II
RESULTS FOR THE CHASING CARS (CC) SYSTEM, INSTANCES 1 AND 2

TABLE III
RESULTS FOR THE AUTOMATIC TRANSMISSION (AT′) SYSTEM

TABLE IV
RESULTS FOR �−� MODULATOR AND THE STATIC SWITCHED (SS) SYSTEM

TABLE V
RESULTS FOR NEURAL NETWORK (NN), INSTANCES 1 AND 2

TABLE VI
RESULTS FOR THE AIRCRAFT GROUND COLLISION AVOIDANCE (F16),

THE STEAM CONDENSER SC AND THE FUEL CONTROL OF AUTOMOTIVE

POWER TRAIN (AFC) SYSTEM

(Instances 1, 2)

1) Corners Implementation Setup: Each specification and
example has a different number of corners. For some exam-
ples, the number of corners is less than the maximum number
of simulations. Then, the Corners method terminates when all
corners have been evaluated.

2) Uniform-Random Implementation Setup: For each of
20 falsification runs, uniformly distributed random points are
generated from different seeds, i.e., 20 different seeds are
considered.

3) Hybrid Corner-Random Implementation Setup: The HCR
method starts with the Corners point, and the next point is the

TABLE VII
RESULTS FOR THE WIND TURBINE (WT) SYSTEM.

UR point. It switches between the Corners and UR until the
maximum number of simulations, 1000 here, is reached or a
falsified point is found. The number of corners is limited, and
it depends on how many corner points the SUT has. If the
maximum number of corners is reached, the HCR algorithm
continues using only the UR points.

4) Nelder-Mead Implementation Setup: This algorithm is
implemented as fminsearch [33] in MATLAB. Before starting
NM, 100 random sampling points for all examples are gener-
ated. After evaluating 100 random sampling points, the point
with the lowest objective value is picked as a starting point if
none falsifies the specification. NM needs a simplex of n + 1
points for n-dimensional vectors, while we have one point. The
n points will be generated by MATLAB’s fminsearch using
that minimum point. The minimum point is similar to x0 when
calling fminsearch (f , x0) in MATLAB, where it starts at the
point x0 and tries to find a local minimum. For fminsearch the
default parameters are used.

5) Line-Search Falsification Implementation Setup: The
value of max_iterations is set to 3.

In Tables I-VII, the first row denotes the specification, as
defined in [30] and [31]. For the problems where specification
of both Instance 1 and Instance 2 are available, this is indicated
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Fig. 3. Cactus plot showing the performance of Corners, UR, and HCR for all examples. The plotted values show how many successful falsifications (x-axis)
were completed in less than 1000 simulations (y-axis, logarithmic scale).

by the second row. The following row contains the results for
the different optimization methods, and the last row the results
for the optimization-free methods. Two values are presented
for all examples. The first value is the relative success rate of
falsification in percent. There are 20 falsification runs for each
parameter value and specification, thus the success rate will be
a multiple of 5%. The second value, inside parentheses, is the
average number of simulations (rounded) per successful falsi-
fication. The presented results for LSF use Option 4 presented
above.

A. Optimization-Free Versus Optimization-Based
Falsification

First, we compare the optimization-free methods Corners,
UR, and HCR. Based on the results shown in Tables I–IV, for
many specifications, one of Corners or UR succeeds. Hence,
HCR outperforms the other two methods for many specifica-
tions. For a comparison between Corners, UR, and HCR, a
cactus plot is shown in Fig. 3. The results presented in this
plot relate to all examples. As can be seen in Fig. 3, while
UR is more successful than Corners, for those cases that are
falsified at the corner points, Corners falsifies much faster and
with fewer simulations. Thus, HCR manages to falsify more
examples than either of the other two.

To get a better understanding of the difference in
performance between optimization-free and optimization-
based methods, we go through some examples in
more detail to compare HCR with NM, SNOBFIT,
and LSF.

For ϕAT
2 in Instance 2, Table I, NM is not 100 percent suc-

cessful, and SNOBFIT and LSF need more simulations than
Corners and HCR. On the other hand, HCR manages to falsify
the property with just a few simulations. As can be seen in
Table II, all optimization-based methods needed more sim-
ulations to falsify ϕCC

2 for Instance 2. On the other hand,
with only one simulation, HCR falsifies this specification.
Similarly, HCR performs better than the optimization-based
methods for specifications ϕAT ′

1 (T = 30) and (T = 40),
ϕAT ′

3 (T = 4.5), ϕAT ′
4 (T = 1), ϕAT ′

8 (ω̄ = 3500) in Table III.
There is a significant advantage for HCR for the specifications

ϕ�−�
1 (U ∈ [0.40, 0.40] and U ∈ [0.45, 0.45]) and all

specifications of SS system in Table IV, which HCR manages
to falsify with fewer simulations.

To compare Corners, UR, and HCR with NM, SNOBFIT,
and LSF, a cactus plot is shown in Fig. 4 for those exam-
ples where using an optimization-based approach to improve
the falsification process is not needed. As can be seen in this
figure, HCR beats all methods and manages to falsify more
examples than either of the optimization methods and requires
fewer simulations than all other methods.

On the other hand, there are specifications that neither
Corners nor UR can falsify. Here, the HCR method will not
be successful either. These are the specifications 1 and 7-9
of the AT example for Instance 2, Table I; specification 4 of
both instances 1 and 2 of the CC example, Table II; specifica-
tions 6 for both T = 10, T = 12 and 7 of AT′, Table III; the
first specification of the Modulator example, Table IV; speci-
fication 2 of the NN example for Instance 2, Table V; and the
F16 example Table VI.

B. Line-Search Falsification Using the Four Options

Section IV introduced four different options for LSF to pick
a line. A cactus plot comparing these options is given in Fig. 5.

Option 1, where we work with the lines that cut off at the
upper or lower bound in one of the dimensions, does not work
as well as the other options. Options 2 and 3 perform approx-
imately the same, where Option 2 works with the lines that
cut off at the half of the dimensions, and Option 3 searches
more corner points. As can be seen in Fig. 5, Option 3 is
more successful and requires fewer simulations. Option 3 is a
good approach for those easy benchmark examples that can be
falsified on the corners. On the other hand, Option 4 is more
successful in the falsification process because it uses the com-
bination of three options. Hence, in the tables, we just quote
the results using Option 4 for LSF.

C. Line-Search Falsification Versus Nelder-Mead and
SNOBFIT

This part compares the results of the new LSF method with
NM and SNOBFIT for those specifications and examples that

Authorized licensed use limited to: Chalmers University of Technology Sweden. Downloaded on October 17,2022 at 08:52:26 UTC from IEEE Xplore.  Restrictions apply. 



RAMEZANI et al.: TESTING CPSs USING LINE-SEARCH FALSIFICATION METHOD 2403

Fig. 4. Cactus plot showing performance of Corners, UR, and HCR against NM, SNOBFIT, and LSF for those examples where using an optimization-based
approach to improve the falsification process is not needed. The plotted values show how many successful falsifications (x-axis) were completed in less than
1000 simulations (y-axis, logarithmic scale).

Fig. 5. Cactus plot showing the performance of LSF using different options for all examples. The plotted values show how many successful falsifications
(x-axis) were completed in less than 1000 simulations (y-axis, logarithmic scale).

it is not possible to falsify by Corners or UR. It is only for
a subset of the specifications and models that an optimization
method can perform better than an optimization-free approach.
These are specifications 1 and 7-9 of the AT example for
Instance 2, Table I; the fourth specification of both instances 1
and 2 of the CC example, Table II; specifications 6 for both
T = 10,T = 12 and 7 of AT′, Table III; the first specification
of the Modulator example, Table IV; the second specification
of the NN example for Instance 2, Table V; and the F16 exam-
ple Table VI. For some specifications and systems, there is a
clear tendency for a specific optimization method to perform
better.

Instance 2 of the AT example, Table I, is an excellent exam-
ple to show the performance of LSF. Except for ϕAT

1 , LSF
manages to falsify all specifications 100% of the runs, while
NM cannot falsify any of the ϕAT

i with i = 7, 8, 9. There is
also a significant advantage for LSF relative to SNOBFIT for
these specifications. Note that, ϕAT

1 can be falsified using a
method not considered in this article [30].

For the CC example (Table II), in Instance 1 with ϕCC
4 , while

NM is not successful in the falsification process, SNOBFIT,

and LSF are successful in some runs, and SNOBFIT works
better than LSF. In Instance 2 of this example, LSF is able
to falsify ϕCC

4 in 10% of the runs, while neither of NM and
SNOBFIT are successful. For the AT′ (Table III), only in the
two specifications ϕAT′

6 (T = 10, andT = 12), NM performs
better than the others. Compared to SNOBFIT, which is not
successful for ϕAT′

6 (T = 12), LSF performs better and man-
ages to falsify this specification in some runs. ϕAT′

7 is the only
specification of this example where SNOBFIT works better
than LSF. For the � − � Modulator example (Table IV),
LSF manages to falsify to 100%, which is a slight improve-
ment over SNOBFIT, and a big improvement over NM. For
the NN example, (Table V), in Instance 2 of specification
ϕNN

2 , LSF and SNOBFIT perform similarly to and better than
NM, respectively. For the F16 example (Table VI), LSF and
SNOBFIT work similarly to and better than NM, respectively.

Note that the SC example, Table VI, is one example where it
does not matter which the semantics or optimization method
is used since none of them can falsify the specification for
both instances. Yaghoubi and Fainekos [32] used a Simulated
Annealing global search in combination with an optimal
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Fig. 6. Cactus plot showing the performance of each optimization-based methods for those examples where using an optimization-based approach to improve
the falsification process is needed. The plotted values show how many successful falsifications (x-axis) were completed in less than 1000 simulations (y-axis,
logarithmic scale).

Fig. 7. Cactus plot showing the performance of all evaluated methods in this article for all examples. The plotted values show how many successful
falsifications (x-axis) were completed in less than 1000 simulations (y-axis, logarithmic scale).

control-based local search on the infinite-dimensional input
space to successfully falsify the specification for Instance 1.

An aggregated comparison is shown in Fig. 6. As can
be seen, and is evident from the discussion above, LSF
outperforms NM. LSF can falsify using fewer simulations,
which is important as simulations are costly. LSF also works
better than SNOBFIT while being simple.

D. Evaluation and Discussion

An aggregated comparison among all methods presented
and discussed in this article for all examples is shown in Fig. 7.
As can be seen, HCR not only manages to falsify more exam-
ples than Corners and UR but also has a better performance
than NM.

LSF, compared to the other evaluated optimization free and
optimization-based approaches, falsifies the most examples, as
shown in Fig. 7. The LSF method covers the corner points
and combines randomly generated lines in the n-dimensional
parameter range with local search. This method has a simple
strategy compared to SNOBFIT, but a performance that is on
par with or better than SNOBFIT on the benchmark problems.
LSF can falsify some examples that none of the other evaluated

methods could successfully falsify. Instance 2 of CC is one
example that shows the better performance of LSF.

The main focus in this article has been to develop and
describe an approach that works well for falsification prob-
lems by investigating and exploiting the typical properties
of these problems. It is beyond the scope of this article to
discuss statistical guarantees or local and/or global conver-
gence. However, we note that global convergence can typically
be shown for random search algorithms, but local conver-
gence requires assumptions on the underlying function. The
evaluation is instead done using available benchmark prob-
lems. The nature of the complexity of the SUT present in
many industrial applications, typically having discrete modes
where the dynamics might change completely, invalidates the
assumptions typically necessary for giving any guarantees.

We have evaluated the approach on a set of benchmark
problems that are available within the falsification community.
We encourage researchers to post more problems, problems of
larger complexity, and problems with more involved specifica-
tions, since this would increase the quality of the evaluations.
However, it is important to note that the problems used are not
cherry-picked to show the benefits of the proposed approach,
but they are the set of problems available to us.
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VI. CONCLUSION

In this article, two optimization methods have been
proposed to enhance the falsification of CPSs. The first
method is the combination of Corners and UR, Hybrid Corner-
Random. For systems that are falsified on the parameter
corners or by randomly choosing parameters, this method man-
ages to falsify in the fewest number of simulations. On the
other hand, there are specifications and models for which nei-
ther Corners nor UR are efficient, and then optimization-based
methods are needed.

The second proposed method is a gradient-free
optimization-based method, called Line-Search Falsification,
that optimizes over line segments through a vector of inputs
in the n-dimensional parameter space. The method is designed
by using insights from the optimization-free approaches in
order to combine randomness, corner points, and local search.
This method is compared to the NM and SNOBFIT methods.
The proposed method has been evaluated on standard bench-
mark problems. LSF has better performance than all other
evaluated methods in this article.

A conclusion that can be drawn from the combinations of
methods and quantitative semantics is that the choice of the
optimization method appears to matter more than the choice
of quantitative semantics [34]. This conclusion is counter-
intuitive, but the evaluation of the benchmark problems shows
that for falsification of CPSs the problem is not only about
solving the optimization problem as efficiently as possible but
also about exploring corner cases and the parameter space.

Testing benefits from running a large number of simulations.
If the closed-loop system can be simulated, testing can take
advantage of computing clusters to run the models in parallel,
using thousands of computing nodes. The proposed methods
can easily be adapted to execute on computing clusters, thus
raising the confidence in the correctness of the SUT.

LSF uses heuristics in its internal process. For future work,
it would be interesting to evaluate the efficiency of using
different heuristics. In particular, it would be interesting to
evaluate the suggested LSF method on several large-scale
industrial applications.
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