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How to implement quantum oracle with limited resources raises concerns these days. We design two ancilla-

adjustable and efficient algorithms to synthesize SAT-oracle, the key component in solving SAT problems. The

previous work takes 2m−1 ancillary qubits and Õ(m) elementary gates to synthesize an m clauses oracle.

The first algorithm reduces the number of ancillary qubits to 2
√
m, with at most an eightfold increase in circuit

size. The number of ancillary qubits can be further reduced to 3 with a quadratic increase in circuit size. The

second algorithm aims to reduce the circuit depth. By leveraging of the second algorithm, the circuit depth can

be reduced to Õ(logm) with m ancillary qubits.

INTRODUCTION

Quantum computation has been extensively studied since

Feynman first proposed in the 1980s [1]. Several quantum

algorithms have been proposed which are superior to the best

classical algorithms, such as Shor’s algorithm and Grover’s

algorithm [2, 3]. As a result, more and more attention is paid

to quantum computation [4, 5].

In these quantum algorithms, quantum oracles are used to

evaluate the value of Boolean function [6]. Here a Boolean

function is a function f : {0, 1}n → {0, 1}. The function of a

quantum oracle is transforming |x〉 |c〉 into |x〉 |c⊕ f(x)〉 [6].

To implement these quantum algorithms on quantum devices,

we have to decompose the oracle into elementary gates. Since

we are in a noisy intermediate-scale quantum (NISQ) era, the

number of qubits and the fidelity and decoherence time of the

elementary gate is still at a low level by far [7, 8]. Although

the above quantum oracle can be implemented theoretically,

the huge number of quantum resources is unavailable in the

NISQ era. Therefore, it is essential to implement a quantum

oracle with as few quantum costs as possible.

There are several works for the synthesis of quantum ora-

cle [9–12]. Those algorithms focus on different representa-

tions for Boolean functions. However, for Conjunction Nor-

mal Form (CNF) Boolean function, those algorithms need ex-

ponential running time to synthesize such an oracle. Here a

CNF Boolean function is an AND of several clauses. Each

clause is an OR of variables or their negations. We denote the

quantum oracle of the CNF formula as the SAT-oracle.

The well-known NP-hard problem — satisfiability (SAT)

problem determines whether a CNF is satisfiable [13–15].

SAT problems appear in several practical application domains,

such as gene regulatory networks, model checking, electronic

design automation, etc [16–18]. In classical computation

and quantum computation, enormous studies aim to solve the

SAT problem [19–23]. Those quantum algorithms use SAT-

oracle to evaluate the value of the CNF Boolean function.

SAT-oracle can also be used in quantum state preparation [24].

Now, we give the definition of the quantum circuit synthesis

problem for SAT-oracle. For a given CNF formula f over

n variables x = (x1, x2, · · · , xn), the task is to construct a

quantum circuit C such that C |ψ〉 |c〉 = |ψ〉 |c⊕ f(ψ)〉 . For

convenience, we denote n variables m clauses k-CNF (each

clause contains at most k variables) as CNFk
n,m. Ancillary

qubits are widely used in the quantum circuit synthesis and

the optimization of quantum circuits. An idea in [25, 26] is

to store the value of clauses in the ancillary qubits and then

calculate the AND function with a Toffoli gate [27]. When

the ancillary qubits are limited, this algorithm fails.

Inspired by the construction of multi-controlled Toffoli

(MCT) in [6], we design an algorithm to synthesize a gen-

eral quantum AND (OR) circuit for functions rather than vari-

ables to conquer the limitation of ancillary qubits. Based on

the general AND circuit, we design the size-oriented algo-

rithm to synthesize CNFk
n,m. The algorithm costs ℓ ancillary

qubits and Õ(km1+o(1)) elementary gates. The size of the cir-

cuit decreases rapidly with the growth of ℓ. Particularly when

ℓ = mǫ, the circuit size drops to O(km/ǫ). Then, we intro-

duce depth-oriented algorithm to reduce the depth of the quan-

tum circuit to Õ(log km) with km ancillary qubits, where the

size increases by a logarithm factor. When the ancillary qubits

is limited, the circuit depth is roughly Õ(km1+o(1)/ℓ). The

running time of the two algorithms is both O(km). The ex-

perimental results show that with a tolerable (a constant ra-

tio) increase in the size of the quantum circuit, the number of

ancillary qubits is reduced from 2m − 1 to 2
√
m using the

size-oriented algorithm. The depth-oriented algorithm signif-

icantly reduces the circuit depth of the SAT-oracle. We also

give a resource estimate of solving a meaningful SAT prob-

lem using Grover’s algorithm and our synthesis algorithm.

RESULT AND METHOD

Consider a general AND problem: given p Boolean func-

tions g1(x), g2(x), · · · , gp(x) and the corresponding quantum

oracles Oi |x〉 |c〉 = |x〉 |c⊕ gi(x)〉. The goal is to construct

a quantum circuit p-GAND such that p-GAND |x〉n |q〉ℓ |c〉 =
|x〉n |q〉ℓ |c⊕ (

∧p
i=1 gi(x))〉 with ℓ ancillary qubits. We call

this general p-AND function and denote p-GAND as the gen-

eral p-AND circuit. We can define the general p-OR circuit

similarly.

http://arxiv.org/abs/2101.05430v2
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FIG. 1: Construction of 3-GAND circuit. |x〉 is input qubits, |qt〉 is target qubit and |q1〉 , · · · , |q4〉 are ancillary qubits. Here

Oq
i is the Oi on the target qubit q.

Lemma 1 (p-GAND circuit). For any natural number p, gen-

eral p-AND circuit can be implemented with 2p dirty ancillary

qubits, O(p) Toffoli gate and 4 calls of each Oi.

Due to the space constraints, we briefly introduce the struc-

ture of the circuit implemented by the algorithm [28]. We

give an example as illustrated in Figure 1. The construction of

p-GAND is divided into two stages: the merge stage and the

restore stage. The merge stage contains 2p− 3 steps, and the

restore stage is to repeat steps 2 to 2p− 4 of the merge stage.

Those 2p − 3 steps can be further divided into three phases:

Up phase, Top phase, and Down phase.

1. Up phase: In this phase, we add the information in the

ancillary qubits to corresponding qubits, which can help

to eliminate unexpected information. Up phase contains

the first p−2 step. Step i contains 3 sub-steps: 2 Toffoli

gates and a call of Oi.

2. Top phase: In this phase, we implement a circuit that

merges two clauses and stores the result in an ancillary

qubit. Top phase only contains step (p−1), which has

seven sub-steps (4 Toffoli gates, 2 calls of O2 and 1 call

of O1).

3. Down phase: In this phase, we merge all the clauses

in the ancillary qubits. With the help of Up phase, the

target qubit stores the value of input CNF. There are 3

sub-steps in each step i ∈ {p, p+1, · · · , 2p−3}, which

are 2 Toffoli gates and a call of oracle O2p−i.

By recursively calling this circuit, we design two efficient

algorithms to implement SAT-oracles. The input CNF will be

divided into several blocks recursively. In the innermost sub-

block, which is numbered 1st level block, we use the general

k-OR circuit to generate a sub-CNF. The circuit to construct i-
th level block is used as an oracle in (i+1)-th level block. We

give the pseudo-code of size-oriented algorithm and depth-

oriented algorithm in the algorithm 1 and 2 respectively.

Theorem 1. By applying algorithm 1, any instance of

CNFk
n,m can be implemented by anO(n(km/n)1+logℓ/2+1 4)-

size circuit with ℓ ancillary qubits.

The size-oriented algorithm performs well in the size of the

circuit. When the ancillary qubits are clean (the initial state

Algorithm 1: Size-oriented algorithm

input : A CNFk
n,m instance f =

∧m
a=1Ca and the number

of ancillary qubits ℓ ≥ 3.

output: A circuit C such that

C|x〉 |0〉ℓ |c〉 = |x〉 |0〉ℓ |c⊕ f(x)〉,∀x ∈ {0, 1}n.
1 d← logℓ/2 m, s← 2m

ℓ
;

2 for j in 1 to ℓ/2:

3 Clause ((j−1)s+1, js, Ancilla[j], d−1);

4 MCT (Ancilla, Target);

5 for j in 1 to ℓ/2:

6 Clause ((j−1)s+1, js, Ancilla[j], d−1);

7 Clause(SId,EId,Target,Depth):

8 if (Depth=0):

9 Synthesize clauses on target qubit;

10 return;

11 s← (EId−SId)/(ℓ/2 + 1);
12 Apply (2ℓ+1)-GAND circuit, where Oi is synthesized by

Clause (SId+(i−1)s, SId+is−1, Ancilla[i], Depth−1);

13 return;

is |0〉), we design depth-oriented algorithm to further reduce

the circuit depth, with a little increase in the circuit size. We

partition the ancillary qubits into 3 registers, qmem, qdirty and

qclean. The qubits in qmem and qclean are clean at the be-

ginning. The synthesis framework is implemented with the

qdirty register. The difference between the two algorithms is

in the innermost recursion, where we use the qmem and qclean
to parallel the quantum circuit.

Theorem 2. By applying algorithm 2, any instance of

CNFk
n,m can be implemented by an O

(

k
(

mS
ℓ

)1+c
log ℓ

)

-

depth circuit, where ℓ is the number of ancillary qubits, S =
max{ k

log ℓ , 1} and c = logℓ/S 4.

The depth of the quantum circuit is declined rapidly with

the growth of the number of ancillary qubits. Some numeri-

cal experiments are designed to show the performance of our

algorithm in the following subsection. We also point out the

asymptotically lower bound for synthesizing the CNF formula

by counting. The classical running time is the same as the

number of calls to the clause function, which is polynomial to

the input size. Using the counting method, we show the lower
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Algorithm 2: Depth-oriented algorithm

input : A CNFk
n,m instance f =

∧m
a=1 Ca and the number

of ancillary qubits ℓ ≥ 3.

output: A circuit C such that

C|x〉 |0〉ℓ |c〉 = |x〉 |0〉ℓ |c⊕ f(x)〉,∀x ∈ {0, 1}n.
1 S ← max{k/ log ℓ, 1}, d← logℓ/2(S+1) m, s← 2(S+1)m

ℓ
;

2 Divide the ancillary qubits into 3 parts qmem, qdirty, qclean,

size of each part is (S − 1)ℓ/(S + 1), ℓ/(S + 1), ℓ/(S + 1);

3 for j in 1 to ℓ
2(S+1)

:

4 Clause ((j−1)s+ 1, js, qdirty[j], d− 1);

5 MCT (qdirty,Target);

6 for j in 1 to ℓ
2(S+1)

:

7 Clause ((j−1)s+ 1, js, qdirty[j], d− 1);

8 Clause(SId,EId,Target,Depth):

9 if (Depth=0):

10 Copy the input to qmem;

11 Use the input and qmem to synthesize ℓ/(S + 1) clauses

in parallel at qdirty;

12 Use the qclean to merge all the clauses in parallel;

13 Reset the ancillary qubits;

14 return;

15 s← 2(S+1)(EId−SId)
ℓ

;

16 Apply the GAND circuit, where Oi is synthesized by Clause

(SId+(i−1)s, SId+is−1, qdirty[i], Depth−1);

17 return;

bound of the SAT-oracle synthesis problem.

Theorem 3. There exists an instance of CNFk
n,m, such that

any quantum circuits approximating it with error ε<
√
2
2 must

have size at least Ω (km).

Combining the Theorem 1 and Theorem 3, we see that our

algorithm is asymptotically optimal when the number of an-

cillary qubits is Ω((km)ǫ) for any ǫ > 0.

Both two algorithms show significant advantages compare

to the previous work. For the size-oriented algorithm, we can

reduce the number of ancillary qubits to O(
√
m) with only a

constant ratio in size. For the depth-oriented algorithm, we

use O(log km) ancillary qubits to construct the same depth

circuit generated by qiskit [28].

We use random k-CNF as the experimental benchmark to

test the performance of different algorithms. To sample a

CNFk
n,m, we first randomly sample k variables from the input

variables, then randomly choose the variables or the negations

of the variables. After two steps, a clause of CNFk
n,m is gener-

ated. Then, repeating the first two steps m times, we generate

a randomCNFk
n,m. We randomly sample 100 CNFs of differ-

ent parameters and use the average quantum cost to measure

the performance of quantum synthesis algorithms. The width

of the CNF k is 3 and 4, and the number of variables n is

40, 80, 400, and 800. The number of clauses m we choose

in this manuscript is determined by the number of variables

n and the width of CNF k. When k is 3 and 4, there are

m = ⌊4.267n⌋ and m = ⌊9.931n⌋, respectively, which is

called SAT phase transition [29]. Our algorithm is suitable for

all the input. To evaluate the quantum cost to conquer the most

difficult SAT instance, we choose such a specific m in our ex-

periments. Here, the size and the depth of the quantum circuit

are considered appropriate quantum costs in the NISQ era. To

verify the relationship between the number of ancillary qubits

ℓ and the quantum cost of our two algorithms, we choose sev-

eral different ℓ. Some are near to the n, and others are near to

2m − 1. The results of different widths (the number of vari-

ables in a clause) seem similar. For convenience, we plot the

result of 4-CNF in the Figure 2, which is appropriate to show

the performance of our algorithms.
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FIG. 2: The performance of algorithms. Choose the random

4-CNF with 40, 80, 400, and 800 variables to compare the

performance of our algorithm and qiskit’s. The result of

qiskit contains only one point.

In Figure 2 (a), we compare the size of the quantum cir-

cuit synthesized by our algorithm and the CNF synthesis al-

gorithm used in the qiskit. The circuit synthesis algorithm in

qiskit requires 2m − 1 ancillary qubits, so there is only one

point and the corresponding horizontal dashed line in Figure

2 [27]. This Figure shows that when 2m− 1 ancillary qubits

are used, the size-oriented algorithm can generate a quantum

circuit with a smaller size than qiskit. If we want to reduce

the number of ancillary qubits significantly, the corresponding

size will only increase by a constant multiple. For example,

for a random 4-CNF with n equal to 80, qiskit needs 1587 an-

cillary qubits to synthesize a quantum circuit of size 103205,

while the size-oriented algorithm can use 80 ancillary qubits

(about 5% of qiskit) to synthesize a circuit of size 391760 (less

than 4 times).

In Figure 2 (b), a more notable advantage appears in com-

paring the circuit depth between the depth-oriented algorithm
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and the algorithm used in qiskit. The depth-oriented algo-

rithm requires very few ancillary qubits to synthesize low-

depth quantum circuits. When using the same 2m − 1 an-

cillary qubits as qiskit, the circuit depth synthesized by depth-

oriented algorithm is significantly lower. For example, for a

random 4-CNF with n equal to 800, qiskit needs 15887 ancil-

lary qubits to synthesize a quantum circuit of depth 778498.

In comparison, the depth-oriented algorithm can use 200 an-

cillary qubits (about 1.2% of qiskit) to synthesize a circuit of

depth 416179 (about 53.5% of qiskit). If the depth-oriented

algorithm uses 15887 ancillary qubits, the depth of the circuit

can be reduced to 21735 (about 2.8% of qiskit). For both two

algorithms, the quantum cost of the output circuit is declined

with the growth of the number of ancillary qubits. Despite a

few single points, our experimental results are in good agree-

ment with the theory.

size (Alg.1) depth (Alg.2)

k n #clause #ancillae full round one round full round one round

3 40 170 240 1.8× 10
10 21384 6.2× 10

9 7523

3 80 341 240 4.3× 1016 49522 1.0× 1016 11586

5 40 844 240 4.3× 1011 5.2 ×105 7.6× 1010 92444

5 80 1689 240 1.0× 1018 1.2× 106 1.1× 1017 1.3× 105

7 40 3511 240 3.4× 10
12

4.1× 10
6

6.7× 10
11

8.1× 10
5

7 80 7023 240 7.3× 10
18

8.4× 10
6

9.3× 10
17

1.1× 10
6

TABLE I: The quantum resource estimation for solving

k-SAT problems using Grover’s algorithm, where k = 3, 5, 7.

n is the number of variables. The left 4 columns are the

parameters of the k-SAT problem instance, and the rest

columns show the quantum cost needed to solve the k-SAT

problem via Grover’s algorithm and our synthesis algorithms.

We list the full round cost and the one round cost separately.

Further, we apply our synthesis algorithms to estimate the

quantum resources required for solving k-SAT using Grover’s

algorithm. In [26], they also estimate the quantum resources

required for solving 14-SAT algorithm. To solve a 65 to 78
variables 14-SAT, the number of ancillary qubits used is 1012

to 1014, which is unavailable in NISQ era. Hence, we fix the

number of ancillary qubits as 240, which is more available in

NISQ era. In Grover’s algorithm there is multiple rounds of

Grover iteration. Table I shows the quantum resources needed

for both the full round (reaching the highest success probabil-

ity) and one round execution of Grover iteration. For example,

a random 7-SAT with 80 variables, which is among the most

challenging instances that a classical computer can solve to-

day [30–34], can be solved by using 240 ancillary qubits and

a 7.3× 1018-size quantum circuit via Grover’s algorithm.

DISCUSSION

In this manuscript we design two synthesis algorithms for

the different quantum costs. We first construct a general p-

AND circuit. We design the size-oriented algorithm, which

recursively use p-AND module to construct the circuit for

SAT-oracle. Notice that the ancillary qubits used here could

be dirty, which means this algorithm can use the temporarily

idle qubits. The size of the circuit generated with this algo-

rithm is O(n(km/n)1+c), where c = o(1) is determined by

ℓ. Specially we can reduce the number of ancillary qubits

to O(
√
m) with a constant ratio increase in the size of the

circuit. We also prove a matched lower bound of this prob-

lem using counting method. Further, we propose the depth-

oriented algorithm to reduce the depth of the quantum circuit.

The depth of the circuit generate by depth-oriented algorithm

is O(k log ℓ(mS/ℓ)1+c′), where S = max{k/ log ℓ, 1} and

c′ = o(1) is determined by ℓ. We design several experiments

to evaluate the performance of our algorithm. Finally, we ap-

ply our synthesis algorithms to give an estimate of quantum

costs to solve the SAT problem.

Some interesting open problems left. Can we use the dirty

ancillary qubits to replace the clean ancillary qubits in the syn-

thesis algorithm? Is there some essential difference between

the clean and dirty ancillary qubits in general circuit? Are

there some efficient algorithms that can generate size-optimal

or depth-optimal circuit for any given CNFk
n,m instance?
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NOTATION AND PRELIMINARY

A Boolean formula consists of the variables and logical op-

erations AND, OR, and NOT. In specific, a Conjunction Nor-

mal Form (Disjunctive Normal Form) formula is the AND

(OR) of OR’s (AND’s) of variables or their negations. To

synthesis a CNF (DNF) formula f is to find a quantum cir-

cuit Cf such that for any input x, we have Cf |x〉 |y〉 →
|x〉 |y ⊕ f(x)〉 . X gate, Controlled-NOT gate (CNOT gate),

and Toffoli gate form a universal gate set for Boolean func-

tions oracle. A layer in a quantum circuit is a set of con-

secutive disjoint quantum gates. We use the number of the

elementary gates (CNOT gate and single-qubit gate) and the

number of layers to measure the cost of a quantum circuit.

For convenience, we use the notation CNFk
n,m to denote an

instance of n variables m clauses k-CNF and Sizeℓ(CNF
k
n,m)

to denote the size of the circuit generated by the first algo-

rithm for CNFk
n,m with ℓ ancillary qubits. We may omit the

rounding notation ‘⌊⌋’ for convenience in the manuscript.

A multi-controlled Toffoli gate in quantum circuit can

calculate AND/OR of variables. Denote Tof qt
q1,q2,...,qk

as

the k-controlled Toffoli gate, where the control qubits are

{q1, q2, · · · , qk} and the target qubit is qt. For examples:

Tof qt
q1,q2,··· ,qk |q〉 |c〉 → |q〉

∣

∣c⊕ ∧k
j=1qj

〉

,

(⊗k
j=1Xj)Xqt(Tof

qt
q1,q2,··· ,qk)(⊗

k
j=1Xij ) |q〉 |c〉

→ |q〉
∣

∣c⊕ ∨k
j=1qj

〉

.

THE DETAIL OF GENERAL AND (OR) CIRCUIT

Lemma 1 (general p-AND circuit). For any natural number

p, general p-AND circuit can be implemented with 2p−2 dirty

ancillary qubits, O(p) Toffoli gate and 4 calls of each Oi.

For convenience, let us introduce some notations.

q′i =











qi ⊕ (qi−1 ∧ gi−p+1(x)) 2p− 2 ≥ i ≥ p+ 2

qi ⊕ (q1 ∧ g2(x)) i = p+ 1

qi ⊕ gi(x) p ≥ i ≥ 1

and q′′i = qi ⊕ (∧i−p+1
k=1 gk(x)), i ∈ {p+ 1, p+ 2 · · · 2p− 2}.

Let qt be the target qubit, qat = qt ⊕ (
∧a

k=1 gk(x)), and q′t =
qt ⊕ (qp ∧ gp(x)). Let Qa,b = ⊗b

k=a |qk〉, Q′
a,b = ⊗b

k=a |q′k〉,
and Q′′

a,b = ⊗b
k=a |q′′k 〉. The number of dirty ancillary qubits

ℓ = 2p− 2.

Proof. Using Toffoli gate can easily merge the information

stored in the qubits. However if the information is stored in

the oracle, we need to apply the oracle in some qubits at first.

The information stored in the qubits will influence the result.

Hence, we add additional operation to eliminate the dirty in-

formation. We firstly divide the C into 2 sub-circuit: merge

stage C2 and restore stage C1. The construct of quantum cir-

cuit C1 contains 2p−3 steps. These steps can be divided into 3

phases : Up phase, Top phase and Down phase. The Up phase

first store the information about qp+1−i and oracle Op+1−i at

qubit q2p−1−i. The Top phase then merge the information

about O1 and O2. In the Down phase, we merge the all the

information store in the Oi. Notice the dirty information is

added twice under F2. Finally in C2 we repeat step 2 to step

2p− 4 to restore the ancillary qubits.

1. Up phase: In this phase, we add the information in the

ancillary qubits to corresponding qubits, which can help

to eliminate unexpected information. There are 3 parts

in step i ∈ [p − 2]. The details of each part are shown

as follows.

(a) In step i.1, as well as step i.3, corresponds to a

Toffoli gate. The control qubits are qp+1−i and

q2p−1−i. When i = 1, the target qubit is qt, other-

wise the target is q2p−i.

(b) In step i.2, we call the Op+1−i at qp+1−i.

At the begining, the state is at the

Q1,ℓ |qt〉

After step 1.1, we apply an Toffoli gate to store the dirty

information stored in the dirty ancillary qubits qp+1 and

q2p. Then the state transfer to

Q1,ℓ |qt ⊕ (qp ∧ q2p−2)〉 .

Then, we apply an Op+1 at the qubit qp+1. This step

add the information of the oracle into the qubits. The

state after step 1.2 becomes

Q1,p−1Q
′
p,pQp+1,2p−2 |qt ⊕ (qp ∧ q2p−2)〉 .

Finally in step 1.3, we use a Toffoli gate to add the in-

formation to the target qubit and some dirty information

has been eliminated. The state after step 1 is

Q1,p−1Q
′
p,pQp+1,2p−2 |q′t〉 .

http://arxiv.org/abs/2101.05430v2
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Same to the analyze in the step 1, the state before the

step i.1 is

Q1,p−i+1Q
′
p−i+2,pQp+1,2p−iQ

′
2p−i+1,2p−2 |q′t〉 .

After step i.3, the state transfer to

Q1,p−iQ
′
p−i+1,pQp+1,2p−i−1Q

′
2p−i,2p−2 |q′t〉 .

2. Top phase: In this phase, we implement a circuit that

merges two clauses and stores the result in an ancillary

qubit. There are seven parts in step p − 1. The details

of each part are shown as follows.

(a) In steps (p − 1).j, j ∈ {1, 3, 5, 7}, the operation

are the same. Each step corresponds to a Toffoli

gate. The control qubits of Toffoli gate is q1 and

q2, and the target qubit is qp+1.

(b) In steps (p − 1).2, as well as p.6, we call the O2

at q2.

(c) In steps (p− 1).4, we call the O1 at q1.

The step from (p − 1).1 to (p − 1).3 are similar to the

step in Up phase. The state after step (p− 1).3 is

|q1〉Q′
2,2p−2 |q′t〉

The step (p− 1).4 just apply an Oracle O1. So the state

is Q′
1,2p−2 |q′t〉.

The step from (p − 1).5 to (p − 1).7 restore the qubit

2 and store the g1 ∧ g2(x) without dirty information in

qubit p+1. The equation below only focus on the qubits

q1, q2 and qp+2.

|q′1〉 |q′2〉
∣

∣q′p+1

〉

(p−1).5−−−−−→|q′1〉 |q′2〉
∣

∣q′p+1 ⊕ ((q1 ⊕ g1(x)) ∧ (q2 ⊕ g2(x)))
〉

(p−1).6−−−−−→|q′1〉 |q2〉
∣

∣q′p+1 ⊕ ((q1 ⊕ g1(x)) ∧ (q2 ⊕ g2(x)))
〉

(p−1).7−−−−−→|q′1〉 |q2〉
∣

∣q′p+1 ⊕ ((q1 ⊕ g1(x)) ∧ g2(x))
〉

= |q′1〉 |q2〉 |qp+1 ⊕ (g1(x) ∧ g2(x)).〉

3. Down phase: In this phase, we merge all the clauses

in the ancillary qubits. With the help of Up phase, the

target qubit stores the value of input CNF. There are 3

parts in step i ∈ {p, p+ 2, · · · , 2p− 3} .

(a) Step i.1, as well as step i.3, corresponds to a Tof-

foli gate. The control qubits are qi−p+3 and qi+1.

When i = 2p− 3, the target qubit is qt, otherwise

the target is qi+2.

(b) In step i.2, we call the Oi−p+3 at qi−p+3.

The analyse is similar to the step (p− 1).5 to (p− 1).7.

In each step, we restore a qubit i − p+ 3 and store the

correct information in qubit qi+3.

After the C1, the state is

|q′1(x)〉Q2,pQ
′′
p+1,2p−2 |qt ⊕ f(x)〉 .

What we need to do is repeating the steps from 2 to 2p− 4 to

restore the ancillary qubits.

Totally, we use at most 8p− 12 Toffoli gates and call each

Oi at most four times. In the merge stage, each step except

step p contain 2 Toffoli gates. The total number of Toffoli

gates in merge stage is 2(2p− 3− 1)+4 = 4p− 4. Similarly,

we use 4p−8 Toffoli gates in restore stage. So we use at most

8p − 12 Toffoli gates in p-AND circuit. In each stage, each

oracle Oi is called at most 2 times. So each Oi is called at

most 4 times in the p-AND circuit.

Corollary 1. By adding X gates when we call the O and

adding X gates at target qubit, we can construct a circuit C
for function f(x) =

∨

gi(x).

SIZE-ORIENTED SYNTHESIS ALGORITHM

This section will introduce how to use the general p-AND

circuit to construct the circuit for SAT-Oracle.

Lemma 2. Any n variables m clauses k-CNF f ∈ CNFk
n,m

can be implemented by O(km1+logℓ/2+1 4)-size quantum cir-

cuits C with ℓ ancillary qubits.

Proof. We divide the clauses in CNF into p = ⌊ℓ/2⌋ + 1
sub-blocks recursively until in each blocks only one clause

or less. An oracle O for a single clause can be realized by a

k-controlled Toffoli gate and several X gate, where k is the

width of the clause, which means Size0(CNF
k
n,1) = O(k).

Lemma 1 shows that we can construct a circuit to calculate

the AND(OR) of some sub-function. By recursively using the

general p-AND/OR circuit, we can finally construct the circuit

for any given CNF. In each recursion we need O(ℓ) elemen-

tary gates and call 4p sub-blocks oracle.

The total quantum cost is Sizeℓ(CNF
k
n,m) =

4pSizeℓ(CNF
k
n,m/p) + 4ℓ. Notice that Sizeℓ(CNF

k
n,1) ≤

Size0(CNF
k
n,1) = O(k). Solving this recursion formula, we

have that Sizeℓ(CNFk
n,m) = O(km1+logℓ/2+1 4).

Ancillary qubits used in this section are dirty ancillary

qubits, which means we can use the unused input qubits as

ancillary qubits. In a t (t ≤ n−nǫ

k ) clauses CNF formula,

at most kt variables is used in this CNF formula. To gen-

erate such a CNF formula, we can regard other input qubits

as ancillary qubits, which means Size0

(

CNFk
n,n−nǫ

k

)

=

Sizenǫ

(

CNFk
n,n−nǫ

k

)

= O(n). This idea can improve the up-

per bound that Sizeℓ(CNFk
n,m) = O

(

n
(

km
n−nǫ

)1+logℓ+1 4
)

.

Then the upper bound is proved.

If the ancillary qubits are clean, which means the initial

state of ancillary qubits are |0〉 at the beginning, the outer-

most recursive circuit can be improved. We can merge ℓ terms
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Merge stage Restore stage

|x〉 /

Oq3
3 Oq2

2 Oq1
1 Oq2

2 Oq3
3

❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴

Oq2
2 Oq1

1 Oq2
2 3-AND

|x〉
❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴

|q1〉 • • • • • • • • |q1〉

|q2〉 • • • • • • • • = |q2〉

|q3〉 • • • • |q3〉

|q4〉 • • • • |q4〉

|qt〉
∣

∣qt ⊕ ∧3
1gi(x)

〉

Step: 1.1 1.2 1.3 2.1 2.2 2.3 2.4 2.5 2.6 2.7 3.1 3.2 3.3 2.1 2.2 2.3 2.4 2.5 2.6 2.7

Phase: Up phase Top phase Down phase Top phase

FIG. 1: A example of general 3-AND circuit.

into one in the outer-most recursion. This optimization will

reduce the quantum cost by about half.

Approximate Toffoli gate consists of 3 CNOT gates and

four single-qubit gates. Like the Toffoli gate, approximate

Toffoli gate can implement AND/OR gate in the quantum cir-

cuit, with an additional change over control qubit. Using ap-

proximate Toffoli to synthesize Toffoli gate can reduce the

quantum cost of m-control Toffoli gate.

When the number of ancillary qubits is small, we can use

the circuit shown in Figure 2 to replace the circuit in Figure 1.

The recursive circuit shown in Figure 2 can merge ℓ functions,

rather than ℓ/2 functions shown in the previous discussion, in

one recursion.

Choosing these optimizations can help us synthesize CNF

with less quantum cost.

DEPTH-ORIENTED SYNTHESIS ALGORITHM

To further reduce the depth of the circuit, we need to par-

allelize our construct algorithm. In the size-oriented synthesis

algorithm, each sub-block is implemented one by one. So we

try to use some of the ancillary qubits, which are clean, to

parallelize the circuit.

The framework of the depth-oriented synthesis algorithm

is similar to the algorithm described in the size-oriented syn-

thesis algorithm. Different from the size-oriented synthe-

sis algorithm, we divide the ancillary qubits into 3 regis-

ters: qmem, qdirty, qclean. The size of these 3 registers are
(S−1)ℓ
S+1 , ℓ

S+1 ,
ℓ

S+1 , where S = max{ k
log ℓ , 1}. We run the re-

cursive procedure by using qdirty as ancillary qubits. The only

difference lies in the inner-most recursion of our algorithm.

We use all the ancillary qubits to synthesize ℓ
S+1 clauses in

parallel.

The inner-most recursion of our circuit is shown in Figure

3. There are four stages in the inner-most recursion: Copy

stage, Clause stage, Merge stage, and Reset stage.

For convenience, let CO, CL,ME ,RE to denote the Copy

stage, Clause stage, Merge stage and Reset stage, respec-

tively. After these 4 stages, we synthesize a f =
∧⌊ℓ/S⌋

j=1 Cj ∈
CNFk

n,⌊ℓ/S⌋ to the target qubit. Without loss of generality, let

⌊ℓ/S⌋ is a even.

In the Copy stage CO, we copy the information of input

qubits to the qmem register.

CO |x〉 |0〉 |q〉 |0〉 |qt〉 → |x〉 (⊗i |xi〉⊗ti) |q〉 |0〉 |qt〉 , (1)

where the number ti is determined by the input Boolean func-

tion. The depth of Copy stage is log2(maxi ti) = O(log ℓ).
In the Clause stage, we use the information in the qmem

register and input qubits to synthesize clauses in parallel. The

result is stored in the first half of qclean register.

CL |x〉 (⊗i |xi〉⊗ti) |q〉 |0〉 |qt〉

→ |x〉 (⊗i |xi〉⊗ti) |q〉
(

⊗⌊ℓ/2S⌋
i=1 |C2i−1 ∧C2i〉

)

|qt〉 .

We can synthesizeO(ℓ/k) terms withO(k)-depth circuit. The

total depth of Clause stage is O(k log ℓ).
In the merge stage, we merge all the clauses stored in the

qclean to the target qubit.

ME
(

⊗⌊ℓ/2S⌋
i=1 |C2i−1 ∧ C2i〉

)

|qt〉

→
(

⊗⌊ℓ/2S⌋
i=1 |C2i−1 ∧ C2i〉

)

|qt ⊕ f(x)〉 .

A Toffoli gate can merge two CNF formulae on a clean ancil-

lary qubit. To merge ℓ/2(S + 1) CNF formulae, the depth of

merge stage is O(log(ℓ/2(S + 1))) = O(log l).
We repeat the Copy stage and the Clause stage to reset all

the ancillary qubits in the reset stage.

RE |x〉 (⊗i |xi〉⊗ti) |q〉
(

⊗⌊ℓ/2S⌋
i=1 |C2i−1 ∧ C2i〉

)

|qt ⊕ f(x)〉

→ |x〉 |0〉 |q〉 |0〉 |qt ⊕ f(x)〉 .

We repeat the first two stages, and the depth of the reset stage

is O(k log ℓ).
The depth of inner-most recursion circuit is O(k log ℓ).

In the inner-most recursion, ℓ/S clauses can be syn-

thesized in parallel. We use Depth′ℓ(f) to denote the

depth of the circuit, obtained by the algorithm described

in this section, to synthesize f with ℓ ancillary qubits.

Depth′ℓ(CNF
k
n,ℓ/S) = O(k log ℓ). Combine with the recur-

rence formula in the previous section: Depth′ℓ(CNF
k
n,m) =

2ℓ
(S+1)Depth′ℓ(CNF

k
n,2m(S+1)/ℓ). Then we have:

Depth′ℓ(CNF
k
n,m) = O

(

k log ℓ

(

mS

ℓ

)1+logℓ/S 4
)

.
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|x〉

Fq3
a3,b

Fq2
a2,b2

Fq1
a,b1

Fq2
a2,b2

Fq3
a3,b

Fq2
a2,b2

Fq1
a,b1

Fq2
a2,b2

|x〉

|q1〉 • • • • • • • • |q1〉

|q2〉 • • • • • • • • |q2〉

|q3〉 • • • • • • • • |q3〉

|qt〉 |qt ⊕ f〉

FIG. 2: When the number of ancillary qubits is small, another synthesis circuit for the CNF formula. Here f ∈ CNFk
n,(b−a).

|x〉 /
Copy

Clause
Reset

|x〉

qmem, |0〉 / |0〉

qdirty, |q〉 / |q〉

qclean, |0〉 /
Merge

|0〉

|qt〉 |qt〉

FIG. 3: The inner-most recursion of algorithm. The ancillary qubits are divide into 3 registers: qmem, qdirty, qclean, where the

size of these registers are
(S−1)ℓ
S+1 , ℓ

S+1 ,
ℓ

S+1 , respectively.

Circuit lower bound for CNF synthesis

We will prove that there exists a k-CNF with m clauses

which need Ω(km) size of quantum circuits to approximate it

with any error ε <
√
2
2 , as depicted in Theorem 1. To obtain

this lower bound, let us first give a lower bound for the number

of different CNFk
n,m.

Lemma 3. There are Ω
(

((nk)
m

)

)

different instances for

CNFk
n,m.

Proof. Note that a CNF formula φ : {T, F}n → {T, F} can

be uniquely represented as a Boolean function fφ : {0, 1}n →
{0, 1}. With a little abuse of symbols, we use the same

symbol to represent the input of CNF formula and the cor-

responding Boolean functions. Let φ = (v1 ∨ · · · ∨ vk) ∧
· · · ∧

(

v(k−1)m+1 ∨ · · · ∨ vkm
)

be a k-CNF formula, where

vi ∈ {x1, . . . , xn,¬x1, . . . ,¬xn}, then it can be represented

as a Boolean function

fφ(x) =



1−
k
∏

j=1

v̄j



 · · ·



1−
k
∏

j=1

v̄(k−1)m+j



 , (2)

where v̄i = 0 iff vi = T and v̄i = 1 iff vi = F , and

the input xi ∈ {0, 1} of fφ is associated with xi ∈ {T, F}
of φ. Let f(x), g(x) be two functions (formulas), we say

f ≡ g if f(x1, · · · , xn) = g(x1, · · · , xn) for any legal in-

put (x1, · · · , xn). Let

L := {v1 ∨ · · · ∨ vk|vi ∈ {¬x1, . . . ,¬xn}, vi 6= vj for i, j ∈ [k]}

be the set of all clauses with k-variables, where xj ∈ {T, F},

and ¬xj are the negations of xj . Let a set of k-CNF formulas

be

A := {φ|φ = l1 ∧ · · · ∧ lm, li ∈ L, li 6= lj , for i 6= j ∈ [m]}.

We would like to show the size of A is size(A) =
((nk)

m

)

. i.e.,

any two different formulasφ1 = l1∧. . .∧lm, φ2 = l′1∧. . .∧l′m

such that there exists j ∈ [m], lj 6= l′j , we have φ1 6≡ φ2. By

contradiction, suppose φ1 ≡ φ2, then fφ1(x) ≡ fφ2(x). Let

gφ(x) satisfies deg(g) = k be the summations of all degree-k
terms of fφ(x). By the definition of fφ(x) in Equation (2) and

the fact that v̄2j = v̄j ,

gφ(x) = −
m−1
∑

j=0

v̄jk+1 · · · v̄j(k+1).

Since fφ1(x) ≡ fφ2(x), then deg(fφ1 − fφ2) = 0, i.e.,

gφ1(x) ≡ gφ2(x). Let v̄1 · · · v̄k be one term of gφ1(x). For

a given input x = (x1, . . . , xn) such that xi = 1 when

xi ∈ {v̄1, . . . , v̄k} and xi = 0 otherwise. It is easy to check

gφ2(x) = 1 iff x1 · · ·xk is one term of the function gφ(x).
Hence v̄1 · · · v̄k is also a term of gφ2(x). Without loss of gen-

erality, each term l̄j = v̄jk+1 · · · v̄j(k+1) ∈ gφ1 , l̄j ∈ gφ2 at

the same time. Therefore φ1 = φ2, contrary with the fact that

φ1, φ2 are two different formulas in A.

Theorem 1. There exists a CNFk
n,m, any quantum circuits

approximating it with error ε <
√
2
2 needs size Ω (km).

Proof. Let U ∈ C4×4 be a two qubit gate, and the δ-

discretization of the (j, k)-th element Ujk be U δ
jk = δ⌊a/δ⌋+

iδ⌊b/δ⌋, where Ujk = a + ib. Then we have
∥

∥U − U δ
∥

∥

2
<

2δ. There are at most
(

2
δ

)32
different δ-discretizations U δ for

the infinite continuous U in the space by its definition.

In the following, we prove that any two different instances

in A do not share any common δ-discretization. Hence, we

can use the counting method to give a lower bound of the cir-

cuit size.

Let AG, AH be the quantum circuit representations of two

different instances in A. Let s be the maximum size of all

the unitaries related to AG and AH . By the fact that the uni-

tary U ∈ C2n×2n has a s-size quantum circuit, the following
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|x〉 /

G
p2i−1

2i−1 Gp2i
2i

G
p2i−1

2i−1 Gp2i
2i

|x〉

qmem, |x′〉 / |x′〉

|p2i−1〉 • • • • |p2i−1〉

|p2i〉 • • • • |p2i〉

|qi〉 |qi ⊕ (C2i−1 ∨ C2i)〉

FIG. 4: The Clause stage in the inner-most recursion of algorithm. The qdirty and qclean registers are divided into ℓ/2S parts.

Here we show the i-th part of Clause stage, where we synthesize a two clauses function. Different part of Clause is running in

parallel. Operator Gqt
j generate a clause Cj on the target qubit qt, Gqt

j |x〉 |qt〉 → |x〉 |qt ⊕ Cj(x)〉 .

inequalities

∥

∥AG −Aδ
G

∥

∥ < 2sδ ≤ ε,
∥

∥AH −Aδ
H

∥

∥ < 2sδ ≤ ε,

hold when δ = ε
2s , and ε <

√
2
2 . Combined with the fact that

‖AG −AH‖ =
√
2, we have Aδ

G 6= Aδ
H .

Hence, any two different instances in A have different δ-

discretization. There are Ω
(

((nk)
m

)

)

different instances for k-

CNF with m-clause by Lemma 3 in main file. By the fact

that the number of different instances is upper bounded by the

number of δ-discretization of quantum circuits,

(
(

n
k

)

m

)

≤
(

(

2

δ

)32

· n
)s

. (3)

Since
(

n
k

)

= Ω((n/k)k) for any k. Then

(
(

n
k

)

m

)

= Ω

((

(

n
k

)

m

)m)

= Ω

((

nk

kkm

)m)

.

By inequality 3, we have s = Ω(km) when k = o(n). When

k = cn for constant c < 1, by Stirling’s formula,
(

n
k

)

=
Ω(2an) for some constant a < 1. Hence,

(
(

n
k

)

m

)

= Ω

((

2an

m

)m)

,

combined with inequality (3) give us s = Ω(km) when k =
cn for constant c < 1. This implies the lower bound also holds

for any k < n for general k-CNF.


