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#### Abstract

Maximum likelihood is one of the most widely used techniques to infer evolutionary histories. Although it is thought to be intractable, a proof of its hardness has been lacking. Here, we give a short proof that computing the maximum likelihood tree is NP-hard by exploiting a connection between likelihood and parsimony observed by Tuffley and Steel.


## 1 Introduction

In a seminal work, Neyman [8] applied the maximum likelihood methodology to the problem of inferring phylogenies from molecular sequences. Since, the many variants of this approach have gained increasing popularity in the systematics literature. This is due in part to the flexibility of the technique in accomodating a variety of models of evolution as well as to good practical performance. Nevertheless, the approach is not without a flaw: it has been observed to be highly demanding computationally. Remarkably, the computational complexity status of the problem has remained elusive. Partial progress was made recently in [1]. Here, we resolve the issue by showing that computing the maximum likelihood tree is NP-hard. Moreover, we show that the log-likelihood is NP-hard to approximate within a constant ratio. Our proof-which is mostly elementary - combines a connection between likelihood and parsimony observed by Tuffley and Steel [9] with a result on the hardness of approximating parsimony obtained by Wareham (10).

A general reference on inferring phylogenies is [6]. For background on NP-completeness and hardness of approximation, refer to [7, 2].

Remark. While writing this paper, Mike Steel brought to our attention that Benny Chor and Tamir Tuller have recently given an independent proof of this result which will appear in RECOMB 2005. Our reduction has the advantage of being short and elementary. It also sheds some more light on the interesting connection between likelihood and parsimony.

## 2 Definitions and Results

The use of maximum likelihood requires the choice of a statistical model of evolution. Here, we consider the simple binary symmetric model generally known as the Cavender-Farris model [3, 5. We are given a tree $T$ on $n$ leaves and probabilities of transition on edges $\mathbf{p}=\left\{p_{e}\right\}_{e \in E(T)} \in[0,1]^{E_{T}}$, where $E(T)$ is the set of edges of $T$ and $E_{T} \equiv|E(T)|$ is the cardinality of $E(T)$. (All trees considered here have no internal vertex of degree 2.) A realization of the model is obtained as follows: choose any vertex as a root; pick a state for the root uniformly at random in $\{0,1\}$; moving away from the root, each edge $e$ flips the state of its ancestor with probability $p_{e}$. Let $[n]$ denote the set of leaves. A character
$\chi$ assigns to each leaf a state in $\{0,1\}$. An extension of $\chi$ is an assignment of states in $\{0,1\}$ to all vertices of $T$ which is equal to $\chi$ on the leaves. The set of all extensions of $\chi$ is denoted $H(\chi)$.

In the Cavender-Farris model, the log-likelihood of $\chi$ on $(T, \mathbf{p})$ is

$$
\begin{equation*}
\mathcal{L}(\chi ; T, \mathbf{p}) \equiv-\ln \mathbb{P}[\chi \mid T, \mathbf{p}]=-\ln \left(\sum_{\hat{\chi} \in H(\chi)} \prod_{(u, v) \in E(T)} p_{e}^{\mathbb{\mathbb { 1 }}\{\hat{\chi}(u) \neq \hat{\chi}(v)\}}\left(1-p_{e}\right)^{\mathbb{1}\{\hat{\chi}(u)=\hat{\chi}(v)\}}\right), \tag{1}
\end{equation*}
$$

where $\mathbb{1}\{A\}$ is 1 if $A$ occurs, and 0 otherwise. The data consists of a set of characters $X=\left\{\chi_{i}\right\}_{i=1}^{k}$. Assuming the characters are independent and identically distributed, the log-likelihood of the data is the sum of the $\log$-likelihood of all characters, viz. $\mathcal{L}(X ; T, \mathbf{p})=\sum_{i=1}^{k} \mathcal{L}\left(\chi_{i} ; T, \mathbf{p}\right)$. The maximum likelihood (ML) problem consists in computing $\left(T^{*}, \mathbf{p}^{*}\right)$ minimizing $\mathcal{L}(X ; T, \mathbf{p})$ over all trees and transition probability vectors.

Contrary to ML, maximum parsimony (MP) is not based on a statistical model. Denote by $\operatorname{ch}(\hat{\chi})$ the number of flips in $\hat{\chi}$, i.e. $\operatorname{ch}(\hat{\chi})=|\{(u, v) \in E(T): \hat{\chi}(u) \neq \hat{\chi}(v)\}|$. Let $l(\chi, T)$ be the smallest number of flips in any extension of $\chi$ on $T$, i.e. $l(\chi, T)=\min _{\hat{\chi} \in H(\chi)} \operatorname{ch}(\hat{\chi})$. The parsimony score of $T$ is then $l(X, T)=\sum_{i=1}^{k} l\left(\chi_{i}, T\right)$. The problem MP consists in finding the tree $T^{* *}$ minimizing $l(X, T)$ over all trees.

A useful connection between ML and MP was noted by Tuffley and Steel in 9]: if one adds sufficiently many constant sites (i.e. $\chi(i)=0, \forall i \in[n])$ to the data and applies the maximum likelihood technique, then one necessarily chooses the most parsimonious tree. This could serve as a basis for a reduction, except that their bounds require an exponential number of constant sites. Our contribution is to show that a polynomial number of sites imposes a weaker relationship between likelihood and parsimony, but that this is sufficient for the following reason. Parsimony is in fact hard to approximate, that is, even the seemingly easier task of obtaining a solution close to optimal is hard. This result is due to Wareham 10 .

We prove the following theorem. We first define the notion of approximation algorithm.
Definition 1 Let $\Pi$ be an optimization problem (minimization). Let I denote an instance of $\Pi$ and $\mathrm{OPT}(I)$, the optimal value of a solution to $I$. For $c>0, a(1+c)$-approximation algorithm for $\Pi$ is a polynomial-time algorithm that is guaranteed to return, for all instance I, a solution with objective value $m$ satisfying $m \leq(1+c) \mathrm{OPT}(I)$.

Theorem 1 There exists a $c>0$ sufficiently small so that there exists no $(1+c)$-approximation algorithm for ML unless $\mathrm{P}=\mathrm{NP}$. In particular, ML is NP-hard.

## 3 Proof

In this section, we prove our main result. The proof follows easily from the following propositions. The first proposition borrows heavily from [9 although we need somewhat tighter estimates. The second proposition follows directly from the work of [10, 4].

Proposition 1 Let $c^{\prime}>c>0$ be constants. If there is a $(1+c)$-approximation algorithm for $M L$ then there is a $\left(1+c^{\prime}\right)$-approximation algorithm for $M P$.

Proposition $2([\mathbf{1 0}, 4])$ There exists a $c^{\prime}>0$ sufficiently small so that there is no $\left(1+c^{\prime}\right)$-approximation algorithm for MP unless $\mathrm{P}=\mathrm{NP}$.

As in [9, the reduction from MP to ML consists in adjoining a large number of constant sites to the data. Let $\varepsilon>0$ be a small constant and $M=\max \{n, k\}$. Fix $N_{c}=M^{1 / \varepsilon}$. Denote by $X_{0}=\left\{\chi_{i}\right\}_{i=1}^{k+N_{c}}$ the set $X$ augmented with $N_{c}$ constant characters (say all-0 characters). Let $N_{0}$ be the number of
constant characters in $X$ and, for all $\chi$, let $N_{\chi}$ be the number of characters equal to $\chi$ in $X$. Also, for $\mathbf{p} \in[0,1]^{E_{T}}$ let $f_{\chi}=\mathbb{P}[\chi \mid \mathbf{p}, T]$ and $f_{0}=\mathbb{P}[\chi$ is constant $\mid \mathbf{p}, T]$. We make three claims, from which Proposition 1 follows.
Claim 1 Let $p_{e}=q=\frac{l(X, T)}{E_{T}\left(k+N_{c}\right)}$, for all $e \in E(T)$. Then $-\frac{\ln \mathbb{P}\left[X_{0} \mid \mathbf{p}, T\right]}{\ln \left(k+N_{c}\right)} \leq(1+2 \varepsilon) l(X, T)$, for $n$ large enough.
Proof: Note that, by a calculation identical to (9, Lemma 5],

$$
\ln f_{\chi}=\ln \left(\sum_{\hat{\chi} \in H(\chi)} q^{\operatorname{ch}(\hat{\chi})}(1-q)^{E_{T}-\operatorname{ch}(\hat{\chi})}\right) \geq \ln \left(q^{l(\chi, T)}(1-q)^{E_{T}}\right) \geq l(\chi, T) \ln q-E_{T}\left(q+2 q^{2}\right),
$$

for $n$ large enough so that $N_{c}>2 E_{T}$, where we have used a standard Taylor expansion. Then, as in (9, Lemma 5] again,

$$
\begin{aligned}
-\frac{\ln \mathbb{P}\left[X_{0} \mid \mathbf{p}, T\right]}{\ln \left(k+N_{c}\right)} & =-\frac{1}{\ln \left(k+N_{c}\right)} \ln \left(f_{0}^{N_{0}+N_{c}} \prod_{\chi \neq 0} f_{\chi}^{N_{\chi}}\right) \\
& \leq \frac{1}{\ln \left(k+N_{c}\right)}\left(\left(k+N_{c}\right) E_{T}\left(q+2 q^{2}\right)-l(X, T) \ln q\right) \\
& =l(X, T)\left(1+\frac{\ln E_{T}-\ln l(X, T)}{\ln \left(k+N_{c}\right)}+\frac{1}{\ln \left(k+N_{c}\right)}\left(1+2 \frac{l(X, T)}{E_{T}\left(k+N_{c}\right)}\right)\right)
\end{aligned}
$$

which is less than $(1+2 \varepsilon) l(X, T)$ for $n$ large enough.
Claim 2 For all $\mathbf{p} \in[0,1]^{E_{T}}$ such that $-\frac{\ln \mathbb{P}\left[X_{0} \mid \mathbf{p}, T\right]}{\ln \left(k+N_{c}\right)} \leq l(X, T)$, one has $p_{e} \leq \bar{p}, \forall e \in E(T)$, with $\bar{p} \equiv \frac{l(X, T) \ln \left(k+N_{c}\right)}{N_{c}}$.
Proof: Assume edge $e$ is such that $p_{e}>\bar{p}$. Take any two leaves $u, v$ joined by a path going through $e$. As observed in 9, Formula (11)], the probability that $\chi(u) \neq \chi(v)$ is at least $p_{e}$. In particular, the probability that a character is constant is less than $1-p_{e}$ and $-\ln f_{0} \geq-\ln \left(1-p_{e}\right) \geq p_{e}$. Therefore,

$$
-\frac{\ln \mathbb{P}\left[X_{0} \mid \mathbf{p}, T\right]}{\ln \left(k+N_{c}\right)}=-\frac{1}{\ln \left(k+N_{c}\right)} \ln \left(f_{0}^{N_{0}+N_{c}} \prod_{\chi \neq 0} f_{\chi}^{N_{\chi}}\right) \geq-\frac{1}{\ln \left(k+N_{c}\right)}\left(\ln f_{0}^{N_{c}}\right)>l(X, T),
$$

by $p_{e}>\bar{p}$. This contradicts the assumption.
Claim 3 For all $\mathbf{p} \in[0,1]^{E_{T}}$, we have $-\frac{\ln \mathbb{P}\left[X_{0} \mid \mathbf{p}, T\right]}{\ln \left(k+N_{c}\right)} \geq(1-5 \varepsilon) l(X, T)$ for $n$ large enough.
Proof: For this proof, we need a better estimate than [9, Lemma 6]. From Claim [2 the result holds whenever $\max _{e} p_{e}>\bar{p}$. Therefore, we can assume that for all $e \in E(T), p_{e} \leq \bar{p}$. Then,

$$
f_{\chi} \leq \sum_{\hat{\chi} \in H(\chi)} \bar{p}^{\operatorname{ch}(\hat{\chi})} \leq \sum_{\alpha=0}^{E_{T}-l(\chi, T)}\binom{E_{T}}{\alpha+l(\chi, T)} \bar{p}^{\alpha+l(\chi, T)} \leq \sum_{\alpha=0}^{E_{T}-l(\chi, T)}\left(E_{T} \bar{p}\right)^{\alpha+l(\chi, T)} \leq E_{T}\left(E_{T} \bar{p}\right)^{l(\chi, T)},
$$

when $n$ is large enough so that $\bar{p}<1 / E_{T}$. For constant sites, we use the trivial bound $f_{0} \leq 1$. Therefore,

$$
\begin{aligned}
-\frac{\ln \mathbb{P}\left[X_{0} \mid \mathbf{p}, T\right]}{\ln \left(k+N_{c}\right)} & \geq-\frac{1}{\ln \left(k+N_{c}\right)}\left(\sum_{\chi \neq 0} N_{\chi} \ln \left(E_{T}\left(E_{T} \bar{p}\right)^{l(\chi, T)}\right)\right) \\
& \geq \frac{l(X, T)}{\ln \left(k+N_{c}\right)}\left(\ln N_{c}-\ln \left(E_{T} l(X, T) \ln \left(k+N_{c}\right)\right)-\frac{1}{l(X, T)} \sum_{\chi \neq 0} N_{\chi} \ln E_{T}\right)
\end{aligned}
$$

which is at least $l(X, T)(1-5 \varepsilon)$ for $n$ large enough.
Proof of Proposition [1 Let $T^{*}$ be a maximum likelihood tree with corresponding edge probabilities $\mathbf{p}^{*}$, and $T^{* *}$, be a maximum parsimony tree. Assume we have a polynomial-time algorithm which is guaranteed to return a tree $T^{\prime}$ and edge probabilities $\mathbf{p}^{\prime}$ such that

$$
-\ln \mathbb{P}\left[X_{0} \mid T^{\prime}, \mathbf{p}^{\prime}\right] \leq(1+c)\left(-\ln \mathbb{P}\left[X_{0} \mid T^{*}, \mathbf{p}^{*}\right]\right)
$$

Then the claims above and the optimality of $T^{*}$ imply that, if $\mathbf{p}^{* *}$ is chosen as in Claim $\mathbb{1}$

$$
\begin{aligned}
l\left(X, T^{\prime}\right) & \leq \frac{1}{1-5 \varepsilon}\left(\frac{-\ln \mathbb{P}\left[X_{0} \mid T^{\prime}, \mathbf{p}^{\prime}\right]}{\ln \left(k+N_{c}\right)}\right) \leq \frac{1+c}{1-5 \varepsilon}\left(\frac{-\ln \mathbb{P}\left[X_{0} \mid T^{*}, \mathbf{p}^{*}\right]}{\ln \left(k+N_{c}\right)}\right) \\
& \leq \frac{1+c}{1-5 \varepsilon}\left(\frac{-\ln \mathbb{P}\left[X_{0} \mid T^{* *}, \mathbf{p}^{* *}\right]}{\ln \left(k+N_{c}\right)}\right) \leq \frac{(1+c)(1+2 \varepsilon)}{1-5 \varepsilon} l\left(X, T^{* *}\right)
\end{aligned}
$$

which is less than $\left(1+c^{\prime}\right) l\left(X, T^{* *}\right)$ for $\varepsilon$ small enough.
Proof of Proposition [2; Wareham [10, Theorem 45 Part 3.] gives a reduction from vertex cover with bounded degree $B(B-\mathrm{VC})$ to maximum parsimony. (Wareham actually defines MP as a Steiner tree problem on the Hamming cube $\{0,1\}^{k}$ but the correspondence with our definition is straightforward.) The reduction is such that the existence of a $\left(1+c^{\prime}\right)$-approximation algorithm for maximum parsimony implies the existence of a $\left(1+2 B c^{\prime}\right)$-approximation algorithm for $B-\mathrm{VC}$. By [4], for a sufficiently large $B$, there is no 1.16 -approximation algorithm for $B$ - VC unless $\mathrm{P}=\mathrm{NP}$.
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