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Abstract

In general, a single thresholding technique is developed or enhanced to separate foreground 

objects from background for a domain of images. This idea may not generate satisfactory results 

for all images in a dataset, since different images may require different types of thresholding 

methods for proper binarization or segmentation. To overcome this limitation, in this study, we 

propose a novel approach called “super-thresholding” that utilizes a supervised classifier to decide 

an appropriate thresholding method for a specific image. This method provides a generic 

framework that allows selection of the best thresholding method among different thresholding 

techniques that are beneficial for the problem domain. A classifier model is built using features 

extracted priori from the original image only or posteriori by analyzing the outputs of thresholding 

methods and the original image. This model is applied to identify the thresholding method for new 

images of the domain. We performed our method on protein crystallization images, and then we 

compared our results with 6 thresholding techniques. Numerical results are provided using 4 

different correctness measurements. Super-thresholding outperforms the best single thresholding 

method around 10%, and it gives the best performance for protein crystallization dataset in our 

experiments.
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I. Introduction

One of the widely used region-based segmentation approaches is image thresholding [1]. In 

image thresholding, a grayscale image is converted into a black-and-white image, and it is 

commonly used in many real time systems such as surveillance systems, medical images, 

biological images, etc. It reduces the computational load of the systems, since a pixel can be 

represented with one bit in binary images. In addition, it is fast, easy to implement, and 

generates acceptable results for many applications. However, there is not an optimal solution 
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that works for all cases, and choosing an invalid threshold value may yield incorrect binary 

image leading incorrect segmentation. There is a great deal of thresholding techniques 

proposed in the literature for different domains and types of images. This paper does not 

intend to mention all these methods. Sezgin et al. [2] provide detailed comparison of the 

thresholding techniques.

It is desirable that the thresholding method is sound and complete. In this context, soundness 

indicates that the output of the method for a sample image should be acceptable and good, 

while completeness indicates that the method should generate acceptable results for all 

images in the domain. A method that has a lower precision on some images but generates 

acceptable results for all images may be preferred to a method that generates precise results 

for the majority but fails even for a few images in the set. Therefore, we should not only 

check the accuracy of thresholding, but we should also consider whether the method is 

complete or generates less number of improper thresholded images.

A. Protein Crystallization Images

Protein crystallization is a critical approach to understand the functionality and the structure 

of a particular protein [3]. The images of protein solutions are acquired and it is very 

important to detect well-shaped crystals (see Section III-A) since they provide important 

information about the structure.

Since the shapes of crystals are important for determining the usability of crystals for further 

analysis, proper segmentation is critical. Moreover, image segmentation and thresholding 

may help to determine the phase of a protein image in automated systems. We studied 

thresholding techniques that have been proposed mostly in the last decade for protein 

crystallization imagery. Usually, crystal images are expected to have distinguishable features 

such as high intensity, sharp clear edges, and proper geometric shapes. However, in some 

cases, these features may not be dominant due to focusing or reflection problems even if 

there is a protein crystal in the image [4]. Therefore, a single type of thresholding technique 

may not provide an informative binary image for classifying images. Moreover, binary 

images may lose some important information or it may keep some unnecessary information 

leading to incorrect classification. For example, incorrect thresholding method may not 

detect a blurred crystal in an image. In our previous work [5], we used three thresholding 

techniques (Otsu’s threshold, 90th percentile green intensity threshold, and max green 

intensity threshold) together to classify protein crystallization images not to lose any 

informative feature. All these binary images were used regardless whether they were proper 

or not. However, when we include features of these three binary images, we may also 

include unnecessary features that may yield incorrect classification for some of the samples.

We have also tried each of these thresholding techniques one at a time and we have noticed 

that there is at least one thresholding technique that works for a sample image in general. 

However, there is no single consistent technique that works for all images. This leads to the 

idea to construct a system that selects proper thresholding method for a specific sample. In 

this way, our system may not be bound to limitations of a single thresholding technique.
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In summary, protein crystallization images is a challenging problem domain for thresholding 

due to following reasons:

1. No single thresholding technique works for all images in our protein 

crystallization image dataset,

2. Since images are collected from different phases of protein crystal growth, 

crystals may have varying sizes, shapes, and intensities,

3. The sizes and the number of crystals may vary,

4. Images may be captured under different illuminations, and

5. Since crystals may have 3D shapes or they may appear at different depths from 

the camera, some crystals may be blurred or out of focus.

B. Our Approach

In this paper, we explore whether thresholding can benefit from supervised learning 

algorithms, and we propose a supervised thresholding methodology that selects the best 

thresholding technique for a particular image using a classifier. Since our method uses 

supervised learning, we call our method as “super-thresholding.” Super-thresholding has two 

different feature extraction approaches to select the thresholding method: priori and 

posteriori. In priori feature extraction approach, features are extracted from original images 

only. In posteriori feature extraction approach, we first apply different thresholding methods 

to original images. Then, we map the thresholded image to the original image to extract 

some features from foreground, background and borders of the regions. Once the features 

are ready, we train the classifier by these features to select the best thresholding method. Our 

technique tries to select the most informative and reliable thresholding method for each 

protein crystal image. This approach provides a generic framework for a set of thresholding 

techniques that are suitable for the domain. In this paper, our method has been compared to 

6 different global and local thresholding methods.

This research uses protein crystallization image dataset provided by iXpressGenes, Inc. 

Protein images are categorized into three main groups (noncrystals, likely-leads, and 

crystals). Each group has its own specific characteristics that need to be considered 

independently. In this paper, we focus on only “crystals” and propose a solution to select the 

best thresholding technique for each crystal image.

The contributions of our work can be briefly listed as follows:

1. We show that supervised learning methods can be used for thresholding images 

and introduce our super-thresholding methodology,

2. We apply super-thresholding on protein crystallization images and compare with 

other thresholding algorithms,

3. We compare both priori and posteriori feature extraction approach of super-

thresholding on protein crystallization images, and
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4. We show that super-thresholding can be used for developing sound (generates 

acceptable result for an image) and complete (generates acceptable results for all 

images) thresholding frameworks.

The rest of the paper is presented as follows. Section 2 provides information about the 

thresholding background and related work. Our dataset and image binarization techniques 

that are used in the experiments are described in Section 3. Super-thresholding method is 

explained in depth in Section 4. Experimental results are provided in Section 5. Finally, our 

paper is concluded with the last section.

II. Related Work

There has been significant research on image thresholding and segmentation techniques. The 

thresholding techniques can be roughly categorized as local thresholding and global 

thresholding. In global thresholding, a single threshold is used for all pixels in the image. In 

local thresholding, the threshold value may change based on the local spatial properties 

around a pixel.

Global thresholding generally depends on maximizing variances [6], [7] or entropy [8], [9], 

[10] between the classes and minimizing the error within the classes. In addition, it does not 

use spatial information in an image [11]. Generally, the global thresholding techniques 

benefit from the histogram peaks of the intensities of the image. If there are two distinctive 

peaks in the histogram of the intensities, finding the optimal threshold value turns out to be 

straightforward. However, there are some cases where we cannot obtain two separate peaks 

in the histogram. In such cases, thresholding by iterative partitioning might be a good 

solution [12], [13].

Unlike global thresholding, local thresholding uses spatial features of a neighborhood in an 

image [14], [15], [16], [17], [18]. Although local thresholding techniques look more generic 

and superior to global thresholding, tuning parameters, partitioning the image, and the time 

complexity are some issues to be considered [17]. First, parameters of non-automated local 

thresholding techniques are required to be set by the user for images taken under different 

conditions. Second issue about local thresholding is that it may classify background pixel as 

object pixel for poorly illuminated images, even though there is no object in the sub-image. 

For example, Niblack (1985) calculates the threshold value of each pixel using the mean and 

standard deviation of its rectangular neighborhood [14]. One of the disadvantages of this 

method is that tuning the size of a neighborhood is not automated. Since small window size 

amplifies the noise and inappropriate window size yields incorrect binarization image, it is 

important to set a proper window size for an image [17].

One of the common research areas where local thresholding is widely used is document 

binarization [19], [15], [20], [21]. It is possible to get improper results when we employ 

document binarization techniques on medical or biological images, since there could be 

some assumptions about background color (e.g., white background) in documents. However, 

they could be used in different domains after some pre-processing.
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Image segmentation methods may also provide promising results for different datasets [22], 

[23], [24], [25]. However, these methods generally take more time compared to thresholding. 

In this paper, we have also studied one of the popular image segmentation methods called 

Pylon [25], which uses a segmentation tree based on pPb edge detector proposed by 

Arbelaez et al. [26]. The major problem about Pylon is that the generation of segmentation 

tree takes significant time, which is not applicable to real-time systems. For an image having 

size 320×240, generating segmentation tree takes around 70 seconds, and Pylon takes 

around 6 seconds on a 2.5Ghz Quad Core 128 GB RAM server. Figure 1 shows results of 

Pylon on a protein image, and the last column shows the results for our super-thresholding. 

As can be seen in Figure 1-d, Pylon has merged two separate crystal objects into a single 

object, and it has classified small crystal regions around the large crystals as background 

regions, which could be very critical for crystallographers. Since this method does not fit 

well for real-time systems, we do not include this method in our experiments.

III. Background

In this section, we firstly provide brief information about protein crystal images. Later, we 

explain the thresholding techniques used in our experiments.

A. Dataset

In this paper, we focused on binarization of the crystal images, which contains 3 types of the 

crystal objects: 2D plates, small 3D crystals, and large 3D crystals. We believe explaining 

protein images would help reader understand the problem domain. However, note that the 

phase information (or category) of the images is not used in our system in any way.

1) 2D Plates—2D plate images have quadrangular shapes, and they may have any size in 

the images. If the objects are out of focus, this makes binarization of these images 

challenging. For some specific cases, it is hard to detect or observe edges of those objects 

due to noise, poor illumination, and focusing problems. Figure 2 a–c shows some sample 

images for this category.

2) Small 3D Crystals—The images in this category generally contain many small objects 

that are distributed throughout the image. The binarization issue about this category is that 

since there are many small objects in the image, it is possible to miss some of the out-of-

focus objects if chosen threshold value is not appropriate for them. Edge sensitive 

thresholding methods also fail, because it is hard to detect edges of those objects due to 

small size. Figure 2 d–f shows some sample images for this category.

3) Large 3D Crystals—High intense background can be observed in these images due to 

light reflection, which causes most of the binarization methods to fail. These bright 

background regions can be incorrectly classified as object regions in the binary images. This 

situation may yield improper binary images for this category. Figure 2 g–i shows some 

sample images for this category.
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B. Image Binarization Methods

In this section, we give brief explanations of the three thresholding methods that are used in 

super-thresholding. Although we have tested more than three methods in our preliminary 

experiments, other methods (i.e., thresholding using component tree (Silva, 2011) [27], 

image segmentation using double local thresholding (Chuang, 2011) [18], edge sensitive 

thresholding [17], thresholding based on iterative partitioning [13], Otsu’s thresholding [6], 

and Pylon [25]) neither generate proper binary images for protein images nor improve super-

thresholding accuracy. Therefore, these methods were not included in our experiments for 

super-thresholding method.

1) 97th Percentile Green Intensity Threshold (g97)—When the green light is used as 

the excitation source for fluorescence based acquisition, the intensity of the green pixel 

component is observed to be higher than the red and blue components in the crystal regions 

[5]. 97th percentile green intensity threshold utilizes this feature for image binarization. 

First, the threshold intensity (τg97) is computed as the 97th percentile intensity of the green 

component in all pixels. This means that the pixels in the image with the green component 

intensity below this intensity constitute around 97% of the pixels. Also, a minimum gray 

level intensity condition (tmin = 40) is applied. All pixels with gray level intensity greater 

than tmin and having green pixel component greater than (g97) constitute the foreground 

region while the rest constitute the background region [5]. The main reason that both g97 

and g100 generate proper binary images for this domain is that the images are captured 

under green light. Figure 3 (d–f) shows some of the result binary images for this method for 

the original images in Figure 3 (a–c).

2) Maximum Green Intensity Threshold (g100)—Maximum green intensity threshold 

is similar to the 97th percentile green intensity threshold described earlier. In this method, 

the maximum intensity of green component (τg100) is used as the threshold intensity for 

green component. All pixels with gray level intensity greater than tmin and having green 

pixel component equal to (τg100) constitute the foreground region. Figure 3 (g–i) shows 

some of the result binary images for this method.

3) Document Binarization using Laplacian Energy (R – Howe)—This is an 

automated document binarization method using Laplacian energy [28], [21]. This technique 

tries to minimize the global energy function which depends on the Laplacian of the image as 

well as edge discontinuities information using Canny edge operator. Since this technique 

was proposed for document binarization, it is hard to get proper results without any pre-post-

processing on the image. Before we apply this method to our dataset, we negate our samples, 

since our images have black background. When we binarize our negative image, we observe 

a frame effect at the border of the image. We remove those artifacts from binary images. 

Interestingly, this method produced proper binary images for 56% of our images. Figure 3 

(j–l) shows some of the resulting binary images for this method. Since we reverse (or negate) 

the image and apply preprocessing, we will refer this adapted method as (R–Howe) in the 

rest of the paper.
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IV. Proposed Method: Super-thresholding

Binarization techniques are usually constructed based on some assumptions which may or 

may not be suitable for every image on a dataset. Almost every thresholding technique fails 

under some specific circumstances, and usually there is a better alternative to that technique 

in the literature [2]. It is observed that some techniques may generate better results for some 

images while others do a better job for other images. Our main goal was to exploit the 

powerful features of different binarization methods and use them whenever they perform 

well.

A. Building the Training Set

Since super-thresholding uses supervised classifiers before image binarization, we should 

generate a training set for building a model. After running available thresholding techniques, 

the labeling can be done manually with assistance of domain experts for all images in the 

dataset. For instance, if one protein image is binarized more accurately with the R – Howe’s 

method we labeled that image as “1;” if the best method is g97, we labeled the image as “2.” 

If the best method is g100, we labeled the image as “3.” Such a training set is satisfactory to 

build the model. In addition, we have manually identified the correct regions of foreground 

to generate the actual ground-truth binarized images. We use these ground-truth images to 

quantify how effective the thresholding algorithms are. Since the ground-truth images are 

available, the labels of images are generated automatically using the correctness 

measurement provided in Section IV-C.

B. The Framework of Super-thresholding

Once the images are labeled, we examined the features of the images and analyzed if there is 

a relationship between some features of the image and the thresholding techniques. After 

trying some basic features such as mean, standard deviation of intensity, autocorrelation of 

the images, we noticed that some of these features can be informative to establish the 

relations between protein images and thresholding techniques. For instance, in our previous 

study, we concluded that if the standard deviation of the image is less than 12.86, g90 

thresholding method usually generates the best results. Similarly, if the standard deviation is 

more than 40.22, Otsu’s method produces the most promising results [29].

Presence of a relation between image features and thresholding methods encouraged us to 

automate the detection of this relation. Thus, we decided to employ supervised classifiers 

(Bayesian classifier (BYS), Decision Tree (ID3), Random Forest (RF), and Artificial Neural 

Network classifiers (ANN)) in order to construct a training model [30]. Since the 

classification process is sensitive to the factors such as data type or distribution, we 

examined 4 classifiers having different characteristics. If we categorize the methods, 

Bayesian is a probability based classifier, Random Forest is an ensemble classifier, Decision 

Tree is a rule based classifier, and finally Neural Networks is a powerful classifier 

particularly for non-linearly distributed data. We intend to determine the one that offers the 

best classification results for our dataset.
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Super-thresholding can binarize fast compared to complex segmentation methods. Figure 4 

provides a general overview of super-thresholding. As shown in the figure, super-

thresholding consists of four main stages: preprocessing stage, training stage, testing stage, 

and binarization stage. In the preprocessing stage, the dataset is labeled by an expert. Later, 

the dataset is divided into training and test sets. In the training stage, a classifier model is 

built using the features extracted from images. Feature extraction is done by two approaches 

called “priori” and “posteriori”. Either of these approaches can be used in the feature 

extraction stage based on the preference. Classification model is trained based on the 

features coming from the preferred approach. Table I presents the features used in this paper 

for both approaches.

1) Priori Approach—In the priori approach, the features are extracted from original 

images only. Any type of feature extracted such as the mean intensity, standard deviation, 

etc. from the original image can be included in this approach. This approach is relatively fast 

for feature extraction, since no information is extracted from the output binary images.

2) Posteriori Approach—The posteriori approach requires running all thresholding 

methods to extract features. When all thresholded images are generated, they are mapped to 

the original images. Then foreground, background, inner and outer pixels of the object 

regions are detected (see Figure 5). Later, a set of statistical features are extracted from these 

regions to feed classifiers (see FS5 in Table I). This approach is less efficient than the priori 

approach due to the necessity of all binary images for feature extraction, however, it can 

easily be parallelized, since each thresholding method can be run independently.

The main idea behind the posteriori approach is that inner and outer boundary regions can be 

used as an indicator whether a thresholded image is an accurate binary image or not. 

Normally, we expect a significant intensity change between inside and outside of the objects. 

Therefore, we both dilate and erode image using 5×5 structuring element to obtain 

information around the boundary pixels of the foreground as in Eq. 1 and 2:

(1)

(2)

where I_Bin is the input binary image and S is the structuring element. Figure 5-f shows the 

total region that we focus around boundary.

Once we extract features from the dataset using either the priori or posteriori approach, we 

are able to generate classifier model in training stage. We use the same features for 

classifying test images to determine the best thresholding method. In order to evaluate the 

correctness of binary images, we compared the results with ground-truth binary images 

generated by our research group. Our evaluation with respect to the ground-truth binary 

images is explained in Section V.
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Super-thresholding offers a generic solution to any image binarization problem. It provides a 

framework that does not depend on a specific binarization technique. It can easily be 

modified to a new domain by changing the chosen binarization techniques and re-training 

the system. Different sets of features can also be included in the system if they are more 

informative in that domain. All these characteristics make super-thresholding a flexible and 

practical framework in image binarization area.

Alternatively, the binary image results could be combined or fused using a weighted sum for 

the final decision. However, in our experiments we noticed that this idea did not yield 

satisfactory binary images, since in many cases, only one method provides the correct result 

while all other methods fail (see Figure 7). Moreover, the way of assigning weights to each 

method is not obvious and it may cause biased decision towards higher weighted method 

even though it may fail.

Since super-thresholding is independent from the problem domain, we preferred not to 

mention the application details of super-thresholding to our protein crystallization problem 

so far. We think it will make more sense to the reader when the method and problem is 

separated. In the following sections, we first explain how we measure the performance of 

thresholding methods and how we applied our method for protein crystal image domain.

C. Correctness Measurement

It is usually a subjective task to evaluate the results of the binarization process. Since a 

simple visual comparison of each binary image would not provide objective and dependable 

results, in this study, we decided to generate reference (ground-truth) binary images of all 

protein images in our dataset. We have manually extracted the protein instances using an 

image editing software [31] that has the capability of auto selection of objects on the image. 

Once the rough object region is selected by the software, domain experts manually edit the 

borders for fine level corrections.

Once the reference images are ready, it is possible to calculate the correctness of any binary 

image by comparing with the reference image. We take an output binary image (generated 

by a binarization method) and the corresponding reference binary image, then measure the 

similarity between two images using “weighted sum” of the images. Suppose the pixels of 

protein instances (foreground) are represented by “1,” and the background area is 

represented by “0” in a binary image. When we multiply reference binary image by 2 and 

sum with the output binary image, we have the sum image, which can represent all the pixels 

on the image as correctly classified or misclassified. Following equation shows this idea:

(3)

where IS, IR, and IO are the sum image, reference binary image, and the output binary image, 

respectively. The sum image includes 4 regions. We can easily refer these regions as True 

Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN). If the value 

of pixel pij on the sum image is “3,” it is a TP where both output image and reference image 

have foreground pixel. If the pixel value is “2,” it is a FN. Similarly, if the pixel value is “1,” 
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it is a FP. Finally, if the pixel value is “0,” it is a TN. Figure 6 presents a sample sum image 

and its 4 regions.

We use TP, TN, FN, and TN to measure the correctness of an output binary image. In the 

literature, there are several measures that offer correctness measures from different 

perspectives. It is often a significant factor to select a proper measure that is more relevant to 

the characteristics of the problem. For example, the classical accuracy measure may not be a 

proper measure for our study. Because in a typical protein binary image, there are usually 

very few number of foreground pixels compared to the background pixels. In other words, 

TN pixels can easily suppress the accuracy even if there are no TP pixels. In order to avoid 

bias towards a specific measurement method, we tried 4 well-known measures: Accuracy 

(ACC), F-Score (F1) [32], Matthews’s correlation coefficient (MCC) [33], and Jaccard 

similarity (JACC) [34]. Using a variety of correctness measures, we aim to provide reliable 

results.

D. Application of Super-thresholding for Protein Crystal Image Binarization

Super-thresholding is a good solution if there are several binarization techniques, where 

none of them can produce accurate results for all images, but there are some techniques that 

generate acceptable binary image for a portion of dataset. Thus, protein image binarization 

problem is a convenient application area for our method. In this problem, there are 

thresholding methods that generate good results for some images but not for all.

In our previous work [29], we used only three thresholding techniques and one classifier 

(Decision Tree) using only one statistical feature. In this study, we extend the number of 

techniques and features to see whether new methods and features can improve the accuracy 

of the results. We generated 4 different feature sets (FS) to test the performance of the priori 

approach and 1 feature set for the posteriori approach.

Table I shows brief descriptions and formulas of the features where IGray, IGreen, F, B, Fin, 

and Fout represent gray level image, green channel of original image, foreground image, 

background image, inner boundary image, and outer boundary image, respectively. i, j, and k 
represent indices of the corresponding set or image. In addition, G represents the set of 

connected graphs of the canny edge image, and li represents the length of the ith line in the 

set of lines, L, extracted from the edge image. In the beginning, we extracted 17 histogram 

features [35] and 12 edge features [36] in our dataset. These features were tested and they 

generated satisfactory results in our earlier studies [36] and [5]. However, to reduce the 

number of features we applied 2 feature selection methods in priori approach experiments. 

We used Random Forest feature selection in the first 3 feature sets. The first feature set (FS1) 

contains a subset of histogram and edge features. It has 1 edge feature, 4 texture features and 

1 histogram feature. For FS2 and FS3, we selected 5 of the histogram features and 6 of the 

edge features, respectively. In FS4, we selected 6 of 29 combined features using minimal-

redundancy-maximal-relevance criterion (mRMR) feature selection method [37]. Finally, we 

extracted 6 statistical features for each binary image in FS5 using posteriori approach.
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V. Experiments & Results

In our experiments, 3 different thresholding methods (g97; g100; R – Howe) and 4 

classifiers (bayesian classifier (BYS), decision tree (ID3), random forest (RF), and artificial 

neural networks (ANN)) are evaluated to binarize protein crystal images. We have run our 

experiments using MATLAB 2014b on a 16GB 3.4GHz Quad-Core CPU (excluding pylon 

experiments). For random forest classifier, we used the source code1 that is published by 

Jaiantilal et al. We set the number of trees for random forest classifier as 500, and square 

root of the total number of features is selected as the number of candidate features at one 

node of a decision tree [39]. In addition, we use MATLAB built-in neural network toolbox 

with two layers. The hidden layer has n−1 nodes where n is number of features in the 

dataset. Super-thresholding technique is compared with some other thresholding methods 

(g97; g100; R–Howe; Chuang, 2011; Silva, 2011; and Otsu’s method [6]).

A. Protein Crystal Dataset

Our dataset consists of 170 protein crystal images of size 320 × 240, and all images have 

been captured by using Crystal X2 of iXpressGenes, Inc. We labeled the dataset with 3 

different thresholding techniques such that 29% of them were labeled as g100, 15% of them 

were labeled as g97, and 56% of them were labeled as R–Howe. In addition, as given in the 

introduction, none of these methods has completeness ratio of 100%. Our calculations show 

that the completeness ratio of R – Howe’s method, g97, and g100 are calculated as 83%, 

40%, and 70%, respectively. In order to evaluate the size of the training set, we train our 

model with 25%, 50%, and 75% of the data, respectively. The remaining are reserved for 

testing.

B. Results

In our previous study [29], we had a relatively small dataset and only 3 thresholding 

methods (g90, g100, and Otsu) were available. When we extend the dataset and supply more 

thresholding methods to the system, we obtained the best results using 3 methods (g97; 

g100; R – Howe), and we removed the methods that do not contribute to the overall 

performance. We generate 5 different feature sets to evaluate the performances of priori and 

posteriori approaches on super-thresholding. The first four feature sets (i.e., FS1, FS2, FS3, 

and FS4) in Table I were used to test the priori approach. FS5 was used to evaluate the 

posteriori approach. Visual results for 3 sample images are given in Figure 7, which clearly 

shows the superiority of super-thresholding over other methods.

In order to evaluate the performance of the methods, we performed a comprehensive 

experimental setup. We tested the super-thresholding for 3 different training set sizes, 4 

correctness measures, and 5 feature sets. For each case, we repeated our experiments 5 times 

to avoid biased results. Table III shows the mean values of different correctness measures. 

According to the table, super-thresholding gives the best results using Bayesian classifier on 

feature set FS5 (posteriori approach) regardless of the training set size. Our super-

thresholding achieved ACC=0.99, F1=0.86, MCC=0.87, and JACC=0.77 on the average 

1https://code.google.com/p/randomforest-matlab/
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(highlighted bold in the table). These results are also the best results in overall experiments. 

Although the results of each training set size seem to be very similar, they cannot be directly 

comparable, since varying test set sizes also affect the results. Thus, it is more reasonable to 

look at the improvement over the best thresholding method for each training set size. The 

improvements over the best method (R–Howe) are 86.2% − 81.0% = 5.2%, 86.2% − 78.6% 

= 7.6%, and 85.5% − 75.1% = 10.4% using the F1 measure for training sizes of 25%, 50%, 

and 75%, respectively. Nonetheless, the experiments show that 25% training set size could 

achieve very satisfactory results.

According to the results, the posteriori approach gives higher accuracy than the priori 

approach. The priori approach yields best results using FS1 set. The F1 measures using 

Bayesian and random forest classifiers for FS1 are calculated as 0.811 and 0.805, 

respectively. Considering the feature extraction efficiency of the priori approach, these 

results are also significant for real time systems. Employing only histogram (FS2) or edge 

(FS3) features does not improve the performance significantly. Similarly, FS4, which is 

generated from both histogram and edge features using mRMR, did not improve 

performance as well. However, FS4 provides very close to or slightly higher than R − Howe 
method. In order to compare super-thresholding with our previous study “DT-Binarize” [29], 

we repeated the experiments for 3 different training sizes. The results also show that super-

thresholding following the posteriori approach outperforms DT-Binarize around 5–6% in 

terms of F1 measure. These results show that including new features, thresholding methods, 

and classifiers improves the binarization accuracy.

Classficiation Accuracy—Considering only the classification accuracy might be 

misleading in our problem. In Table II, we provide a sample confusion matrix of the best 

experiment discussed above (Bayesian classifier on FS5 using 75% training data). According 

to this table, the classification accuracy of the experiment is 83.3%. However, the 

classification accuracy is not a major indicator in this problem, since the actual labels of 

images are considered based on only the highest F1 measure. For example, for an image I, 
assume that F1 measures are F1g97=0.865, F1g100=0.678, and F1R–Howe=0.854. Based on 

this information, actual class label of the image I will be g97. However, if the system selects 

R − Howe method for that image, it is also acceptable in terms of thresholding. Thus, this 

table may not be a proper performance indicator. Giving higher weight to a thresholding 

method may not improve the accuracy as well since there are cases where one method is the 

only one that generates the correct binarized image.

Soundness and Completeness—Another important issue about the binarization of 

protein crystal images is the soundness and completeness. It is very likely to generate 

improper binary images due to illumination or reflection problems. For some cases, binary 

images may have minor problems, which are acceptable for this problem domain unless it 

affects the performance of the system that will use these results. However, it is possible to 

have complete black or white images for some of the binarization methods if the image has a 

blurred or a very bright large sized object. This causes the system to miss those crystals in 

the analysis, which cannot be acceptable. We also evaluate the binarization methods in this 

aspect. According to our results, super-thresholding gave the best accuracy, and it also did 
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not generate any unacceptable results for our dataset with Bayesian classifier on feature set 

FS5 and Bayesian classifier on feature set FS1 as long as the problematic images (mentioned 

in Section V-A), which all thresholding methods failed were not in the test set. Using 

Bayesian classifier, super-thresholding generally generated the best results in our 

experiments. Moreover, super-thresholding for these sets has generated unacceptable binary 

images for only 4% of the dataset (when problematic images are included in the test set), 

while R − Howe’s method generated improper binary images for 21% of the dataset. As we 

stated before, generating proper binary images is as important as the overall accuracy.

Performance Upper Bound Analysis—The performance of classification to select the 

best technique depends on the success of the binarization methods that are selected for the 

problem domain. This means that there is a practical limit of the performance of super-

thresholding. In other words, if none of the selected methods are able to generate a proper 

binary image for a specific image, super-thresholding does not produce accurate binary 

image, as well. Figure 7 shows sample cases where each method fails. We computed the 

upper bound by selecting the best 3 thresholding methods for each image and compared with 

our results. In Table III, the last row shows the upper bound for each correctness measure. 

Correctness measures of the upper bound are calculated using the best binarization method 

for all images. Results of super-thresholding are within 97.3% (0.765 ÷ 0.786) of the upper 

bound for Bayesian classifier using 75% of training data with respect to the Jaccard 

coefficient.

Time Analysis—We have also evaluated the run-time performance of super-thresholding 

on a 3.40GHz Intel i7 Quad Core 16GB RAM system using 320×240 images. In the Table 

IV, we provided the timings of feature extraction, classification, and binarization for an 

image in milliseconds. According to the table, the feature sets having more edge features 

take more time than the others (i.e., FS3 consists of only edge features). Once the classifier 

model is built, an image can be binarized in 133 milliseconds using BYS on FS2 (the priori 

approach), and in 385 milliseconds using BYS on FS5 (the posteriori approach), and these 

timings are feasible for our system.

C. Discussion

Comparison of Performance Measures—In this problem domain, the accuracy (ACC) 

is not a distinctive measure since the number of true negatives is significantly more than the 

number of true positives. Thus, we consider F1, MCC, and JACC measures more significant 

than accuracy to measure correctness, because our focus is crystal regions of the images. 

Among these coefficients, Jaccard coefficient has a simple and easily interpretable value. It 

is equivalent to the ratio of common areas to the union of regions in both images (input and 

ground truth). For example, 0.5 as Jaccard coefficient indicates that the common (or 

overlapping) regions is half of the union of regions with respect to the ground-truth. The 

method g100 has an average Jaccard coefficient around 0.563. This is actually a low value; 

however, we still cannot discard it as it gave the best result in 29% of our experiments.

Performance of Thresholding Methods—In terms of thresholding methods, we would 

like to have a proper thresholding method for each image. That is the major criteria for 
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selecting thresholding methods. If we compare g97 and g100 methods, g100 works better 

when the foreground is separated better than the background. In protein crystallization 

images, we expect protein crystal regions to have the highest intensity. Whenever the protein 

crystal regions have higher intensity than other regions, g100 works fine. Large 3D crystals 

are usually distinguishable in terms of intensity and have higher intensity than other regions. 

g100 works best for images containing large 3D crystals. Since crystals float in a solution, 

the depth of crystals from the microscope may differ. Only crystals at the depth-of-field 

appear in focus. Other crystals may be blurred and may have lesser intensity than crystals in 

focus. In those cases, g100 may not provide good binarization. Whenever the foreground 

intensity is not high, the sizes of crystals are smaller, and crystals appear at different depths, 

the g97 method is likely perform better than the g100 method. R-Howe’s method has three 

components: minimizing global energy for labeling pixels, use of Laplacian to distinguish 

ink from the background, and use of edge detection to handle discontinuities. The edges are 

critical factors on separation of crystals. The straight boundaries of crystal regions are one of 

the important indicators for a crystal. For regions with clear boundaries, R − Howe generally 

provides better results. If the intensity is lower or image is blurred, g97 may be preferred. 

The advantage of g100 is that it can easily remove the background since any pixel with low 

intensity is considered as the background.

Performance of Classifiers—The Bayesian classifier works slightly better than decision 

tree and random forest classifiers. The artificial neural networks performed worst among 

them. The biggest challenge for building the decision model is the thresholding methods 

performing almost the same for some images. While labeling we choose the best one (with 

the highest F1 measure) even though it may be slightly better than the second best one. 

Neural networks could not learn this difference as others and make mistakes on similar ones. 

Bayesian classifier is resilient to noise and less affected by thresholding methods having 

similar performance for an image. The decision tree is also affected by similar performing 

thresholding methods. Random forest performs slightly better than the decision tree but its 

performance is lower than Bayesian classifier for the posteriori approach. Random forest 

may overfit the training data, and hence its performance may be lower for the test data.

Performance of Feature Sets—The feature sets for FS1, FS2, FS3, and FS4 are used for 

the priori approach. FS3 contains mostly edge related features and performed worst among 

these feature sets. Relying only edge related features is not satisfactory for this domain. FS1 

and FS2 containing texture-related features perform similarly due to the similarity between 

feature sets. FS2 slightly outperforms FS1. Note that FS2 has histogram related feature and 

does not have edge related features. This difference between FS1 and FS2 has a positive 

impact on the accuracy for FS2. FS4 was generated using mRMR feature selection method. 

Although FS4 performs better than FS3, it does not perform as well as FS1 and FS2. It looks 

like features based on intensity statistics is important for the accuracy. The feature set for the 

posteriori approach performs best among all feature sets. Although FS5 relies on intensity 

features, it performed better than any other feature set. Comparison of pixels in the 

foreground and background as well as the comparing pixels at the boundaries of regions are 

better features for analyzing the performance of thresholding methods.
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VI. Conclusion & Future Work

This paper provides a new generic framework to combine different kinds of thresholding 

techniques using a supervised classifier. A classifier model is constructed using some image 

features such as autocorrelation, standard deviation, etc. of the protein crystallization images 

that are labeled by the experts. The labels (or classes) of images correspond to a binarization 

method which is proper for the image. We select a binarization method for a given test 

image using the same classifier, and we apply the selected method to the protein 

crystallization image to generate binary image.

In this paper, we include 3 different thresholding techniques to our classifiers, and we 

compared our method with 7 different thresholding techniques (provided in the first 7 rows 

of Table III) in order to evaluate performance of the super-thresholding. Knowing the 

performance of individual thresholding techniques is helpful to understand how much 

improvement can be made with the supervised approaches. We concluded several results at 

the end of this study:

1. Single thresholding techniques may not be enough for some of the datasets that 

have poorly illuminated, noisy and unfocused images,

2. Using the posteriori approach, super-thresholding provided the best performance 

for Bayesian classifier on FS5 with F1=0.86, MCC=0.87, and JACC=0.77 on the 

average for our dataset. These results are very close to the upper bound.

3. Super-thresholding can be considered the best in terms of soundness and 

completeness since it generated more proper binary images for protein crystal 

images than any other method,

4. Super-thresholding improved accuracy around 10%, and 6% compared to the 

best single thresholding method for Bayesian classifier using FS5 and FS1 with 

75% of training data, respectively,

5. R–Howe’s thresholding technique which is proposed for the document 

binarization shows the best performance among the other thresholding 

techniques, but it generated improper binary images for 21% of the dataset on the 

average,

6. The success of super-thresholding depends on the success of the thresholding 

techniques which are selected for the problem domain, and its success also 

depends on performance of the classifier,

7. Super-thresholding did not produce satisfactory results on neural network 

classifier,

8. Using only edge or histogram features did not improve the accuracy,

9. Since super-thresholding produces single binary image using only a few simple 

features of the images for the priori approach, it is feasible for most of real-time 

classification systems, and
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10. The posteriori feature extraction approach of super-thresholding can be easily 

parallelized, since each thresholded image can be generated independently.

We evaluated the performance of our approach with 4 different accuracy measures to have 

more reliable results. For most cases, our method outperformed other single thresholding 

methods. Moreover, super-thresholding reaches 97.3% (0.765 ÷ 0.786) of the upper bound 

with respect to Jaccard coefficient.

It is difficult to generalize or verify the soundness and completeness based on the 

algorithmic approaches involved in developing the thresholding methods. Expert opinion is 

usually needed to determine the correctness (or soundness) of a thresholding method. When 

thresholding techniques are used in automatic analysis systems, incorrect thresholding may 

lead improper decision making. Therefore, completeness is a critical factor in our domain. 

Another issue is regarding to the choice of the best thresholding method. When building the 

training set, a number of methods generated good results for a specific image. In those cases, 

we again selected the best one using the ground-truth images although the second-best is as 

good as the first one. This significant similarity between methods for some images make the 

training difficult. This is the reason why we have not reached the optimal model. In future 

work, we plan to apply super-thresholding on other domains. Moreover, additional features 

can be extracted by comparing the output binary images and the original images. As future 

work, these features can be used to build a more advanced model to build a classifier and 

check how much they improve the accuracy. In the future, deep learning can be applied to 

binarization of images when there are enough ground-truth binary images available.
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Figure 1. 
Sample output of Pylon on a protein image: a) original image, b) segmentation tree 

(Arbelaez et al.) [26], c) user seeds (brushes), d) Pylon result, e) super-thresholding priori 

approach, and f) super-thresholding posteriori approach
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Figure 2. 
(a–c) 2D plates, (d–f) small 3D, (g–i) large 3D crystal samples.
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Figure 3. 
Binarization results of different techniques: (a–c) original images,(d–f) g97, (g–i) g100, and 

(j–l) R − Howe.
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Figure 4. 
The framework of Super-thresholding.
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Figure 5. 
Posteriori feature extraction: a) original image, b) foreground image, c) outer pixels, d) inner 

pixels, e) thresholded image, and f) inner and outer boundaries of foreground (b)
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Figure 6. 
Sum image.
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Figure 7. 
Results of super-thresholding: (a–c) original images; (d–f) g97, (g–i) g100, (j–l) R − Howe, 

(m–o) super-thresholding priori, (p–r) super-thresholding posteriori, and (s–u) ground truth 

images.
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Table I

Definitions of features for priori and posteriori approach.

Feature Name Description Formulas

FS1

H(X)[2]

Measures of vertical 
(given formula) and 
horizontal auto-
correlation of gray 
level co-occurrence 
matrix

σ (IGray) Standard deviation of 
the gray level image

rk[2]

Measure of horizontal 
and vertical auto-
correlation of gray 
level co-occurrence 
matrix

Sum of all edge lengths 
in the canny edge 
image

FS2

rk

Measure of horizontal 
auto-correlation of gray 
level co-occurrence 
matrix

μ (IGray) Average intensity level 
of the grayscale image

σ (IGray) Standard deviation of 
the gray level image

k

Measure of peakedness 
of the histogram of the 
gray level intensity of 
the image

H (X)

Measure of horizontal 
spatial disorder or 
spatial randomness of 
gray level co-
occurrence matrix

FS3 |G|
Number of connected 
edges (lines) in the 
edge image

|G|
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Feature Name Description Formulas

Number of graphs with 
perpendicular edges in 
the canny edge image

μ (L)
Average length of all 
edges in the canny 
edge image

Sum of all edge lengths 
in the canny edge 
image

Sum of all edge lengths 
in the graphs with no 
perpendicular edges

max(L)
Length of the longest 
edge in the canny edge 
image

FS4

H(X)[2]

Measures of vertical 
(given formula) and 
horizontal 
autocorrelation of gray 
level co-occurrence 
matrix

k

Measure of peakedness 
of the histogram of the 
gray level intensity of 
the image

lo 1 if ηp > 0, 0 otherwise lo = ∃li ∈ Lk and ∃lj ∈ Lk and 70 ≤ α (li, lj) ≤ 90

ηc

Number of graphs 
whose edges form a 
cycle

ηc = |Gi|, where Gi is cyclic graph

ηhc
Number of Harris 
corners [38]

FS5

For each binary 
image, following 
features are 
extracted:

μ (F) Mean intensity of 
foreground region

σ (F) Standard deviation of 
foreground region

μ (B) Mean intensity of 
background region
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Feature Name Description Formulas

σ (B) Standard deviation of 
background region

μ (Fin)
Mean intensity of inner 
pixels of the 
foreground region

μ (Fout)
Mean intensity of inner 
pixels of the 
foreground region
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Table II

Sample confusion matrix of the experiment using FS5 and Bayesian classifier.

Actual

G100 G97 R − Howe

Predicted

G100 9 1 2

G97 1 6 0

R − Howe 2 1 20
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Table IV

Timings of feature extraction, classification, and binarization methods1.

Category Method Time per image
(milliseconds)

Binarization

g100 110.500

g97 108.900

Otsu 12.400

R − Howe 130.000

Silva, 2011 25.000

Chuang, 2011 83.000

Training

BYS 25.67

ID3 11.313

RF 100.3488

ANN 2596.005

Testing

BYS 0.097

ID3 0.006

RF 0.051

ANN 0.005

Feature Extraction

FS1 48.800

FS2 3.190

FS3 399.900

FS4 443.800

FS5 35.700

1
The total running time of an experiment is calculated by adding the times of feature extraction, testing, and binarization stages. For example, in 

priori approach, if the selected method is R − Howe using BYS on FS2, the total time of binarization for an image will be 130 + 0.097 + 3.190 = 

133.287 milliseconds. However, in posteriori approach, the total time of the binarization will be 110.5+108.9+130+0.097+35.7 = 385.197 
milliseconds using BYS on FS5. The training timings are calculated using 75% of the dataset as training. Please note that in posteriori approach we 

extract features using the output of all thresholding methods.
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