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Abstract—An outbreak of COVID-19 that began in late 2019 was caused by a novel coronavirus(SARS-CoV-2). It has become a

global pandemic. As of June 9, 2020, it has infected nearly 7 million people and killed more than 400,000, but there is no specific drug.

Therefore, there is an urgent need to find or develop more drugs to suppress the virus. Here, we propose a new nonlinear end-to-end

model called LUNAR. It uses graph convolutional neural networks to automatically learn the neighborhood information of complex

heterogeneous relational networks and combines the attention mechanism to reflect the importance of the sum of different types of

neighborhood information to obtain the representation characteristics of each node. Finally, through the topology reconstruction

process, the feature representations of drugs and targets are forcibly extracted to match the observed network as much as possible.

Through this reconstruction process, we obtain the strength of the relationship between different nodes and predict drug candidates

that may affect the treatment of COVID-19 based on the known targets of COVID-19. These selected candidate drugs can be used as a

reference for experimental scientists and accelerate the speed of drug development. LUNAR can well integrate various topological

structure information in heterogeneous networks, and skillfully combine attention mechanisms to reflect the importance of

neighborhood information of different types of nodes, improving the interpretability of the model. The area under the curve(AUC) of the

model is 0.949 and the accurate recall curve (AUPR) is 0.866 using 10-fold cross-validation. These two performance indexes show that

the model has superior predictive performance. Besides, some of the drugs screened out by our model have appeared in some clinical

studies to further illustrate the effectiveness of the model.

Index Terms—COVID-19, SARS-CoV-2, Drug repurposing, Graph convolutional network
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1 INTRODUCTION

IN December 2019, coronavirus disease 2019 (COVID-19)
was caused by an unknown pathogen that emerged in

Wuhan, a city of 11 million people in China [1]. Novel coro-
navirus outbreaks and SARS outbreaks share many char-
acteristics: both occur in winter, are associated with

live poultry markets, and are caused by an unknown coro-
navirus [2]. Signs of infection are nonspecific, including
respiratory symptoms, fever, cough, dyspnea, and viral
pneumonia [3]. Among those with no immunity at all, the
average number of infected people who transmitted the
virus to others was about 3.77 [4]. The number of confirmed
cases has increased dramatically since January 17, and
COVID-19 has been designated by the world health organi-
zation as a public health emergency of international con-
cern. On 9 June 2020, more than 7 million cases of COVID-
19 and over 400 000 deaths have now been reported to
WHO. Although the situation in Europe is improving, glob-
ally it is worsening [5]. This shows that the virus is so dan-
gerous around the world that there is an urgent need for
drugs to treat or inhibit it.

Because the pharmacokinetic properties and toxicity of
the drugs used have been studied in-depth, drug reposition-
ing can not only save a lot of drug design and screening
costs in the early stages of drug development but also
greatly reduce the risks in the later stages of drug develop-
ment. The correlation of drug targets can be studied using
computer prediction to narrow the search space for candi-
date experimental drugs, which can provide a reference for
drug discovery and repositioning and reduce the corre-
sponding time and cost [6]. Therefore, using computational
methods to perform virtual screening to find out some
potential drugs that are effective against COVID-19 can
guide experimental scientists and verify molecules that can
fight the virus in a shorter time [7].
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In recent years, many efforts have focused on using
machine-learning methods to predict drug-target correla-
tion. Therefore, many machine learning models have
emerged [8], [9], [10] to improve prediction performance.
Most of these efforts are based on the association principle,
which treats the prediction task as a binary classification
question, that is, to predict whether the drug-target correla-
tion exists. However, in some machine learning methods, it
may not be enough to get the complex hidden features
behind heterogeneous data by restricting the model to a
simple form, such as bilinear or log-bilinear functions, and
so on [11]. With the rise and development of deep learning,
researchers can construct a deeper learning model with bet-
ter performance, so that it can better extract useful and com-
plex information from large-scale correlation network data
and improve the accuracy of drug-target correlation predic-
tion [12]. So researchers are gradually transitioning from
researching machine learning methods to researching deep
learning methods for drug discovery [13] and proposed
many useful deep learning models [14], [15], [16], [17].
Recently, more and more researchers are focusing on deep
learning methods on graphic data. To process complex
graph data, many researchers draw on the idea of deep
learning in the image to design the architecture of neural
networks. In the past few years, the concepts, operations,
and models of graph neural networks have been constantly
evolving and developing [18]. This has greatly promoted
the development of drug-target correlation prediction.
Graph convolutional neural network shows strong perfor-
mance in extracting graphics embedding [19], [20], which
motivates us to combine it with drug target prediction and
extract useful information from the complex network to bet-
ter predict drug targets.

Heterogeneous data sources can provide more informa-
tion and different perspectives for the prediction of drug-
target correlation. Therefore, the use of heterogeneous data
sources, such as drug-disease correlation network data and
drug-side effect correlation network data, can improve the
accuracy of drug-target interaction prediction to a certain
extent [21]. For example, DTINet [21], DeoDTI [11], and
other methods, however, there are still some problems to be
solved in these methods. For example, DTINet [21] may not
produce an optimal solution by separating feature learning
from the prediction task at hand. When aggregating differ-
ent types of interaction relations, DeoDTI [11] simply added
and did not consider that different types of interaction rela-
tions may have different influences on nodes.

In this paper, we propose a new model called LUNAR
(Drug Screening for Novel Coronavirus Based on Represen-
tation Learning Graph Convolutional Network). Our model
is innovative to combine the graph convolutional neural net-
work based on the spatial domain with the attention mecha-
nism. When representing node-level embedding in a
heterogeneous network, our model can reflect the impact of
different types of interactions on node embedding and get
better and more interpretable embedding. The flow of our
model is as follows: we first formed a heterogeneous network
of 12 different types of relationship networks, including
drug-drug interaction, drug-structure similarity, drug-dis-
ease association, drug-side effect association, drug-protein
interaction, disease-drug association, and side-effect-drug

association. Then, the graph convolutional neural network is
used to automatically learning the neighborhood information
of the complex heterogeneous relationship network and inte-
grate the attentionmechanism to reflect the importance of the
sum of different types of neighborhood information to obtain
the representation characteristics of each node. After that,
LUNAR applied themethod of network topology reconstruc-
tion to extract the feature representation in the relational
heterogeneous network. In this way, we can get the reposi-
tioning network whose edge weight indicates the strength of
the relationship. Finally, based on the relocation network and
COVID-19-related targets, we screened out drugs that may
be useful for the treatment of COVID-19.

Considering that the heterogeneous network in the data
set is too sparse, the number of negative samples is much
larger than that of positive samples, and there are many
false counterexamples, we use the area under the accurate
recall curve (AUPR) as the evaluation index of the model,
which can better reflect the performance of the model when
the data are unbalanced. Our model performs well in com-
parison with other advanced drug repositioning methods
based on heterogeneous relational networks. Moreover, our
model not only uses a powerful graphical representation
method, a graph convolutional neural network but also
introduces an attention mechanism, which can better reflect
the degree of influence of different relationship types on
nodes and more closely fit the actual situation. In addition,
some drug candidates screened by our model have
appeared in some clinical studies, which further shows that
LUNAR has excellent predictive ability and can accelerate
drug development.

In summary, the contributions of our work are as fol-
lows:(1) a new model is proposed, which can obtain more
interpretable node embeddings when characterizing hetero-
geneous networks. (2) this model is end-to-end, and it can
not only screen out drugs for the new coronavirus but also
apply to other viruses. It has good applicability and scalabil-
ity and can be used as a good aid for drug development. (3)
some of the candidate drugs screened out by our model
have appeared in some clinical studies.

2 METHODS

2.1 Problem Formulation

Our model constructs a heterogeneous relationship network
among drugs, targets, side effects and diseases, and predicts
drug-target according to a drug’s interaction with drugs,
targets, side effects and diseases. The heterogeneous net-
work is constructed as follows: the general representation of
the graph is G ¼ (V,E), where V is the set of nodes in the
graph and E is the set of edges in the graph. In this study,
the drug, target and other objects are represented as nodes,
and the interactions or associations among nodes are repre-
sented as edges. So the object type set O {drugs, targets, dis-
eases, side effects}, a total of 4 kinds. And the relationship
type set R {drug-drug interaction, drug-structural similarity,
drug-disease association, drug-side effect association, dis-
ease-drug association, side effect-drug association, drug-
protein interaction, protein-drug interaction, protein-pro-
tein interaction, protein-sequence similarity, protein-disease
association, disease-protein association}, a total of 12 kinds.
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Besides, all edge types are undirected and the edge values
are non-negative. Moreover, the same two nodes can have
multiple different types of edge connections, for example,
the edge type between two proteins (targets) can be target-
target interaction and target-sequence similarity.

Given a heterogeneous network, LUNAR maps the net-
work topology information and unique information of the
node itself to its corresponding feature space and retains its
original topology information as much as possible, that is,
learning the node-level embedding of heterogeneous net-
works. Most existing techniques for learning structured
data embedding mainly use their contextual information to
describe. For example, in natural language processing,
words are embedded in semantic relationships that
contain the corresponding words around them. In graphic

embedding technology, Random walk [22], [23] uses a simi-
lar principle to retain the original topological information to
learn the embedded representation of network data. Graph
convolutional neural networks have strong performance in
extracting graph embeddings [19], [20], which inspired us
to use it to predict drug-target interaction, integrate key
information from complex heterogeneous networks, and
better predict drug-target relationships. However, our
LUNAR model not only applies a powerful graph convolu-
tional neural network to learn graph node-level embedding
but also integrates the attention mechanism [24], so that
node embedding can better express the degree of influence
of different relationship types on nodes, making the embed-
ded nodes more interpretable. Fig. 1 is the architecture of
our LUNARmodel. It consists of three main parts: relational

Fig. 1. The model for LUNAR. A. The first three layers take the representation learning of drug embedding as an example and use graph convolu-
tional neural network to aggregate the information of itself and other nodes in the neighborhood. Different edge types are represented with different
colors. The learned embedding serves as the embedded representation of the next level of nodes. In the third layer to get the final representation of
the node, the model uses a combination of graph convolutional neural network and attention mechanism. When the neighborhood information of dif-
ferent edge types is aggregated, the attention mechanism is added. The domain information of different edge types is Node embedding has different
degrees of influence, making the representation of node embedding more interpretable. After getting the embedding of all the nodes, the method of
network topology reconstruction is used to get the repositioning network. In the repositioning network, the solid line is the existing connection in the
original network, and the dashed line is the new connection. The thickness of the line represents the magnitude of the relationship strength. B. This
is a schematic diagram of a graph convolutional neural network. First, the same edge type information is aggregated to obtain the sum of neighbor-
hood information of different edge types. Finally, it is added to the map embedded in the node itself. C. This is a schematic diagram of the combina-
tion of graph convolutional neural network and attention mechanism. The attention mechanism is used for the sum of the domain information of
different edge types to obtain different attention coefficients, and the product of the attention coefficient and the sum of the original domain informa-
tion is aggregated as the new domain information of a certain edge type.
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graph convolutional neural network (Section 2.2), attention
mechanism (Section 2.3), and network topology reconstruc-
tion (Section 2.4).

2.2 Relational Graph Convolutional Neural Network

Given a heterogeneous network, the embedding of the
graph convolutional neural network in the layer l of one
node i and its neighbor embedding Ei, then the layer lþ1
embedding of node i can be expressed as:

Ei
lþ1ð Þ ¼ s

X
r2R

X
j 2 Nr

i

e ¼ i; jð Þ 2 E

s eð Þ
ci;r

W lð Þ
r E

lð Þ
j þW lð ÞE lð Þ

i

0
B@

1
CA

(1)

where Nr
i represents the neighbor set of node i under rela-

tion r, ci;r represents the sum of boundary values between
node i and its neighbors with edge type r, s(e) represents
the boundary values between node i and node j, and W rep-
resents the weight in the neural network.

Intuitively, for the graph convolutional neural network of
heterogeneous networks, we introduce relation-specific
transformation, that is, depending on the type and direction
of the edges. For each edge type r, we first use a nonlinear
transformation to process the neighbor embedding of node i,
and then average it by normalizing the edge weights, so that
we can obtain the neighborhood information aggregation of
node i about each edge type r. After summing the neighbor-
hood information of all edge types of node i, we can get the
sum of neighborhood information of node i. Finally, the sum
of this neighborhood information and the node’s own
embedded transformed feature vector are combined, so that
the embedded representation of the node i in the next layer
contains both the neighborhood information of the node and
the special information of the node itself. Besides, the multi-
layer graph convolutional neural network is stacked to make
the neural network deeper and better learn the node-level
embedding of heterogeneous networks.

2.3 Attention Mechanism

Here, the attention mechanism of our model is combined
with the last layer of the graph convolutional neural net-
work. After the last layer graph convolutional neural net-
work obtains the sum of the neighborhood information of
different relationship types r, we use the attention mecha-
nism to assign the neighborhood information of different
relationship types to different importance levels and guide
the final node embedding. The formula of attention mecha-
nism is as follows:

si;r ¼ tanh w � ENi;r
þ b

� �
(2)

ai;r ¼
exp si;r

� �
P

g2R exp si;g
� � (3)

Ef
Ni;r

¼ ai;r � ENi;r
(4)

where ENi;r
is the sum of neighborhood information of node

i with relation type r, then it is processed by the softmax
function to obtain the attention coefficient si;r about node i

and relationship type r. Finally, multiply it by the original
embedding ENi;r

to get the sum of domain information
Ef

Ni;r
of different relationship types after adding an attention

mechanism.
Also, the sum of this processed domain information is

multiplied by the number of different relationship types,
plus the map of the node embedded in the previous layer,
and processed by the activation function to obtain the final
node embedding.

2.4 Network Topology Reconstruction

Given the node embeddings processed by the multi-layer
graph convolutional neural network and the attention
mechanism, all the boundary values and the network topol-
ogy reconstruction formula can be defined as:

L ¼
X
r2R

X
u; v 2 V

e ¼ u; vð Þ 2 E

s eð Þ � Eu
TGrHr

TEv

� �2
(5)

where Gr, Hr is the projection matrix of a particular edge
type r. If the edge type r is symmetric, such as drug-drug
correlation, protein-protein correlation, then Gr¼Hr. The
inner product of the two projected vectors can be carried
out after the edge is projected to represent Eu andEv by Gr

and Hr respectively. Let this inner product result recon-
struct the original edge value s(e) as much as possible. All
of the weights and projection matrices that are used in all of
these definitions are initialized with a gaussian.

2.5 LUNAR Model Training

LUNAR divides the data set into 10 homogenous and mutu-
ally exclusive subsets, each of which is obtained through ran-
dom stratified sampling. Then treat each of the nine
mutually exclusive subsets as a training set and the rest as a
test set every time, so the data set could be divided into 10
folds. Also, because there are many ways to divide into 10
subsets, to reduce the difference, LUNAR repeats the 10-fold
cross-validation 10 times, averaging the final evaluation
results. The advantage of using the 10-fold cross-validation
method is that it can reduce the negative impact of data parti-
tioning and reduce the degree of overfitting to a certain
extent. In LUNAR, 5 percent is randomly selected from the
training set as the verification set. Besides, compared with
the training set and the test set, the verification set is rela-
tively small. If the gradient descent of the loss function is not
effective in the verification set, the test set can not be used in
this iteration, thus reducing unnecessary calculations.

To optimize the model, we use the Adam optimizer,
which will simultaneously consider the moment estimation
of the first-order gradient and the second-order moment
estimation, and calculate the updated step size. It can be
seen from the above operation of node embedding that the
mathematical operations to construct the loss function are
differentiable, which meets the application requirements of
the Adam optimizer. Also, the Adam optimizer is robust in
the selection of super parameters and can control the learn-
ing rate. Moreover, the update step size is not affected by
the gradient size, so the system can better deal with the
sparse gradient. Therefore, the system USES the Adam opti-
mizer to find the global minimum value of loss function.
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Besides, the parameters of the model are determined
using grid search (for example, setting the number of hid-
den layer nodes of the neural network to vary from 256, 512
to 1024). Specifically, LUNAR uses a 3-layer neural struc-
ture with a node embedding dimension of 1024, graph con-
volutional neural network and attention layer with 1024
hidden units, network topology reconstruction layer with
512 hidden units, and a learning rate of 0.001.

3 RUSULTS

3.1 The Data Set

Weuse the data set of a previous paper [11], which contains six
separate interacting or related networks: drug-protein interac-
tions network and drug-drug interaction network, protein-pro-
tein interaction network, drug-disease association, and protein-
associated network and drug side-effects associated network.
Among them, the drug-target interaction network and the
drug-drug interaction network are extracted from the DRGU-
BANK database (version 3.0) [25]. The protein-protein interac-
tion network was obtained from the HPRD database (Release
9) [26]. Thedrug-disease association andprotein-disease associ-
ation networks are downloaded from the Comparative Toxico-
genomics Database [27]. The drug-side effect association
network was obtained from the SIDER database (version 2)
[28]. In the process, we exclude those isolated nodes, that is, we
only consider those nodes that have at least one edge in the net-
work. For different networks, we take the intersection of these
nodes of the same type. Besides, the data set also contains two
additional networks to reflect the information of chemical
structure similarity of the drug and protein-sequence similar-
ity: the drug-chemical structure similarity network (measured
by the dice similarities of the Morgan fingerprints with radius
2, which were computed by RDKit [11]) and the protein-
sequence similarity network(which was obtained based on the
pair-wise Smith-Waterman scores [11]). Among the eight rela-
tional networks, the drug structure similarity network and the
protein sequence similarity network have non-negative real-
value edgeweights, while the other networks have binary edge
weights of 0 and 1, which respectively represent the unknown
interaction or association and the known interaction or associa-
tion network.We combined these eight networks to construct a
heterogeneous network containing a total of 708 drugs, 1512
targets, 5,603 diseases, and 4,192 side effects, which includes
12,015 nodes and 1,895,445 edges in total. Details can be
obtained fromTable 1.

3.2 LUNAR has Excellent Predictive Performance

We regard drug-target prediction and drug discovery as the
task of link prediction. Nodes connected by edges indicate
that this is a known interaction or association, while nodes
that are not connected by edges indicate an undiscovered

action relationship or no relationship. This can be thought of
as a binary classification problem, where the known are posi-
tive examples and the unknown are negative examples. Our
model is to find potential undiscovered action relationships
based on existing relationships in complex heterogeneous
networks. When conducting the comparison experiment, we
first consider that all unknown pairs are regarded as nega-
tive examples, and use ten-fold cross-validation to divide the
training set and the test set and take 5 percent of the samples
of the training set as the verification set. Finally, the AUPR
values of the ten test sets are averaged. We compare the per-
formance with other advanced drug repositioning methods
based on heterogeneous network NetLapRLS [29], DTINet
[21] and DeoDTI [11]. We observe from Fig. 2 that LUNAR is
superior to the other methods, with a 1.8 percent perfor-
mance improvement over the second-best method on AUPR.
In addition, considering that the drug-target interaction net-
work in the data set is too sparse, the number of negative
samples is much larger than the number of positive samples.
So another option for evaluating LUNAR’s performance is to
randomly sample all the negative samples from the drug-tar-
get interaction network, taking ten times the number of posi-
tive samples as a counterexample in the data set. This
mimics the actual situation of sparse markers of drug-target
interaction [11]. After that, the data set of the training model
will be composed of the counter-examples and all positive
examples sampled from the drug-target interaction network
as well as all positive and negative examples from other
interaction networks. At last, the model was trained and
tested by 10 folds cross-validation, and the performance
index of the model was obtained. We observed that the
AUPR of our model increased by 27.3 percent to a high index
value of 86.6 percent (Fig. 2). To sum up, the LUNAR high-
performance index value proves LUNAR’s strong ability of
drug target prediction and drug discovery.

Next, we do a more in-depth analysis. Compared with
our model LUNAR, DTINet [21] separates feature learning

TABLE 1
Statistics of the Dataset Used in this Study

DRUGS 708 TARGETS 1512 DISEASES 5603 Side effect 4192

Drug-Drug
10036

Drug-Target
1923

Drug-Disease
199214

Drug-Side effect
80164

Target-Target
7363

Target-Disease
1596745

Fig. 2. In the left subgraph where all unknown pairs are treated as nega-
tive examples, we observed that LUNAR was superior to the other meth-
ods, with a 1.8 percent performance improvement over the second-best
method on AUPR. The right sub-graph is a random sampling of all nega-
tive samples of the drug-target interaction network. The number of posi-
tive examples is ten times the number of negative examples in the data
set. We observe that our model has a 27.3 percent increase in AUPR
compared to the left sub-graph, reaching a high index value of 86.6 per-
cent, which is 8 percent higher than DTINet and is not much different
from the DeoDti model.
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from the prediction task at hand, and this method may not
produce an optimal solution, which highlights the advan-
tages of the end-to-end model. When LUNAR considers all
unknown pairs as negative examples, that is, when hetero-
geneous networks are too sparse, the AUPR value is supe-
rior to DeoDTI [11]. It may be that the construction of
graph convolutional neural networks is characterized by
the application of relational induction bias to structured
data modeling. In a broader sense, a graph convolutional
network applies to any data structure that can be repre-
sented as a graph. In addition, when DeoDTI [11] aggre-
gates different types of interaction relations, it simply
sums them up, without considering that different types of
interaction relations may have different effects on nodes.
LUNAR uses an attention mechanism, which can better
reflect the impact of different relationship types of informa-
tion on nodes, as shown in Fig. 3. It is more in line with the
actual situation and better in terms of explainability. Over-
all, LUNAR is a powerful model for drug target prediction
and drug discovery.

We also made a set of comparative experiments, that is,
to remove the attention mechanism in LUNAR, and observe
the changes in the performance indicators AUC and AUPR
of the model under the condition of NO. negative: NO. posi-
tive ¼ 10:1. As shown in Fig. 4, we found that LUNAR with
the attention mechanism has better performance than the
LUNAR model without the attention mechanism. Specifi-
cally, LUNAR with the attention mechanism increased by
0.8 percent in AUC and 1.8 percent in AUPR. This shows
that adding an attention mechanism can not only improve
the interpretability of the model, but also allow the model

to better extract the topology information of the nodes and
can improve the performance of the model.

Finally, we do a comparative experiment to explore the
impact of training data size on prediction accuracy.
LUNAR uses 10 cross-validation methods to divide the
training set and the data set, that is, the data set is divided
into 10 homogeneous and mutually exclusive subsets, and
each subset is obtained through random stratified sam-
pling. Then nine mutually exclusive subsets are used as
the training set, and the remaining subset is used as the
test set. We change the size of the training set by changing
the number of cross-validation. Specifically, we use 10-fold
cross-validation methods, 5-fold cross-validation methods,
3-fold cross-validation methods, and 2-fold cross-valida-
tion methods to construct the training set and test set, and
use these training sets to train models to compare predic-
tion accuracy. It can be seen from Fig. 5 that as the size of
the training set decreases, the prediction performance
decreases. It is worth noting that the use of the 2-fold
cross-validation method has the greatest performance deg-
radation on the AUPR index.

Fig. 3. This is the attention coefficient representing the sum of neighbor-
hood information of different edge types when learning the embedding
of a drug. The embedded dimension is 1024 dimensions, and each
dimension has an attention factor. The darker the color, the greater the
influence. Looking from left to right, we observe that the overall attention
coefficient of each dimension of the same edge type is not very different.
From top to bottom, we observe that the attention coefficients of different
edge types have obvious color differences and a sense of hierarchy.
This shows that the influence of the sum of the domain information of dif-
ferent edge types on the embedding representation of the node is differ-
ent overall. For this drug node, the sum of the domain information of the
interaction between the drug and the drug has the greatest influence on
its embedding.

Fig. 4. Remove the attention mechanism in LUNAR and observe the
changes in the performance indicators AUC and AUPR of the model
under the condition of NO. negative: NO. positive ¼ 10:1 using 10-fold
cross-validation.

Fig. 5. Comparison of model prediction performance of different sizes of
training data.
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3.3 Screening Candidate Drugs Based on Targets
Related to COVID-19

Next, we train LUNAR under the condition of NO. Nega-
tive: NO. Positive ¼ 10:1, and get the repositioning net-
work with different relationship strengths of the edge
weight. Based on the model, we specified the following
strategies: first, we list those targets that are closely related
to COVID-19 in the Comparative Toxicogenomics Database
[30]. Among them, the targets that appear in our heteroge-
neous network data set are tumor necrosis factor(TNF),
interleukin 6(IL6), interleukin 1 beta(IL1B), interleukin 2
(IL2), CXC motif chemokine ligand 10(CXCL10), Bruton
tyrosine kinase(BTK) and angiotensin-converting enzyme 2
(ACE2). Based on the trained relocation network and these
targets in the data set, we can screen candidate drugs that
may affect COVID-19. Through this method, we can
quickly and more specifically find candidate drugs for sub-
sequent wet experiments.

The detailed information is as follows: In the relocation
network, we respectively list the top10 drug candidates
with the interaction confidence of these 7 targets. At the
same time, the confidence of these top10 drug candidates
must be greater than 0.5. After such treatment, we found
that only the candidate drugs selected by the three targets
of Tumor necrosis factor (P01375), Interleukin-1 beta
(P01584), and ACE2 (Q9BYF1) meet the above requirements.
Next, we will verify the drugs we have screened from some
clinical studies. It can be seen from Table 2 that some of the
drugs we have screened have appeared in some clinical
studies.

4 CONCLUSION

In summary, we propose a new model called LUNAR to
screen drugs that may have a therapeutic effect on COVID-
19. This is a new end-to-end model that does not require
manual feature engineering. It integrates complex heteroge-
neous networks through convolutional neural networks
and attention mechanisms, which can not only discover
drugs for SARS-CoV-2, but also be applied to other viruses,
and can be a good aid in drug development. The construc-
tion of a graph convolutional neural network is character-
ized by applying relational induction bias to a structured
data model. In a broader sense, it applies to any data struc-
ture that can be represented as a graph and is therefore
important in a variety of real-world applications. And, the
attention mechanism enables node embedding to better
express the influence of different relationship types on
nodes, which makes the extracted node embedding more
explanatory. The high-performance index of the LUNAR
model shows the strong prediction ability of the model.
Besides, some drugs predicted by LUNAR have appeared
in clinical studies to further prove the effectiveness of the
model. Therefore, we believe that LUNAR can screen out
drugs that may have an effect on COVID-19 and accelerate
drug development.
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TABLE 2
Candidate Drugs Predicted by the Model Based on the Targets

Target (Uniprot IDs) CANDIDATE DRUGS

(DRUGBANK IDS)
Clinical study’s
NCT Number

Interleukin-1 beta
(P01584)

Minocycline
(DB01017)

Arsenic trioxide
(DB01169)

Thalidomide
(DB01041)

NCT04273529

Tetracycline
(DB00759)

Indomethacin
(DB00328)

NCT04344457

ACE2 (Q9BYF1) Quinapril (DB00881)
Fosinopril (DB00492)
Cilazapril (DB01340)
Benazepril (DB00542)

Perindopril
(DB00790)

Moexipril (DB00691)
Trandolapril
(DB00519)
Atorvastatin
(DB01076)

NCT04380402

Tumor necrosis
factor (P01375)

Thalidomide
(DB01041)

NCT04273529

Chloroquine
(DB00608)

Arsenic trioxide
(DB01169)
Bortezomib
(DB00188)
Zonisamide
(DB00909)
Miconazole
(DB01110)

Indomethacin
(DB00328)

NCT04344457

Gemcitabine
(DB00441)

Acetazolamide
(DB00819)
Minocycline
(DB01017)
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