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Abstract

Predicting drug side–effects before they occur is a key task in keep-
ing the number of drug–related hospitalizations low and to improve drug
discovery processes. Automatic predictors of side–effects generally are
not able to process the structure of the drug, resulting in a loss of infor-
mation. Graph neural networks have seen great success in recent years,
thanks to their ability of exploiting the information conveyed by the graph
structure and labels. These models have been used in a wide variety of
biological applications, among which the prediction of drug side–effects
on a large knowledge graph. Exploiting the molecular graph encoding the
structure of the drug represents a novel approach, in which the problem is
formulated as a multi–class multi–label graph–focused classification. We
developed a methodology to carry out this task, using recurrent Graph
Neural Networks, and building a dataset from freely accessible and well
established data sources. The results show that our method has an im-
proved classification capability, under many parameters and metrics, with
respect to previously available predictors.

1 Introduction

Drug Discovery is a fundamental but expensive process to make new pharma-
cological products available for healthcare [1]. Detecting and identifying Drug
Side–Effects (DSEs) is mandatory to ensure that only safe drugs enter the mar-
ket. DSEs have high costs for public healthcare [2], and cause a high number of
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hospitalizations every year [3], a trend which is constantly increasing, also due
to the increasing use of prescription drugs [4]. Predicting DSEs automatically
in silico, before submitting drug candidates to clinical trials, would represent
a fundamental improvement for drug discovery processes, cutting their costs in
terms of time and money [5].
Automatic DSE predictors have traditionally relied on euclidean data represen-
tations [5] or drug similarity [6]. In the last decade, we have seen an evolution
towards Machine Learning (ML), with methods based on Random Forests [7],
Support Vector Machines [8], and Clustering [9]. Substantial improvements have
been brought by the use of Deep Learning (DL) techniques which integrate het-
erogeneous data sources [10]. Indeed, the number and variety of features to
be used for prediction have steadily increased, as DSEs are complex biological
phenomena involving many metabolic and genetic mechanisms [11].
Since their introduction, Graph Neural Networks (GNNs) [12] have represented
a very powerful model [13] for the prediction [14] and generation [15] of graph–
structured data, with a wide variety of applications in the biological domain
[16]. Their capability of processing relational data directly in graph form, with
little information loss and high flexibility [17], allows GNNs to be successfully
applied to an enormous variety of different tasks involving graph–structured
data [18]. As a consequence, an ever increasing number of models have been
developed to improve the field and to adapt the base theory [19] to the various
scenarios, like Graph Convolution Networks (GCNs) [20], spectral GCNs [21]
[22], GraphSAGE [23], GraphNets [24], Message–Passing Neural Networks [25],
and Graph Attention neTworks (GAT) [26], just to name the most important.
The whole GNN family has been classified into categories in order to better
navigate through the configurations and to better study their properties from
a mathematical point of view. This latter idea has lead to interesting ways of
measuring their power in order to maximize the theoretical capabilities of future
models, either using unfolding trees [17] or Weisfeiler–Lehman tests [27].
GNNs have been also applied to a related but very different task: polyphar-
macy effect prediction, in which the objective is to determine if two compounds
are likely to trigger adverse reactions if taken together. In this framework, two
main approaches exist: the first predicts the interactions as edges in a knowledge
graph that conveys metabolomics and interactomics information [28], while the
second exploits a GAT–based graph co–attention mechanism on the two molec-
ular graphs of each pair of compounds, training the co–attention mechanism to
estimate the likelihood of a polypharmacy effect between the two drugs [29].
In this paper, the DSE prediction is addressed as a multi–class multi–label clas-
sification problem. As the drug structure can be efficiently encoded by a molec-
ular graph, we exploit GNNs to learn and automatically predict DSEs based
on the drug structure only. This substantially differentiates the methodology
from the only other GNN–based DSE predictor we are aware of: DruGNN,
which predicted DSEs on a large knowledge graph integrating drug features,
gene features, gene–gene interactions, drug–gene interactions and drug–drug
similarities [30]. While being capable of better integrating information from
heterogeneous domains, thanks to the properties of Composite Graph Neural
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Networks (CGNNs), DruGNN is not capable of exploiting the full molecular
information, because the drug structure is encoded as a fingerprint vector. Us-
ing SMILES, like other non–graph based methodologies do, also implies a loss
of information. Molecular graphs instead retain the full amount of structural
information that can be associated to each drug compound.
The main contributions of this paper are as follows.

• A novel dataset of molecular graphs is introduced: it can be used for
the prediction of DSEs with any predictor model that accepts the drug
structure in input; molecular graphs can also be enriched with relevant
chemical features of the compound;

• GNN–MGSEP (Graph Neural Network — Molecular Graph Side–Effect
Predictor), a GNN–based model for the prediction of DSEs is introduced
and validated on the dataset presented above; the problem is tackled as
a graph–focused multi–class multi–label classification, where DSEs repre-
sent the class labels of the molecular graphs;

• Usability of GNN–MGSEP is discussed, and potential applications of the
method in the real–world are introduced.

The rest of the paper is organized as follows: Section 2 explains the methodology,
describes the GNN model used for carrying out the predictions, and defines the
experimental setup; Section 3 presents and details the relevant experimental
results for the validation of the method; Section 4 discusses the relevance of the
results, shows the prediction performance in comparison with other available
methods, and describes the usability of the method; Section 5 draws conclusions
on the work presented, discusses its impact and significance, and introduces
possible future research.

2 Materials and Methods

2.1 The Graph Neural Network model

The Graph Neural Network (GNN) model is able to directly process a vast class
of graphs by implementing a function τ(G, n) ∈ Rm that maps each graph–node
pair (in which the node belongs to the graph) into a m–dimensional Euclidean
space. Therefore, the domain ordinarily considered is the set D = G × N of
graph–node pairs [12]. GNNs can operate with most types of graphs — acyclic,
cyclic, directed, undirected —, which allows to employ molecular graphs as
input for such model without losing any topological information contained in
chemical structure of the molecules. In our setting, we modelled a prediction
problem as a supervised learning task: therefore, the learning set can be defined
as in Eq. (1).

L = {(Gi, ni,j , ti,j) | Gi = (Ni,Ei) ∈ G; ni,j ∈ Ni; ti,j ∈ Rm, 1 ≤ i ≤ p, 1 ≤ j ≤ qi}
(1)
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where ni,j ∈ Ni denotes the j–th node in the set Ni ∈ N and ti,j is the target
array associated to ni,j ; p is such that p ≤ |G| and qi ≤ |Ni| holds for the num-
ber of supervised nodes qi in Gi. However, it is evident that our application
is graph–focused, since the side–effects are relative to the whole molecule (there
is no direct dependence on the individual nodes of the graph, which contribute
equally to the output).
State functions and output functions are both computed via Multi–Layer Per-
ceptrons (MLPs): for the state network, we employed the SeLU function with
default parameters proposed in [31] and the LeCun Normal initialization for
the weights, while in the output network the sigmoid function and the Glorot
normal initialization were used.
Our implementation is based on GNNKeras [32], a flexible tool which allows
the construction of a large subclass of GNNs. The model, therefore, implements
the state function as in Eq. (2), where the state of node n at iteration t, xtn
is described in function of the states of the node itself and its neighbors at the
previous iteration t − 1, and the labels of n, its neighbors and the edges con-
necting them to n. The function Ne(n) returns the set of all the neighbors of
each node n, while the state updating function fw is implemented by the state
MLP network:

xtn = fw(xt−1n , ln, a
∑

m∈Ne(n)

(xt−1m , lm, em,n)) (2)

Since the problem is graph–focused, the output function is described as in Eq.
(3). The set Nout contains all the output nodes, in our case all the nodes of the
graph Nout = N . The output function gw is implemented by the output MLP
network.

yG =
1

|Nout|
∑

n∈Nout

gw(xKn , ln) (3)

2.2 Data and pre–processing

The only data required in this framework is the drug chemical structure and
some known drug side–effect associations. To retrieve such data, we used the
public database SIDER [33], which contains data on 1430 drugs, 5880 Adverse
Drug Reactions (ADRs), and 140,064 drug–ADR pairs [34]. We referred to the
”stereo” version of the STITCH compound identifier [35], since it can be used
as a key on the public database PubChem [36].
Before retrieving a graph representation of drug chemical structures, the SIDER
database needed to undergo a pre–processing procedure in order to filter out
duplicates of drug–ADR pairs, which occur inevitably due to the presence of
both lowest level terms (LLTs) and primary terms (PTs) for side–effects: we
filtered out all associations referred to LLT side–effects, so that our dataset was
made only of drug–ADR pairs in which side–effects are expressed via a PT. In
such a way, we are not working with duplicate pairs and the learning procedure
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Table 1: Grouping of the elements employed in this work.
Element group Element Element group Element

1 C 9 Br
2 N 10 Na, K, Li
3 O 11 Ca, Mg, Ba, Sr
4 S, Se 12 Co, Tc, Mn, Fe
5 F 13 Au, Ag, Pt, Zn
6 P 14 B, Ge, In, Tl
7 Cl 15 La, Gd
8 I

is not negatively affected by unnecessary data. For the same reason, we applied
a constraint on the side–effect occurrences and we decided to filter out ADRs
with less than 5 occurrences in the dataset. Through these procedures, we
went from having almost 309,000 associations to about 159,000 associations,
with a significant reduction of side–effect multiplicity (from the original 4,251
to 2,055 side–effects with a number of occurrences equal to or greater than 5).
In a further phase, we obtained a dataset of 157,000 associations, following the
removal of 33 compounds who lacked any intramolecular bond and, therefore,
could not be converted into a molecular graph with our current methodology.
Moreover, Experiment B1 (see Section 3) was performed on a version of the
dataset with an additional filter, i.e. by removing all drugs that were associated
to either less than 5 or more than 400 side–effects; the distribution of number
of side–effects associated for each drug is reported in Figure 1.
Since we noticed that chemical elements do not have a uniform distribution in
our dataset, we developed a grouping system so that similar elements could
be viewed as the same by the GNN model, based on their physico–chemical
properties (see Table 1). This is fundamental because some elements have very
few occurrences, meaning that the network cannot possibly learn to manage
them as a standalone node type. Moreover, filling the network with too many
node types would make the learning problem more difficult.

2.3 Molecular graphs

We represented molecule chemical structures by employing graphs, which allows
to minimize the loss of information that would be unavoidable when compress-
ing the molecular graph into other data structures. In order to retrieve the
graph representation of a specific molecule, some intermediate steps were nec-
essary: by using PubChemPy we retrieved the SMILES [37] string associated
to the compound, which was then transformed into a RWMol (i.e. an editable
molecule class defined in the RDKit 1 library). The RWMol was subsequently
exploited to build a NetworkX graph of the molecular structure. Finally, this

1RDKit: Open–Source Cheminformatics Software, by Greg Landrum. URL:
https://www.rdkit.org/
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Figure 1: The number of side–effects per drug follows a non uniform skewed
distribution. Most drugs have few DSEs, while few drugs are associated to a
large number of DSEs. This causes unbalancement in the class distributions
which can lead to a bias in the model.

latter graph was converted into a GraphObject, a Python object defined specif-
ically to be used as a structured graph representation for GNNKeras [32].
The graph representation used in this work is made of three different compo-
nents:

• the node matrix, where rows represent the chemical element (or chemical
element grouping) of the specific node. The following general rule applies
to the node matrix:

nij =

{
1 if the i–th node belongs to the j–th element group

0 otherwise
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• the edge list, made of arrays of length 6 that collect initial and final node
of the edge, along with a label indicating the chemical bond it represents.
More specifically, an edge label is composed of:

{nh, nk, b1, b2, b3, b4︸ ︷︷ ︸
one–hot array

expressing the bond type

}

where nh and nk are respectively the initial and final nodes and the remain-
ing entries encode the bond type (namely single, double, triple, aromatic);

• the target vector, employed to carry out supervised learning; it consists in
a binary vector of 2055 entries (i.e., one entry per side–effect) such that

ti =

{
1 if the drug can cause the i–th side–effect

0 otherwise

3 Experimental Results

3.1 Experimental setting

Side–effect prediction, in this work, is modelled as a classification problem.
Therefore, it requires an adequate loss function to be optimized during learning.
The best fitting choice in this scenario is the binary cross–entropy, that handles
each DSE independently from the others by taking into consideration the entries
of the network’s output one by one. The loss function was optimized via the
Adam optimizer (from Adaptative moment estimation), which has proved to
be highly efficient, requires little memory, and is appropriate for problems with
noisy and/or sparse gradients [38]. We employed the default hyperparameter
values for the Adam optimizer.
The results presented in the following are obtained by applying 5–fold cross–
validation, to obtain an unbiased evaluation of GNN–MGSEP, by alternately
training it on four folds and testing on the other one. The following settings
differ from each other on various parameters, such as number of epochs, batch
size and stopping criteria. These differences are presented and compared in
Table 2.

Various metrics were employed in order to evaluate different aspects of the
model’s performance. One metric we considered is binary accuracy, which is
a simple computation of how often predictions match binary labels, expressed
through a percentage. When using such metric, entries of target arrays are con-
sidered independent from each other, by performing an element–wise compari-
son between the predicted array and the desired output. Despite its relevance,
binary accuracy does not provide enough information about the performance
of the network, due to the nature of the target distribution. In fact, each tar-
get array consists of 2055 entries and each chemical compound in the filtered
dataset causes ≈ 97 side–effects on average 2, which accounts for only 4.71% of

2More precisely, the computation of the mean results in 96.744 side–effects per compound.
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Table 2: Hyperparameters of the experiments discussed in this work. Exp. B
and B1 were carried out using the same parameters but different datasets (see
Section 2).

Parameter Exp. A Exp. B Exp. B1 Exp. C
Batch size 32 32 32 16

Threshold loss 0.15 0.15 0.14 0.14
Epochs 8000 10000 10000 7500
Patience 2000 2000 2000 1000

Table 3: Results for each experiment.
Metric Exp. A Exp. B Exp. B1 Exp. C

Binary accuracy (%) 95.16 ± 0.42 95.13 ± 0.43 95.25 ± 0.57 94.94 ± 0.34
AUC (%) 86.13 ± 0.46 86.11 ± 0.95 86.73 ± 0.55 85.86 ± 0.33

AUPR (%) 29.13 ± 2.22 28.85 ± 1.84 28.54 ± 3.54 26.82 ± 1.67

the total number of target array entries: as a consequence, a high level of binary
accuracy is not necessarily an indication of good network performance, since it
could be reached even in the case in which the network’s predictions consisted
of vectors full of zeros. For this reason, we employed also the Area Under ROC
Curve (AUC) and the Area Under Precision Recall Curve (AUPR): they are
obtained by plotting the true positive rate against the false positive rate and by
plotting the positive predicted value against the true positive rate, respectively.

3.2 Results

Table 3 shows the results obtained in each experiment: Exp. B1, which was
carried out after a further filtering of the data, provided the best performance
in terms of binary accuracy and AUC, while Exp. A resulted in a better AUPR.

The best three experiments underwent a further analysis: Table 4 reports
positive predicted value, negative predicted value, specificity and sensitivity of
experiments A, B and B1. It is worth noting how different the positive predicted
value and the specificity are, compared to the negative predicted value and
the sensitivity: therefore, it is possible to hypothesize that currently the GNN
model, in the framework of side–effect prediction, is better at detecting negative
associations with respect to positive ones due to the unbalanced distribution of
drug side–effect associations.

An analysis focused on the side–effects revealed that the relative frequency
of each adverse reaction highly influences the ability of the model in detecting
cases of positive associations regarding such side–effects. Table 5 shows such re-
sults, by considering the 10 most frequent and less frequent side–effects (DSEs)
in our datasets and reporting the ratio between true positive predictions and
the number of occurrences of such adverse reactions. The difference in the ”de-
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Table 4: Further analysis for the best experimental settings.
Metric Exp. A Exp. B Exp. B1

Positive predicted value (%) 47.56 ± 25.84 3 45.41 ± 24.22 45.12 ± 24.01
Negative predicted value (%) 95.89 ± 4.44 96.00 ± 4.33 96.14 ± 3.63

Specificity (%) 21.32 ± 14.59 23.82 ± 15.32 20.68 ± 14.02
Sensitivity (%) 99.05 ± 1.36 98.91 ± 1.45 98.86 ± 2.36

3This was calculated removing predictions that yielded no association between 19 molecules

and the side–effects.

Table 5: Influence of the relative frequency of each adverse reaction on the
model ability in detecting positive associations.

Metric Exp. A Exp. B Exp. B1
Most frequent DSEs (%) 69.31 ± 11.28 85.59 ± 15.11 83.81 ± 15.61
Less frequent DSEs (%) 1.50 ± 3.22 2.97 ± 4.52 5.68 ± 7.29

Overall average (%) 11.18 ± 19.19 12.06 ± 21.71 10.90 ± 19.33

tectability” of side–effects based on their number of occurrences in the dataset
is clearly shown.

4 Discussion

4.1 Relevance of the Results

The experimental results described in Section 3 demonstrate that the DSE pre-
diction task can be effectively carried out exploiting just the drug structure (the
molecular graph) as it is done by GNN–MGSEP. A similar task had been carried
out with GNN (DruGNN) by exploiting a large knowledge graph containing as
much as seven main information resources: drug structural fingerprints, drug
chemical properties, gene molecular function ontology, genomic information,
gene–gene interactions, drug–drug similarity and drug–gene interactions [30].
The setup presented in this work is much simpler, with only drug structures
needed for the prediction, yet the molecular graphs convey structural informa-
tion which is very important to determine the drug functionality. This results in
a simpler yet very efficient prediction framework as highlighted by the metrics.
For performance comparison, we will also take into account other predictors not
based on GNNs, such as:

• Pauwels [39], which is a good structure–based baseline as it predicts DSEs
based on the Sparse Canonical Correlation Analysis (SCCA) of structural
fingerprints only;

• DrugClust [9], which is a good predictor based on clustering and Gene
EXpression (GEX) data;

9



Table 6: Comparison of data and methodology for each predictor. SF stands
for Structural Fingerprints, MG for Molecular Graphs, GO for Gene Ontlogy
data, CF for Chemical Features, DPI for Drug–Protein Interactions, DDS for
Drug–Drug Similarity, PPI for Protein–Protein Interactions.

Predictor Num. Drugs Num. DSEs Method Data Types
Pauwels[39] 888 1,385 SCCA SF

DrugClust[9] 1,080 2,260 Clustering CF+DPI+GEX
DeepSide[10] 791 1042 MLP GEX+GO+SF
DruGNN[30] 1,341 360 CGNN CF+SF+GO+ PPI+DPI+DDS

GNN–MGSEP 1,397 2,055 GNN MG

• DeepSide [10] that represents a more complex predictor based on deep
learning and integrates heterogeneous data from different sources.

These methods together with DruGNN constitute a very good set of models
allowing to evaluate the capabilities of GNN–MGSEP in comparison to what
has been achieved so far. Of course, a direct comparison is not possible as all
of these methods use different data types and have been therefore trained and
tested on datasets of different nature. Yet, once assessed the differences on the
types of data used, the size of the datasets, and the sets of DSEs which are
predicted in each case, they allow to evaluate the placement of our method with
respect to other predictors.
The number of drugs taken into account, the number of predicted side–effects, as
well as the information used and the method behind each predictor are described
in Table 6.

As demonstrated by DeepSide and DruGNN, integrating an increasing amount
of heterogeneous information has been the key for improving DSE predictors so
far. In particular, the former was one of the first DL approaches to the prob-
lem, while the latter introduced the use of GNNs for analyzing the knowledge
graph of DSEs. GNNs though can also be exploited to analyze the structure of
each molecule, since molecules are naturally represented by graphs. Moreover,
molecular graphs convey the full structural information of the molecule more
efficiently with respect to the structural fingerprints, which are widespread in
this field. This results in comparable performance between DeepSide, DruGNN
and our GNN–MGSEP, which uses a much simpler load of information consist-
ing only of the molecular graph of each compound, therefore representing a very
easy to use predictor with respect to the other two. The performance of each
model is reported in Table 7.

4.2 Usability

The usability of GNN–MGSEP is very easy thanks to the low amount of informa-
tion it needs to accurately predict the occurrence of side–effects: for estimating
the probable DSEs of a new drug, it will be sufficient to submit its molecular
graph to the model. There is no need to retrain the model every time that a

10



Table 7: Comparison of prediction performance with respect to the other de-
scribed methodologies. Please notice that each predictor was trained and tested
on its own dataset, with different data types, number of drugs, and number of
DSEs compared to the others. These are reported in Table 6 and should be
taken into account when comparing the performance of the predictors. Three
metrics are considered for the evaluation: Binary Accuracy, AUC (Area Un-
der ROC Curve), and AUPR (Area Under Precision–Recall curve). Only the
metrics proposed by the respective authors are reported for each predictor, as
different problem formulations do not always allow to use the same metrics.

Predictor Binary Accuracy AUC AUPR
Pauwels[39] - 89.32% -

DrugClust[9] - 91.38% 33.36%
DeepSide[10] - 87.70% -
DruGNN[30] 86.30% - -

GNN–MGSEP 95.25% 86.73% 29.13%

new drug is introduced in the dataset. Yet, when a significant amount of new
drugs becomes available together with their labels (known occurrence of side–
effects) a retraining will improve the model performance for future predictions.
Our model is lightweight and training it does not require heavy amounts of re-
sources: in our experiments we just used a commercial laptop even without a
GPU. Once the model is trained, obtaining a prediction with GNN–MGSEP is
even more lightweight as there is no need to load the whole dataset of molecular
graphs. Our model can therefore be used as a simple screening service to predict
the occurrence of side–effects on massive amounts of molecular graphs, in the
very early stages of a drug discovery pipeline.

4.3 Future Developments

In the future, the model can be further developed in multiple directions. On
the one hand, introducing a larger amount of drug examples could improve per-
formance of GNN–MGSEP while retaining the same simplicity and lightweight
style. On the other hand, the model can be refined by integrating heterogeneous
data as it is the case for DeepSide and DruGNN. The more straightforward addi-
tion that could be made is constituted by the chemical features of drugs, that can
be retrieved from PubChem and integrated inside the molecular graph. Other
data, describing drug–protein interactions, metabolomics, gene expression, and
ontologies, could be integrated as well, though this would imply a rethinking of
the model to attach these pieces of information to a molecular graph.
An integration with other DL tools thought for drug discovery is also possi-
ble. As GNN–MGSEP is ideal for screening huge amounts of molecular graphs,
it represents a very good model for processing the output of molecular graph
generators based on DL, such as ChemVAE [40], JTVAE [41], CCGVAE [42],
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GraphVAE [43], MolGAN [44], or the GNN–based MG2N2 [15]. These meth-
ods can in fact produce massive amounts of possible drug candidates, but often
lack the ability of evaluating the possible DSEs of the generated compounds. A
three–step chain can also be devised, in which the graph generator constitutes
the first step, aimed at producing a large pool of possible drug candidates. The
drug candidates could then be screened for their drug–likeness, retaining only
compounds with a high QED score [45] or druggability score, which can be es-
timated with various methods, including deep learning predictors [46, 47, 48].
GNN-MGSEP could then screen the selected compounds, filtering out those
with too many or too dangerous side–effects.

5 Conclusion

This paper presented GNN–MGSEP, a new model for the prediction of drug
side–effects based on the molecular graph that describes the drug structure. A
dataset of molecular graphs and associated side–effects was built in order to
train and test the model. The experimental results show that the model is
capable of very good performance on the task of drug side–effect prediction.
Exploiting only the molecular graph, it is able to obtain comparable perfor-
mance, and in some cases even better performance, with respect to the state
of the art methods in such task, which need large loads of information from
heterogeneous sources to formulate their predictions — even though a direct
comparison is not possible due to the different nature of the data used by each
predictor. The usability of GNN–MGSEP was discussed, highlighting the ease
of use and lightweight training procedure of the model. Future directions of re-
search are very promising, including the possibility of refining the predictions by
integrating more data, and using GNN–MGSEP in a pipeline fully based on deep
learning. In this latter framework, a graph generator outputs huge amounts of
molecular graphs of possible drug candidates, which are subsequently screened
for their drug–likeness using a dedicated model, and then for their side–effects
using GNN–MGSEP.
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adverse effect prediction with graph co–attention,” 2019.

[30] P. Bongini, N. Pancino, G. M. Dimitri, M. Bianchini, F. Scarselli, and
P. Lio, “Modular multi–source prediction of drug side–effects with drugnn,”
IEEE/ACM Transactions on Computational Biology and Bioinformatics,
2022.

[31] G. Klambauer, T. Unterthiner, A. Mayr, and S. Hochreiter, “Self-
normalizing neural networks,” in Proceedings of the 31st International Con-
ference on Neural Information Processing Systems, pp. 972–981, 2017.

[32] N. Pancino, P. Bongini, F. Scarselli, and M. Bianchini, “Gnnkeras: A keras-
based library for graph neural networks and homogeneous and heteroge-
neous graph processing,” SoftwareX, vol. 18, p. 101061, 2022.

[33] M. Kuhn, M. Campillos, I. Letunic, L. J. Jensen, and P. Bork, “A side
effect resource to capture phenotypic effects of drugs,” Molecular systems
biology, vol. 6, no. 1, p. 343, 2010.

[34] M. Kuhn, I. Letunic, L. J. Jensen, and P. Bork, “The SIDER database of
drugs and side effects,” Nucleic acids research, vol. 44, no. D1, pp. D1075–
D1079, 2016.

[35] D. Szklarczyk, A. Santos, C. Von Mering, L. J. Jensen, P. Bork, and
M. Kuhn, “STITCH 5: Augmenting protein–chemical interaction networks
with tissue and affinity data,” Nucleic acids research, vol. 44, no. D1,
pp. D380–D384, 2016.

[36] S. Kim, J. Chen, T. Cheng, A. Gindulyte, J. He, S. He, Q. Li, B. A. Shoe-
maker, P. A. Thiessen, B. Yu, et al., “PubChem in 2021: New data con-
tent and improved web interfaces,” Nucleic acids research, vol. 49, no. D1,
pp. D1388–D1395, 2021.

15



[37] D. Weininger, “Smiles, a chemical language and information system. 1.
introduction to methodology and encoding rules,” Journal of chemical in-
formation and computer sciences, vol. 28, no. 1, pp. 31–36, 1988.

[38] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
arXiv preprint arXiv:1412.6980, 2014.

[39] E. Pauwels, V. Stoven, and Y. Yamanishi, “Predicting drug side–effect pro-
files: A chemical fragment–based approach,” BMC bioinformatics, vol. 12,
no. 1, pp. 1–13, 2011.
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