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Abstract—Nowadays, sharding is deemed as a promising way to save traditional blockchain protocols from their low scalability.
However, such technique also brings several potential risks and huge communication overheads. An improper design may give rise to
the inconsistent state among different committees. Further, the communication overheads arising from cross-shard transactions
unfortunately reduce the system’s performance. In this paper, we first summarize five essential issues that all sharding blockchain
designers face. For each issue, we discuss its key challenge and propose our suggested solutions. In order to break the performance
bottlenecks, we propose a reputation mechanism for selecting leaders. The term of reputation in our design reflects each node’s
honest computation resources. In addition, we introduce a referee committee and partial sets in each committee, and design a
recovery procedure in case the leader is malicious. Under the design, we prove that malicious leaders will not hurt the system and will
be evicted. Furthermore, we conduct a series of simulations to evaluate our design. The results show that selecting leaders by the

reputation can dramatically improve the system performance.

Index Terms—Sharding Blockchain, Reputation Mechanism, Leader Selection, Hierarchical Design, Recovery Procedure.

1 INTRODUCTION

HE blockchain revolution has established a milestone

with Nakamoto’s Bitcoin [1] during the long search for
a dreaming digital currency. It maintains the distributed
database in a decentralized manner and has achieved a
certain maturity to provide the Internet community with a
service that captures the most important features of cash:
secure, anonymity, easy to carry, easy to change hand,
and exchangeable across national boundaries. At the same
time, Bitcoin realizes the tamper proof property needed for
transactions.

Unfortunately, state-of-the-art blockchain systems (e.g.,
Bitcoin [1] and Ethereum [2]) suffer from serious scalability
problem. In the context of blockchains, a system is consid-
ered scalable if its throughput (transactions per second or tps
for short) grows with the increase of computing resources.
In most blockchain projects, all nodes in the network have to
agree on a certain set of transactions. Therefore, only a rather
fixed amount of transactions can be included in a block over
a period of time, regardless of the number of nodes in the
network.

The classic design leads to a quite low throughput. The
tps of Bitcoin is 3 to 4 orders of magnitude lower than those
for centralized payment systems such as Visa. Specifically,
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Bitcoin can process only 3.3-7 transactions per second in
2016 [3] while Visa handles more than 24,000 transactions
per second [4]. Such weakness severely limits the popular-
ization of blockchain.

To overcome this problem, a promising way is to borrow
the idea of sharding from the field of database. Sharding is a
well-known technique to build the scale-out database. The
main idea is to break up large tables into smaller chunks and
spread them across multiple servers. It enables the sharing
of overall workload and greatly increases the performance.

Inspired by this idea, researchers in the area of
blockchain apply sharding to improve blockchains’ scala-
bility in recent years. Similarly, we can partition nodes into
parallel committees and have each committee maintain a
subset of transactions. Under this method, the transaction
processing rate is proportional to the number of committees
rather than a constant. Therefore, less computational power
is wasted, higher processing capacity is achieved and the
system scales well.

Despite its benefits, the application of sharding in
blockchain also imposes a great deal of complexity and
potential risks. Rather than accessing and updating data
from local storage, nodes have to process transactions across
multiple shards. An improper design may cause the in-
consistency of data, which is an enormous threat to the
system. Thus, it is of great importance and urgency to
summarize and present general design process, principles
and suggestions for the sharding protocols. In addition,
cross-shard transactions make it inevitable to carry out large
amount of communications among different committees,
which unfortunately reduces the performance of the system.
This is a crucial issue that has not been properly resolved
until now.

In this paper, we identify five essential issues in sharding
blockchain, which together composite a complete protocol.



For each issue, we discuss its key challenge, give a brief
review on existing approaches, and propose our suggested
solution. By doing numerical studies, we show that cross-
shard transactions take an overwhelming fraction in the
sharding blockchain. These transactions inevitably bring
heavy overheads on communicating, which is the task of
leader in each committee. As a result, their capability be-
comes a major bottleneck of the whole protocol.

For better performance, we design a reputation mech-
anism. Specifically, the reputation of a node reflects its
honest computation resource. In each round, those nodes
with higher reputation will be selected as leaders. For safety
and liveness of the protocol, we introduce a unique referee
committee and partial sets in each committee. Briefly, the
referee committee act as a arbitrator between opposing
parties, and partial sets take the responsibility to super-
vise the leader’s behavior. Further, we propose a recovery
procedure, which is triggered upon a malicious leader is
detected. As a consequence, the malicious leader is evicted
and a new leader is re-selected immediately, ensuring the
system running properly.

Theoretically, we prove that selecting leaders via reputa-
tion and the committee assignment scheme are secure with
overwhelming probability. Also, under such design, the
transaction processing procedure satisfies safety and live-
ness. Further simulation results support that the reputation
mechanism could effectively help to filter out those nodes
with abundant computational resources. By arranging these
nodes as leaders, each committee could process more trans-
actions and further improve the system performance.

This paper is organized as follows. In Section [2} we dis-
cuss five key issues in sharding blockchain. Section [3] states
system model and elaborate the problem we aim to solve.
We propose our solution in Section [} including the repu-
tation mechanism and the recovery procedure. After that,
we give the theoretical analysis on our design in Section
and conduct a series of simulations in Section @ Finally, we
review previous studies in Section[7|and conclude the paper
in Section

2 ISSUES IN SHARDING BLOCKCHAINS

When it comes to sharding blockchain protocols, there are
five basic issues to consider. Like previous works, we will
analyze these problems based on the UTXO (Unspent Trans-
action Output) model. A UTXO indicates the amount of
digital currency that its owner can use later. Specifically, a
transaction will take one or multiple UTXOs as inputs, and
then output new UTXOs. And each UTXO can only be spent
once.

2.1 Issue #1: What to split?

The first issue is to determine what to partition. Before
getting into the details, we first distinguish a pair of essential
concepts. In the context, when referring to the term nodes,
we mean the participants who invest resources (hardware,
electricity, etc) and offer services (such as processing transac-
tions) in blockchain systems, similar to the miner in Bitcoin.
On the other hand, the participants who use services (e.g.,
generating transactions) are known as users.
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In line with the original intention of the sharding tech-
nology, we answer the question as follows:

e Nodes. A sharding blockchain divides nodes into
disjoint groups, each of which is known as a com-
mittee. All committees work concurrently, therefore
increasing the transaction processing speed.

o Pending transactions. Instead of being kept in the
mempool of every node, pending transactions are
also partitioned into different groups, which we call
shards. It is worth noting that there is a one-to-one
mapping from shards to committees. Each shard of
transactions is only stored and processed by the
nodes in the corresponding committee.

o Blockchain history. To alleviate the full storage bur-
den on nodes, the heavy blockchain data is also split
and maintained by separated committees, in the form
of a sub-blockchain with lower volume.

2.2 Issue #2: How to split?

As a subsequence, it is important to ponder the methods
to partition the nodes, pending transactions, and blockchain
history.

Under the existence of potential Byzantine attackers,
nodes are expected to be distributed uniformly into commit-
tees. The uniform assignment keeps all committees under a
safe Byzantine fraction, and drives away the possibility for
malicious nodes to gather in and take over certain commit-
tee. To realize a uniformly random assignment, the key is
to generate a trusted randomness distributedly, which has
long been a critical task in blockchain. Several protocols [5],
[6] use an external cryptographic hash function, which
takes an unpredictable and tamper-resistant value (e.g., the
Merkle root of transactions in the previous block) as input,
and the output of the function is the randomness. Other
attempts include Verifiable Random Functions (VRFs) [7] in
Algorand [8], and Publicly Verifiable Secret Sharing (PVSS)
schemes [9], [10] in Ouroboros [11] and OmniLedger [12].

For the purposes of load balancing, the transaction is
assigned to one committee based on its id, i.e., the hash
value of the transaction. Specific designs vary among dif-
ferent protocols. One method is to use the first £ bits of
the transaction id to determine its shard, assuming there
are 2% shards (and committees) in the system. For example,
all transactions beginning with 010 in their hash belong to
shard #2 (here k = 3). We can also determine the belonging
shard of a transaction by calculating its id modulo 2*.
To prevent unbalanced loading caused by deliberate users
when generating transactions, some protocols add salt when
calculating the hash of transactions [13].

We emphasize that, under any proper sharding configu-
ration, each transaction should be precisely maintained by
a unique committee, to avoid consistency issuesﬂ Accord-
ingly, the blockchain history is also separated, and each
virtual UTXO is exactly kept by a single committee.

1. Or else, different committees may come up with conflicting results
concerning the same transaction.



2.3 Issue #3: How to deal with the dynamic member-
ship?

As discussed previously, the sharding technique aims at
solving the scalability issue for permissionless blockchains,
in which nodes can join and leave freely. In this scenario,
the attackers may execute sufficiently many join and leave
operations to manipulate a certain committee. Thus, it is
necessary to adjust the committee assignments periodically.
A simple idea is to reshuffle all nodes at the beginning of
each round. Such idea has several shortcomings. First, a
full bootstrapping procedure will stop the whole system.
All nodes halt until new committees are formed. Second,
frequent reorganization brings expensive communication
overheads. Specifically, nodes have to change connection
with different sets of committee members. Also, they need
to fetch data of the new ledger from other nodes.

To balance usability and performance, replacing only a
subset of committee members is a better alternative. Such
solution deals with nodes’ joining and leaving smoothly,
and resists against the slowly-adaptive Byzantine adversary.
As a practice, RapidChain [14] borrows the idea of Cuckoo
rule [15], requiring that only a constant number of nodes
is switched to other committees in each round. Yet, this
method leaves the adversary enough room to take over a
certain committee and further cause damage to the whole
system. More specifically, at some round r, the adversary
may plan to corrupt all members in a committee during
round r + d. Afterwards, even if a constant number of
members are switched out, the majority of this committee
will be malicious.

In order to solve the dynamic membership issue prop-
erly, we propose an Expected Constant-Fraction Reshuffling
(ECFR) scheme with parameter «. In expectation, it requires
a constant fraction of members inside a committee to be
switched out in each round. Precisely, the a-ECFR scheme
is designed as follows: Let « € (0, 1) be a constant. In each
round, we independently mark each node with probability
«, and uniformly reassign all marked nodes to all commit-
tees, assuring that all committees have the same size.

We mention that the number of reshuffled nodes of
a-ECFR scheme lies between total reshuffling and Rapid-
Chain’s solution. With little bias of notation, total reshuffling
is an extreme case of a-ECFR scheme with o = 1. Further,
there exists a constant o enabling that with high probability
honest nodes take the majority in all committees. We prove

this security property in Section

2.4

Based on the UTXO model, a transaction specifies one or
more outputs of previous transactions as its input(s). For
a transaction tx charged by some committee C, if all its
referenced transactions are also maintained in C, then tx
is known as an intra-shard transaction. As a result, committee
members can verify the intra-shard transactions by them-
selves and reach a consensus afterwards. There are a lot of
options for the specific consensus algorithm. On one hand,
each committee can be regarded as a smaller blockchain
system with less nodes and transactions. Thus, the typical
blockchain consensus algorithms can be applied here, such
as Proof of Work (PoW), Proof of Stake (PoS) and so on. The

Issue #4: How to process intra-shard transactions?

3

discussion on these consensus protocols is out of the scope
of this paper. More details can be found in [16].

On the other hand, several protocols which are not
suitable for the large-scale blockchain systems find their
place in this scenario. A typical example is the classic Byzan-
tine Fault Tolerance (BFT) consensus protocol. As the first
practical solution, [17] correctly survives Byzantine faults in
asynchronous networks, allowing a group of nodes to reach
agreement on some value. However, it only works in the
setting where all participants are known to each other, and
the network size is small. Specifically, Such solution does
not scale well because of its communication overhead. The
protocol creates O(n?) communication complexity, where n
is the number of nodes, which becomes unacceptable when
the size of the network increases to, for example, 10,000.
Fortunately, these problems are mitigated when applied to
each committee in a sharding design. Here are two main
reasons, (1) It is easier for nodes to know each other in a
smaller committee, and (2) the size of a committee is small
enough to enable the BFT protocols to work well. As a result,
the BFT protocols have been widely used in the sharding
blockchain systems to reach intra-committee consensus.

2.5 Issue #5: How to process cross-shard transac-
tions?

In comparison to an intra-shard transaction, for a transac-
tion tx charged by committee C, if tx has a referenced input
transaction which is not maintained by C, then tx is called
a cross-shard transaction. Facing this kind of transactions,
members of C' have to ask other committees for the validity
of the inputs.

Existing studies give some solutions to this issue. In Om-
niLedger [12], before submitting a cross-shard transaction to
its assigned committee C, the user who generates it needs
to collect proof-of-acceptance from all referenced committees,
whose members process the transaction and update the
UTXOs state. RapidChain [14] transforms the cross-shard
transaction into intra-shard transactions. For each input 4
outside C, a bridge transaction tz’ is created, which takes
1 as input, and generates an output with the same value
as i. However, tz’ is always assigned to C'. Consequently,
the leader of C replaces the original cross-shard transaction
by an intra-shard transaction which takes the outputs of all
bridge transactions as inputs. CycLedger [18] transforms the
cross-committee consensus into intra-committee consensus
by having the leader of C discussing on the relevant in-
puts with its belonged committee, and comes up with a
consistent result for all relevant committees. Such solution
resembles a two-phase commit (2PC), but in a decentralized
manner.

At last, we remark that cross-shard transactions bring
extra communication overheads, which is one of the main
disadvantages of sharding blockchains. We conduct several
numerical studies to support this idea. According to the data
from Bitcoin Visualsﬂ which runs a fully-validating bitcoin
node and provides extensive statistics over the network,
we visualize the information of transaction inputs over
the past ten years. Fig. [I| shows the percentages regarding
the number of transactions’ inputs in Bitcoin in the past

2. https:/ /bitcoinvisuals.com/


https://bitcoinvisuals.com/

80.00%
68.58%
60.00%
b
g
£ 40.00%
S 27.33%
20.00%
0.00% B 0.84% 0.30% 0.14% 0.08%
. 0 —

1 2 3 4 5 6 7+
Number of Inputs per Transaction

Fig. 1. Percentage of the number of transactions’ inputs in Bitcoin in the
past decade.

decade. As can be seen, most transactions have two or three
inputs. Furthermore, we download the full information of
transactions from Blockchairﬂ As Fig. |2 shows, when split-
ting transactions randomly into 20 shards, approximately
96% of them are cross-shard transactions. When we further
increase the shard number to 100, such fraction ascends
correspondingly to above 99%.

3 SYSTEM MODEL
3.1 Notation

The blockchain system works in rounds. In each round
T, suppose there are n nodes in the networkﬂ and each
of them has a reputation wi,wj,--- ,w, which develops
as the protocol executes. A unique referee committee C, is
selected in round 7 — 1 to manage nodes’ identities and
propose round 7’s block B". At the same time, all other
nodes are partitioned into m common committees which we
denote as C7,C5, - ,Cy.. In our protocol, all committees
have the same size ¢ = ©O(log”>n). Therefore we have
n = (m+ 1) - c. Each common committee C7 (1 < i < m)
includes a leader I}, A partial set members and ¢ — A — 1
common members. Partial set members in C7(1 < i < m)
form the partial set of the committee, which is denoted
as O . = {¢f1,¢l2, "+ ,ci \}. Readers can refer to Fig{3
for the hierarchical configuration of the network. In the
following sections, we omit the superscript of r in notation
if there is no ambiguity.

3.2 Network Model

We assume the well connection within a committee. Mean-
while, all leaders and partial set members are linked.
Furthermore, we suppose that each leader or partial set
member is connected with the whole referee committee
CRr. Such assumption requires a far less amount of reliable
connection channels than other works [12], [14], [19], [20]
in which they require a reliable connection among all hon-
est nodes. We assume synchronous communication within

3. https:/ /blockchair.com/
4. In practice, n is changing with ». However, we use n instead of n",
for simplicity.
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Fig. 2. Fraction of cross-shard transactions when the number of shards
is between 20 to 100 for transactions in Bitcoin.

committees which is realistic as a committee only consists of
several hundred nodes. Meanwhile, all leaders and partial
set members are synchronously linked. Concerning other
connections, we only need to assume partially-synchronous
channels [12], [17], [21].

3.3 Threat Model

We use a Public-Key Infrastructure (PKI) to give each node a
public/secret key pair (PK, SK), which enables the digital
signature scheme in communication. We assume the exis-
tence of a probabilistic polynomial-time Adversary which
controls a f < 1/3 fraction of total nodes. Corrupted nodes
may collude and act out arbitrary behaviors. The adversary
can change the order of messages sent by non-faulty nodes
under the restriction given in our network model. Other
nodes, known as honest nodes, always follow the protocol
and do nothing outside the regulation. At the same time,
we suppose the adversary to be mildly-adaptive, such that
after appointing a corruption set, the set of nodes become
malicious after d rounds, where d > 1. Also, we assume
all nodes in the network have access to an external random
oracle H which is collision-resistant.

3.4 Problem Definition

We assume that transactions are continuously sent to our
network by the users. All transactions and Unspent Transac-
tion Outputs (UTXOs), are divided to m shards, and main-
tained by the corresponding common committee. Besides,
all nodes can verify whether a transaction is valid.

As discussed in section most sharding blockchains
adopt the classic BFT algorithm to reach consensus in a
committee, in which the leader is a key role. Cross-shard
transactions make it inevitable to carry out large amount of
communications among different committees. This, unfor-
tunately, puts huge strain on the leader of each committee
and makes the leader a bottleneck of the system efficiency.
In this work, we focus on this problem, aiming to improve
the performance of sharding blockchain protocols.

4 SOLUTION

In this section, we propose our solution to the problem we
discussed in Section[3.4] Specifically, in Section[4.1} we intro-
duce a reputation mechanism to select leaders and provide
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explicit incentive for nodes in the system. In Section
we present a recovery procedure to ensure the safety and
liveness properties.

4.1 Leader Selection via Reputation

In a sharding blockchain, nodes in each committee are led
by the leader and work together to process transactions. In
our design, we introduce the concept of reputation which
reflects the honest computational resources of each node
and helps to select leaders of each committee. Here, we take
the intra-shard transactions processing as an example to go
into details about the design of node’s reputation.

Phase 1: Voting and Decision Making

Consider the following scenario: In a committee of ¢ nodes,
the leader [ collects a subset of intra-shard transactions
T X List and broadcasts it to everyone in the committee.

After receiving T'X List, everyone gives its opinion on
the validity of listed transactions. More specifically, the node
votes Yes for those transactions it agrees, No for disagreed
and Unknown for the leff} Afterwards, each node forwards
its voting list back to the leader. For the nodes who fail to
reply within a certain predetermined time, they are deemed
as voting Unknown on all transactions. This is to avoid
malicious nodes from indefinitely delaying.

With all voting lists, first the leader follows the majority
rule and picks up the set of transactions with more than
5 Yes, which is denoted as T'XdecSET. Then it integrates
everyone’s vote in a set denoted as V' List. At last the leader
runs a BFT protocol (e.g., [17]) within this committee to
reach consensus on both T’ XdecSET and V List.

Phase 2: Reputation Updating

As previously described, there are ¢ nodes in the committee
and V' List contains ¢ votes. After each voting, the leader
scores all members according to their votes and the final
decision.

Suppose the amount of transactions to be determined is
D, and let +1, —1 and 0 represent Yes, No and Unknown re-
spectively. Subsequently, We can use a D-dimension vector
to indicate a vote, with each entry representing the opin-
ion on the corresponding transaction. Let v; = {v; x|k =
1,2,---, D} denote the vote of member ¢, where v; j, is the
member i’s opinion on the k'" transaction. One’s score is
closely related to its voting accuracy. Here, we define one’s
accuracy as the cosine similarity between its voting vector
and the resulting vector, which is determined by the major-
ity algorithm and denoted by u = {ug|k =1,2,--- , D}. Let
s; be the member 7’s score. We have

s; = D - cos(v;,u) + bonus;
D. Yy ikl
D D

\/Zk:l UiQ,k \/Zk:l uj

As (1) shows, the score function contains two parts. The
first part ensures that one’s score is positively associated

+ bonus;. @)

5. If a malicious node refuses to give any opinion, it is presumed to
have voted Unknown. Meanwhile, when an honest node fails to judge a
transaction within the given time, it should vote Unknown.
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with the number of transactions processed in this voting
and its accuracy. The second part is an extra bonus to award
those nodes whose votes are totally the same with the final
result, i.e., whose accuracy cos(v,u) = 1. Significantly, the
bonus is a bit different for the leader and other members
and it is designed as follows:

oc-D—w/D, cos(v;,u) = 1, i is a leader;
bonus; = o-D, cos(v;,u) = 1, i is a member;
0, cos(vi,u) < 1.
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where D is the number of transactions to be voted, o,w > 0
are two predetermined parameters. There are two key points
on the design of bonus function here:

o A perfect non-leader member gains more bonus than
the leader. It is based on the consideration that the
member may own higher honest computation re-
sources, yet covered up by the leader who sets an
upper line on the number of processed transactions
of the committee. A higher bonus creates the possi-
bility for the member to stand out.

e The gain difference between a perfect non-leader
member and the leader on reputation gets smaller
with the rise on the number of processed transac-
tions. As a higher number of processed transactions
implies the better ability of a leader, it is reasonable to
lessen the possibility that the well-performed leader
gets replaced.

After calculating all scores, the leader assembles them
into a ScoreList = {s1, 52, -+, Sc}, and broadcasts it with
V List to all members, waiting for the consensus. In this pro-
cess, each non-faulty member should sign on the ScoreList.
If successful, the leader sends the agreement to C'j;, together
with relevant certification. Consequently, C';; updates their
reputation by simply adding the listed score.

Phase 3: Discussion on Incentive

As shown in (1), as long as a node has higher honest
computational resources, it will give a more similar vote
with the consensus, thus winning a higher score in each
round. Therefore, a node’s reputation, or the accumulated
score across rounds, is a good reflection of its honest com-
putational resources.

In our design, reputation offers a reference for the leader
selection. At the end of any round, m nodes with the highest
reputation are selected as leaders of the next round. These
nodes are randomly assigned to m committees. As the
reputation reflects the honest computational resources one
node contributes, such method enhances the performance
and throughput of the system.

In each round, the profit of nodes is also determined by
their reputation. Considering that one’s reputation may be
negative, we first map the reputation to a positive number
using a monotone function g(+), as shows. Rewards are
then distributed proportionally to the mapped value. Such
scheme ensures that whoever works more gets more, thus
providing enough incentive for nodes to work honestly and
as hard as they can.

e’, z < 0;

g(@:{ 1+ 1In(z+1), x> 0. ®)



We also give a punishment mechanism for the misbehav-
ior. For a leader who violates the protocol, its reputation will
be decreased to the cube root. Combining the punishment
with (@), the mapped value, which is closely related to
the node’s revenue, will reduce to approximately one-third
of the original mapped value. Therefore, the higher the
reputation a leader has, the stronger the punishment it will
suffer when behaving maliciously.

4.2 Recovery Procedure

As shown above, the leader of each committee is selected
according to reputation. Such scheme enhances the effi-
ciency of the whole protocol by placing computationally-
intensive nodes in high-load positions. Nevertheless, it is
risky, as malicious nodes with high computational resources
may be elected as leaders, by pretending to be honest in
early epochs and accumulating high reputation. Therefore,
we propose the following recovery procedure to make sure
that malicious leaders will not affect the safety and liveness
of the protocol. More precisely, we introduce partial set
members to always monitoring the behavior of leaders.
Once a leader is confirmed to be malicious, it will be evicted
by the referee committee collaboratively, and a new leader
will be selected.

4.2.1 Partial Set and Referee Committee

In each committee, A nodes are set to supervise the leader’s
behavior. These nodes collaboratively is known as the partial
set. In each round, the partial set of a committee is selected
uniformly at random. For safety, it is required that at least
one node is honest in each partial set. In practice, A can be
fixed to an appropriate value, like 40.

Except for the m parallel processing committees, there
is a special referee committee in the system. It is worth
noting that nodes in the referee committee are equal, in
the sense that there is neither leader nor partial set in
this committee. The referee committee acts as a mediator
to arbitrate between opposing parties. Furthermore, it will
take action when a certain leader is accused of behaving
maliciously. The detailed approach will be given in the
following sections.

Fig.[|demonstrates the hierarchical structure of different
nodes and committees.

4.2.2 Semi-Commitment Exchanging

In this section, we propose a semi-commitment exchanging
scheme to prevent a leader from cheating on the member list.
Together with the honest partial set members, a malicious
leader cannot forge consensus results when communicating
with other committees.

The semi-commitment of a committee is the hash of the
member list. In the context of cryptography, a commitment
scheme has both hiding property and binding property.
Here, we only require the computational-binding property
of a commitment scheme. That is where the name ”semi-
commitment” comes fronﬂ The semi-commitment exchang-
ing phase runs as follows.

6. The hiding property of the commitment is not necessary here. For a
vicious leader, even if it figures out the members of another committee
in the semi-commitment exchanging phase, it can do nothing under
our threat model as the adversary cannot get control of a trusty node
immediately.

Common Committee

Referee Committee

.
+ Partial Set Member i
€@ Referee Committee Member :

Fig. 3. Hierarchical structure of the committees. All nodes in a rectangle
are fully connected. More specifically, it contains two cases: (a) all nodes
in a committee, and (b) all leaders, partial set members and the referee
committee.

1) To start with, each committee’s leader
l, should wunite the member list S =
{PKy1,PKj2, -+ PKj.} from all key members
in the committee, and compute the committee’s
semi-commitment via the external hash function
H: H, = H(S). Then it broadcasts the semi
commitment together with the member list to
everyone in the referee committee C'r. To prevent
any means of cheating, it also delivers both to the
partial set C, par-

2) After all participants in Cp receives semi-
commitments from all committees, they run an
agreement process inside the committee to check (a)
any member in any list is registered; (b) all semi-
commitments are valid. They transmit the set of
valid semi-commitments to all leaders and partial
set members and expel the cheating leaders after-
wards.

3) When a partial set member c;; gets the semi-
commitment H; from C,, it verifies whether its
committee’s semi-commitment corresponds with
the member list .S it receives from the leader. Once
a truthful partial set member notices a mismatch, it
reports the circumstance to the referee committee to
evict the current leader, to be discussed later.

We show the phase in Algorithm [I} For brevity, the
verifying process executed by partial set members as well
as all digital signatures are omitted.

4.2.3 Leader Re-Selection

In this section, we introduce the leader re-selection pro-
cedure. It is invoked when an honest partial set member
notices that its leader is malicious or any participant of Cr
notice that some leader is vicious. In the semi-commitment
case, the event happens when an honest party (a partial
set member or Cg) discovers inconsistency between the
member list and the semi-commitment.



Algorithm 1 Semi-commitment Exchange

Algorithm 2 Leader Re-selection

Ensure: Each committee get a semi-commitment of any
other committee.

For leader [;:

S« {PKy1,PKyz,- -
ComList <+ 0
ConfList + 0

for rm € Cr do
SEND (rm | SEMI_COM, Hy,r, S, k)
end for

PKj .}

for pm € Cj, pqr do
SEND (pm | SEMI_COM, Hy, r, S)

end for

: upon DELIVER (rm | SEMI_COM, H;, r, j,rm) do

ConfList[j][H;] < ConfList[j ][H |+1

if ConfList[j][H,] > |CR|/2 then
ComList[j] +

end if

: end upon

O X N e

—_
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For rm € Cg:
17: upon DELIVER (l;, | SEMI_COM, Hy,r, S, k) do
18: SigList < CONSENSUS (SEMI_COM, r, k, lx, Hy,)

19: for each leader [ do
20: SEND (I | SEMI_COM, Hy,, r, k, SigList)
21: end for

22: end upon

If a partial set member wants to accuse its leader, it
would first broadcast a witness to all members in the com-
mittee and ask them to vote on the impeachment. Here,
a witness is a pair of messages W = (m;, mg) where my
should be sent and signed by the leader. We say a witness is
valid if and only if the pair derives to a dishonest behavior
of the leader. (e.g., m; be the member list that the leader
sends, and mg be the semi-commitment of the committee
where mgo # H(my).) If the proposal is approved by more
than half of the members, the prosecutor will forward the
voting result as well as its witness to everyone in the referee
committee.

When any node in CR receives a witness W and a signa-
ture list Cert approving the prosecution from a partial set
member pm from committee CY, it starts Algorithm [2]to re-
select a committee leader. Afterwards, the new leader needs
to make a new semi-commitment of the committee via the
semi-commitment exchanging scheme (Algorithm . When
a participant of C'r receives the new semi-commitment, it
informs every committee leader the new semi-commitment
and leader’s address, so that cross-shard transaction han-
dling may start safely.

For a better understanding on how to apply the above
designs, readers are recommended to [18] for more details
on a complete protocol named CycLedger.

Ensure: A malicious leader is evicted and a new leader is
selected.

For rm € Cg:

1: SigList « CONSENSUS (r, k,pm, W, Cert)
{pm is the partial set member who accused the leader,
with W the witness and Cert the signatures from com-
mittee members. }

2: for eachi € C), do

3:  SEND (i | NEW, pm, SigList)

4: end for

5 ANALYSIS

In this section, we provide a comprehensive discussion on
the our design, showing that (1) the committee assignment
scheme is secure with overwhelming probability, and (2)
the transaction processing procedure satisfies safety and
liveness.

5.1 Security on Committee Assighment
5.1.1 Partial Set

We say a partial set is secure when at least one node in the set
is honest. As no more than 1/3 validators are faulty, when
the size of the partial set is set to 40, the probability that a
partial set is insecure at most:

1
(5)40 <8x107%.

Associated with union bound, when the number of
committees is 20, the probability that at least one partial
set is insecure is no more than 2 x 10~1°

5.1.2 Bootstrapping

We say a committee is secure when more than half of nodes
are non-faulty. Recall that committees are formed uniformly
except leaders. Let X denote the number of malicious nodes
in a committee, and ¢ be the expected committee size.
We consider the tail bound of hypergeometric distribution
which gives the following result:

e = WED) _ _paipe
PrX > 5] =) o <o POl @
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where D( ||-) is the Kullback-Leibler divergence. Here t < %
and f < 3 + 1 -, thus,

Pr[X > -] <e 1z. )

When the expected committee size is ¢ = O(log? n), we
derive that the probability that a committee is insecure is
less than n 33, which is negligible of n.

Fig. ] v1suahzes . Namely, it shows the probability of
failure calculated using the hypergeometric distribution to
uniformly sample a committee when the population of the
whole network is 4,000. The amount of malicious nodes is
1,333, exactly less than one-third of the size of the network.

Particularly, when ¢ = 240, the error probability for a
single committee is less than 2.8 x 107%. Applying union
bound, when m is less than 20, the error probability is no
more than 6 x 107".
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Fig. 4. Probability of failure in sampling one committee from a population
of 4,000 nodes. The amount of malicious nodes is set to 1,333.

5.1.3 Reshuffling

For the simplicity of expression, we say a round of a
sharding protocol is secure if all committees in this round
are secure. As we have discussed in Section we use
a-ECFR scheme to reshuffle the nodes at the beginning
of each round. The following theorem shows that after
reshuffling with a-ECFR scheme, the round is secure with
high probability.

Theorem 1. Assume that the adversary controls f < 1/3
fraction of nodes, and the corruption requires d (d > 1) rounds
to take effect. Then, there exists a constant ¢, such that under
a-ECFR scheme, any round is secure with high probability, given
that all previous rounds are secure.

Proof. To simplify the proof, we suppose that the adversary
specifies a set of nodes to corrupt by the end of round
r (r > 1) (before it knows the committee configuration of
round 7 + 1), and nodes in the set become malicious at the
start of round 7 + d. To prove the theorem, we show that
no matter how the adversary choose the set, nodes will be
sufficiently reshuffled after d rounds so that all committees
have an honest majority, with high probability.

Further, in this proof, we call a node black if it is ever
marked in d rounds of reshuffling, and white otherwise.

Lemma 1. For any constant 8 € (0, 1), there is a constant o €
(0,1), such that after d rounds of a-ECFR, with high probability,
for all committees, at most [3 fraction of nodes remain white.

Proof. Consider any committee C' with size ¢ = O(log® n).
Let X;,---,X,,---,Xq denote the number of newly-
marked nodes in C'inround r + 1, ,7r +4,--- ;7 + d.
Let 8:=(1—-a®)% andy; = (1-(1-a?)"),1<i<d
(Therefore, vq = 1 — ). We define the following d events:
8¢Z:{X1+~-~+Xi>’}/i'c}, 1<i<d.

First, notice that E[X;] = « - ¢. By Chernoff-Hoeffding

bound, we have

Pr[=&] = Pr[X; < a” -] < exp {—; (1 -a)’a- c} .
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For any 1 < i < d (when d > 2), We now give an upper
bound on Pr[—=&;14].

Pr[=&;11]
= Pr[—| i1 AN _‘EZ] —+ Pr[—| i+1 A 51]
<Pr[-&]+ D Prl=Ei A Xy 4o+ X = 1)
t>7i-c

< Pr[=&i] + Pri&] - max Pri=€i | Xy + - + X; = 1]

S Pr[ﬁ&'} + tIilaX PI‘[XZ‘+1 S Yi+1 - C— t|X1 + -4 XZ = t]
Yi-¢
An important property is that ;11 — a < (1 — a)y;,
which implies that v, 11 -c—t < a- (¢ —t) forany t > 7, - c.
As E[X;11] = a-(c— X1 —---—X;), we can apply Chernoff-
Hoeffding bound again:

Pr[=&;y1] — Pr[=&i]
< max Pr[Xiyr < yipr-e— X+ 4+ X = 1]

t>v;-c
2
1 Yig1-c—1
< _ . _ o (e —
= SR { 2 (1 a-(c—1) o (c—t)

T L e {—; a- %+;).~ (cct(tl) —a)-t) }
1 ((@=7is1) e+ (1 —a) )
<exp{_2. +04'(0—%') .C}

= exp {—; (1 —a)?a(l —a?)- c} :

Therefore, as ¢ = O(log? n), we have

d—1
Pr[~&y] = Pr[=&1] + > (Pr[=€ija] — Pr[-&])

< ;exp {i (1= a)a(l —a?)- c}
< d-exp {_; (11— a)2a(l — a?)i-t . c}

= d.exp{l . %5 . C} - @(nflogn).

Note that &, is the event that at most 3 fraction of nodes
in committee C' remain white. By a union bound on all m =
O(n/log? n) committees, the lemma is proved. O

Lemma 2. Conditioning on the committee configuration of round
r and the number of black nodes, the identity of these black nodes
and their belongings at round r + d is uniform.

Proof. The lemma holds obviously according to the defini-
tion of ECFR scheme. O

Now we come back to the main theorem. Let Y be the
number of black nodes, and Z be the number of black nodes
that are to be corrupted at round r + d. By Lemma |1} with
high probability, Y > (1 — ) - n.



We simply disregard the negligible failure probability.
Due to Lemma 2} Z follows the hypergeomatric distribution
H(f - n,n,Y). Therefore, we have

Pr[Z>f-(1+8)-Y]
< max P72 [ (1+6) ylY =y

Sexp{-D(f-(1+A)|f)-(1—=p)-n},

according to the tail bound of hypergeometric distribution.

Now suppose Z < f-(1+ ) - Y, which happens with
high probability according to the previous inequality. For a
committee C, let Yo be the number of black nodes in C' at
round r + d, and Zo be the number of black nodes in C
that are malicious at round 4 d. Again, Z¢ ~ H(Z,Y,Yc),
which leads to

Pr[Zc > f-(1+B)*- Yo
< max Pr[Zc>f-(1+8)% yo|Yo =
T ye>(1-B)-c [Zc = f-(1+B)" - yclYe = ycl

<exp{-D(f-(1+B)?If-(1+8) - 1—-8)-c},

which is negligible in n. Subsequently, we assume Z¢o <
f+- (14 B)?:Yc. Let M be the number of malicious nodes
in committee C' at round r 4 d. Above all, with probability
1 — O(n~'°8"), we have

Me <B-c+(1=p) f-(1+8)c
=B+ (1+820-5)) ¢

When f < 1/3, with appropriate small 3 (e.g., 6 = 1/8),
we have 3+ f - (1+ )%(1 — 8) < 1/2. Applying an union
bound on all m = ©(n/log?n) committees, we obtain the
theorem. O

5.2 Safety and Liveness on Transaction Processing

Safety and liveness are two classes of essential properties in
sharding blockchain system, with the following implication
respectively:

o Safety. Each committee will never propose a block
with invalid transactions.

o Liveness. By the end of each round, each committee
will propose a non-empty valid block.

In this section, we show that our design satisfies both
two properties.

Claim 1. A malicious leader cannot deceive a trustful leader
by forging a member list of its committee as long as the referee
committee has an honest majority.

Proof. The process of semi-commitment exchanging is un-
der the supervision of its partial set. Note that with high
probability the partial set has at least one honest node.
Therefore, each leader cannot lie and the semi-commitment
exactly corresponds to the true member list.

Owing to the collision-resistance property of the hash
function, the semi-commitment of a committee satis-
fies the computational binding property. After the semi-
commitment is released, only with negligible probability,
a probabilistic polynomial-time malicious leader can forge
a false member list which corresponds to the same semi-
commitment. Therefore, the leader cannot provide non-
accepted results by falsifying its committee signature. [
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Claim 2. A malicious leader is always detected and thus evicted
via the leader re-selection procedure, as long as the referee com-
mittee has an honest majority.

Proof. According to the discussion in Section with high
probability there is at least one honest node in the partial set
and the referee committee has an honest majority. Therefore,
as a leader’s action is always monitored by the partial set
during the execution of the system, any irregular behavior
from the leader will be detected and a witness will be
inevitably grasped by the non-faulty partial set member. At
the same time, as the evidence is signed by the leader itself,
a malicious leader can never deny the charges. O

Claim 3. A trustful leader will never be framed up by a faulty
partial set member, as long as C'r has an honest majority.

Proof. We mention that a witness is valid if and only if the
first part of it is a message signed by the leader. For the
security of the digital signature scheme, a faulty partial set
member cannot counterfeit a shred of evidence which must
be a leader’s signed message. Therefore, a trustful leader
will never be unjustly accused. O

As proved above, any leader can never behave badly,
such as tampering with cross-shard transactions, proposing
blocks with invalid transactions and so on. Otherwise, it
will be evicted until an honest node becomes the leader. As
a consequence, a non-empty valid block will be proposed
by the end of each round. Thus, we claim that our design
has both the safety property and liveness property.

6 SIMULATION

In this section, we conduct several simulations to evaluate
the performance of our reputation mechanism.

6.1 Setup

As discussed in Section [5} the theoretical analysis proves
that our design is secure. More specifically, with overwhelm-
ing probability, each committee has an honest majority
at any time and only valid transactions will be accepted.
For completeness, this section attaches more importance to
the performance evaluation. In practice, there is no well-
developed and proven sharding blockchain system yet, and
it is infeasible and kind of risky to apply a novel design
to real systems. As an alternative, we adopt the simulation
method to evaluate the performance of our reputation mech-
anism.
There are several basic assumptions in our simulation.

e Asmentioned previously, sharding protocols work in
rounds. For convenience, we discretize the time into
time slots with a fixed span.

o The resource cost of a transaction is assumed to be
linear with the number of its inputs, which is realistic
in real-life transaction-processing.

e Leaders suffer from extra resource consumption on
the decision making, reputation updating and other
additional tasks, and only a p; fraction of com-
putation resources is left to process transactions.
Meanwhile, common members are also burdened
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Fig. 5. The ratio of average leader computer resources to the maximal
possible average leader computer resources against round number
under two types of leader selection schemes. The total node number
is 2,000 and the number of committees is 20. The orange line shows
the case of leader selection via reputation, while the blue line shows the
case of random leader selection.

with communication in reaching consensus, there-
fore with a p,, fraction of computation resources left
to process transactions. We suppose that p; < py,.

Without loss of generality, we mainly consider intra-
shard transactions. Essentially speaking, the process-
ing of cross-shard transactions also depends on the
intra-committee consensusﬂ And intra-shard transactions
and cross-shard transactions cause no difference on the
reputation-updating process, which happens after voting on
the transaction/input list.

In order to emphasize our focus, we neglect the possible
misbehaviors and assume that the honest computational
resources of nodes in the system follow a beta distribution,
which suits the reality well. The resource cost of a transac-
tion is assumed to be positively associated with the number
of its inputs. When processing transactions, leaders suffer
from extra resource consumption on the decision making,
reputation updating and other additional tasks.

In simulation, at the beginning of each round, 2,000
nodes are uniformly split into 20 committees, each with
size 100. In order to imitate the realistic condition better,
we crawl 208,936 transactions from Bitcoin network, and
ignore those with more than 12 inputs (which barely happen
in today’s network, seeFig. [[). Resembling reality, these
transactions are sent to the system at a certain frequency.
For each transaction tx, it is assigned to the committee, the
ID of which is tx_hash mod 20.

For the specific parameters, we set the remaining fraction
of computation resources to process transactions for leaders
and common members to be p; = 0.7 and p,, = 0.9
correspondingly. Further, for the two parameters in bonus
part of the reputation updating process (see (2)), we set
o=0.1andw = 0.5.

In order to observe the effect of the reputation mecha-
nism, we evaluate it using the following metrics.

7. The core step to process cross-shard transactions is the intra-
committee voting on the status of relevant inputs.
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Fig. 6. The ratio of accumulated number of transactions processed
under two types of leader selection schemes against round number. The
total node number is 2,000 and the number of committees is 20. The
numerator is the corresponding number for the leader selection scheme
via reputation, and the denominator is the corresponding number for the
random leader selection scheme.

e Leaders’ computation resource: the average compu-
tation resources of all leaders in one round.

o Transactions processed per round: number of the
processed transactions in one round.

We mainly compare the outcomes of leader selection scheme
via reputation and random leader selection scheme, which is
widely adopted by other sharding blockchain solutions [12].

6.2 Results

We run the simulation for 1,000 rounds for both cases: leader
selection scheme via reputation and random leader selection
scheme. Fig. [5| shows the ratio of the average computation
resources of 20 leaders to the average computation resources
of 20 most computationally-intensive nodes against round
number under both schemes. For the random leader se-
lection scheme, the ratio fluctuates with an expected value
of approximately 0.37. Meanwhile, for our leader selection
scheme via reputation, the ratio continuously rises and
reaches 1 in 1,000 rounds. There are two reasons for the
small oscillation on the ratio for our scheme: (1) leaders
suffer more loss on computation resources than common
members, and (2) leaders gain less reputation than those
common members with high computation resources. As
a result, those nodes whose computation resources are a
bit lower than maximal also have the chance to process
all transactions provided by the leader, therefore gaining
higher reputation, and becoming the leader.

Fig. [p|shows the ratio of accumulated number of transac-
tions processed under two types of leader selection schemes.
It turns out that the ratio continuously rises in 1,000 rounds.
By the end of round 1,000, the number of processed trans-
actions under leader selection scheme with reputation is
approximately 5.5x the corresponding number under the
random leader selection scheme. Such result is a direct
corollary of the previous result. As leaders are with higher
computation resources, they can include more transactions
in the consensus in each round, and therefore processing
more transactions.



Taken together, our leader selection scheme via rep-
utation successfully picks out those nodes with higher
computation resources and makes them leaders, therefore
dramatically improves the transaction-processing speed.

7 RELATED WORK

Elastico [20] is the first sharding-based protocol for public
blockchains which can tolerate up to a fraction of 1/4 of
malicious parties. Unfortunately, it has a very weak safety
guarantee as the randomness in each epoch of the proto-
col can be biased by the adversary. Meanwhile, Elastico’s
small committees (only about 100 nodes in a committee)
cause a high probability to fail under a 1/4 adversary, and
cannot be released in a Proof-of-Work (PoW) system [22].
Specifically, when there are 16 shards, the failure proba-
bility is 97% over only 6 epochs [12]. OmnilLedger [12]
also allows the adversary to take control of at most 25%
of the validators as well as assuming the adversary to be
mildly-adaptive, nevertheless, it depends on the assumption
that there is a never-absent trusty client to schedule the
leaders” interaction when handling cross-shard transactions.
RapidChain [14] enhances the efficiency of sharding-based
blockchain protocols on a large scale, but the protocol guar-
antees high efficiency only when leaders of each committee
are honest, an unrealistic assumption in practice. Concretely,
in expectation, there is a proportion of 1/3 leaders that
are malicious in a round. Under this condition, cross-shard
transactions may hardly be included in a block. Further-
more, the protocol does not have an explicit incentive for
nodes to participate in. At the same time, all the above
postulate a good connection between any pair of truthful
nodes, which causes a huge burden in creating connection
channels.

Optchain [23]] provides a transaction assignment algo-
rithm to reduce the number of cross-shard transactions,
while keeping load balance among shards. It mainly uses
a PageRank-like algorithm to assign linked transactions to
the same shard. The disadvantage is that this algorithm is
client-driven, requiring users to query information and do
much computation, but without any incentive. [24] focuses
on the processing of cross-shard transactions, which is of
vital importance to the system efficiency. By constructing
multiple inputs into a Merkle tree structure, the number of
BFT calls is largely reduced.

All above work fail to maintain liveness concerning
malicious committee leaders or transaction coordinators.
[25] solves this problem by involving a reference committee,
with an honest majority, and uses two-phase commit (2PC)
and two-phase locking (2PL) protocols to coordinate all
cross-shard transactions. However, such solution brings a
heavy overhead on the reference committee, which is a
major shortcoming. SSChain [26] introduces a root chain
to process cross-shard transactions. It solves the liveness
problem and ensure the system safety. However, the root
chain is easily corrupted. Furthermore, both above two
solutions cause a large reduce on the parallelism brought
by sharding, as the reference committee/root chain needs to
process cross-shard transactions sequentially.
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8 CONCLUSION

We identify five basic issues in sharding blockchain. Specif-
ically, we analyze the challenges involved and present our
suggested solutions. In order to overcome the performace
bottlenecks caused by cross-shard transactions, we intro-
duce the concept of reputation and propose a reputation
mechanism. By scoring each node according to its historical
behavior, the term of reputation helps to locate those nodes
with more honest computational resources. By assigning
them to high-workload positions, the reputation mechanism
enhances the system’s capability to process transactions. In
addition, we introduce a semi-commitment scheme and a re-
covery procedure. They together enable users to detect and
evict malicious leaders, thus trading safely in the system.
Theoretical analysis and simulation results confirm that our
design can significantly improve the system performance,
without sacrificing any safety and liveness.
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