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Abstract—Billions of photos are uploaded to the Web daily
through various types of social networks. Some of these images
receive millions of views and become popular, whereas oth-
ers remain completely unnoticed. This raises the problem of
predicting image popularity on social media. The popularity of an
image can be affected by several factors, such as visual content,
aesthetic quality, user, post metadata, and time. Thus, consider-
ing all these factors is essential for accurately predicting image
popularity. In addition, the efficiency of the predictive model
also plays a crucial role. In this study, motivated by multimodal
learning, which uses information from various modalities, and
the current success of convolutional neural networks (CNNs) in
various fields, we propose a deep learning model, called visual-
social CNN (VSCNN), which predicts the popularity of a posted
image by incorporating various types of visual and social fea-
tures into a unified network model. VSCNN first learns to extract
high-level representations from the input visual and social fea-
tures by utilizing two individual CNNs. The outputs of these two
networks are then fused into a joint network to estimate the
popularity score in the output layer. We assess the performance
of the proposed method by conducting extensive experiments on
a data set of approximately 432K images posted on Flickr. The
simulation results demonstrate that the proposed VSCNN model
significantly outperforms state-of-the-art models, with a relative
improvement of greater than 2.33%, 7.59%, and 14.16% in terms
of Spearman’s Rho, mean absolute error, and mean-squared
error, respectively.

Index Terms—Convolutional neural networks (CNNs),
multimodal learning, popularity prediction, social media.
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I. INTRODUCTION

SOCIAL media websites (e.g., Flickr, Twitter, and
Facebook) allow users to create and share content (e.g.,

by liking, commenting, or viewing). Consequently, social
media platforms have become an inseparable part of our daily
lives, with significant social content generated on these plat-
forms. The explosive growth of social media content (i.e.,
texts, images, audios, and videos) and the interactive behav-
ior between Web users result in that only a small portion of
online social content attracts significant attention and becomes
popular, whereas its vast majority either receives little atten-
tion or is entirely overlooked. Therefore, extensive efforts have
been expended in the past few years to predict social media
content popularity, understand its variation, and evaluate its
growth [1]–[7]. This popularity reflects user interests and pro-
vides opportunities to understand user interaction with online
content, as well as information diffusion through social media
websites. Hence, an accurate popularity prediction of online
content may improve user experience and service effective-
ness. Moreover, it can significantly influence several important
applications, such as online advertising [8], [9], information
retrieval [10], online product marketing [11], and content
recommendation [12].

Popularity prediction on social media is usually defined as the
problem of estimating the rating scores, view counts, or click
through of a post [13]. In this study, image popularity prediction
on social media websites is analyzed to better understand the
popularity factors for a particular image. Although this problem
has recently received significant attention [14]–[17], it remains
a challenging task. For example, image popularity prediction
can be significantly influenced by various factors (and features),
such as visual content, aesthetic quality, user, post metadata,
and time; therefore, considering all this multimodal information
is crucial for an efficient prediction. Moreover, it is nontrivial
to select an appropriate model that can make better use of the
various features contributing to image popularity and accurately
predict it. For example, simple machine learning schemes [e.g.,
support vector and decision tree regression (DTR)] learn to
predict by being fed with highly structured data, thus requiring
time and skill to fine-tune the hyperparameters. However, to
obtain accurate prediction results, it is critical to construct a
prediction model capable of learning through a more abstractive
data representation and optimizing the extracted features.

Accordingly, we address the image popularity prediction
problem by analyzing a large-scale data set collected from
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Flickr to investigate two essential components that may con-
tribute to the popularity of an image; namely, visual content
and social context. In particular, we examine the effect of the
visual content of an image on its popularity by adopting dif-
ferent types of features that describe various visual aspects of
the image, including high-level, low-level, and deep learning
features. These are extracted by applying several techniques
from machine learning and computer vision. Additionally, we
explore the significant role of social context information asso-
ciated with images and their owners by analyzing the following
three types of social features: 1) user; 2) post metadata; and
3) time. To demonstrate the efficacy of the proposed fea-
tures, we propose a computational deep learning model, called
visual-social convolutional neural network (VSCNN), which
uses two individual convolutional neural networks (CNNs) to
learn high-level representations of the visual and social fea-
tures independently. The outputs of the two networks are then
merged into a shared network to learn joint multimodal fea-
tures and compute the popularity score in the output layer.
End-to-end learning is employed to train the entire model,
and the weights of its parameters are learned through back-
propagation. In summary, the main contributions of this study
are as follows.

1) We demonstrate a comprehensive exploration of the
independent benefits and predictive power of various
types of visual and social context features toward the
popularity of an image. We further demonstrate that
these multimodal features can be combined effectively
to enhance prediction performance.

2) A deep learning VSCNN model is proposed for
predicting image popularity on social media. VSCNN
uses dedicated CNNs to learn structural and discrimina-
tive representations from the input visual and social fea-
tures, achieving considerable performance in predicting
image popularity compared with several other traditional
machine learning schemes.

3) We demonstrate that processing visual and social fea-
tures using the late fusion scheme is significantly better
than using the early fusion scheme.

4) A large-scale data set of approximately 432K images
posted on Flickr is used to evaluate the performance
of the proposed VSCNN model. The simulation
results demonstrate that VSCNN achieves competitive
performance and outperforms six baseline models and
other state-of-the-art methods.

The remainder of this article is organized as follows. Related
work is reviewed in Section II. The extraction of visual and
social features is then described in Section III. Section IV
presents the details of the proposed framework for image
popularity prediction and the six baseline models used for
comparison. The experimental setup and results are discussed
in Section V. Section VI concludes the study and provides
some directions for future work.

II. RELATED WORK

In recent years, predicting the popularity of social media
content has received substantial attention [17]–[20]. Regarding

image popularity prediction, the related studies differ in terms
of the definition of the popularity metric (e.g., view, reshare,
and comment counts); however, they all share the same basic
pipeline consisting of extracting and testing several types of
features that influence popularity, followed by applying a clas-
sification or regression model for prediction. Therefore, we
review these studies by categorizing them according to the
features and prediction models used.

Regarding the features used, the existing studies have pri-
marily focused on investigating the relative effectiveness of
various feature types for predicting image popularity, includ-
ing social context, visual content, aesthetic, and time. For
instance, Khosla et al. [7] demonstrated that image content
(e.g., gist, color histogram, texture, color patches, gradient,
and deep learning features) and social cues (e.g., number of
followers or number of posted images) have a significant effect
on image popularity. Gelli et al. [15] employed visual senti-
ment features along with context and user features to predict
a succinct popularity score of social media images. They
demonstrated that sentiment features are correlated with popu-
larity and have considerable predictive power if they are used
together with context features. Cappallo et al. [14] demon-
strated that latent image features can be used to predict image
popularity. They explored the visual cues that determine popu-
larity by identifying themes from both popular and unpopular
images. McParlane et al. [16] performed image classifica-
tion using a combination of four broad feature types, that is,
image content, image context, user context, and tags, to predict
whether an image will obtain a high or low number of views
and comments in the future.

Compared to the aforementioned approaches, relatively few
studies have been conducted to demonstrate the effect of
time and aesthetic features on image popularity. For instance,
Wu et al. [13] developed a new framework called multiscale
temporal decomposition to predict image popularity based on
popularity matrix factorization. They explored the mechanism
of dynamic popularity by factoring popularity into two con-
textual associations, i.e., user-item context and time-sensitive
context. Furthermore, Almgren et al. [21] employed social
context, image semantics, and early popularity features to
predict the future popularity of an image. Specifically, they
considered the popularity changes over time by collecting
information regarding the image within an hour of uploading
and keeping track of its popularity for a month. Totti et al. [22]
analyzed the effect of visual content on image popularity and
its propagation on online social networks. Along with social
features, they proposed using aesthetic properties and semantic
content to predict the popularity of images on Pinterest.

We observe that most of the aforementioned studies rely
only on a part of the useful features for image popularity
prediction, and do not consider the interactions between other
pertinent types of features.

Regarding the models used for prediction, previous studies
have introduced several types of machine learning schemes.
Both [7] and [15] considered image popularity prediction
as a regression problem in which support vector regression
(SVR) [23] was used to predict the number of views that
an image received on Flickr. Totti et al. [22] reduced the
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problem to a binary classification task and utilized a ran-
dom forest classifier [24] to predict whether an image would
be extremely popular or unpopular based on the number of
reshares on Pinterest. Moreover, Wang and Zhang [25] pre-
dicted the number of views for an image on Flickr using a
gradient boosting regression tree [26]. Although most of these
prediction models perform satisfactorily, they tend to generate
smoothed results, making the popularity of images with overly
high or low scores difficult to predict accurately. In addition, it
may be time-consuming to fine-tune the hyperparameters that
significantly influence the performance of these models.

Recently, deep learning techniques have gained widespread
attention and achieved outstanding performances in vari-
ous tasks [27]–[30], owing to the capability of deep neu-
ral networks to learn complex representations from data at
each layer, where they imitate learning in the human brain
by abstraction. Nevertheless, insignificant effort has been
expended for predicting image popularity using these tech-
niques. In this regard, Wu et al. [31] proposed a new deep
learning framework to investigate the sequential prediction of
image popularity by integrating temporal context and atten-
tion at different time scales. Moreover, Meghawat et al. [32]
developed an approach that integrates multiple multimodal
information into a CNN model for predicting the popularity
of images on Flickr. Although these studies have achieved sat-
isfactory performances, they are not sufficiently powerful to
capture and model the characteristics of image popularity. For
instance, Meghawat et al. [32] investigated the effect of the
visual content of an image on its popularity by utilizing only
one feature obtained by the pretrained InceptionResNetV2
model, whereas they ignored other important visual cues, such
as low-level computer vision, aesthetics, and semantic fea-
tures. Moreover, although it has been demonstrated that time
features have a crucial effect on image popularity [13], [31],
they were not considered in the proposed model. They also
adopted an early fusion scheme for processing the proposed
multimodal features, despite several studies having demon-
strated that this scheme is outperformed by the late fusion
scheme in processing heterogeneous information [7], [33].

To address the aforementioned issues, we propose a
multimodal deep learning prediction model that uses numerous
types of features associated with image popularity, including
multilevel visual, deep learning, social context, and time fea-
tures. The proposed model uses dedicated CNNs for separately
learning high-level representations from the input features
and then efficiently merges them into a unified network for
popularity prediction.

III. FEATURES

In this section, various types of features that can influ-
ence image popularity are analyzed. First, in Section III-A, we
investigate the visual features that could be used to describe
the different facets of images based on their content, includ-
ing low-level, high-level, and deep learning features. Then, in
Section III-B, several social features based on the contextual
information of images and their owners are explored.

A. Visual Content Features

1) Low-Level Features: There are several types of low-level
computer vision features (e.g., texture, color, shape, gist, and
gradient) that are likely to be used for visual processing. In
this study, the three following features are adopted: 1) color;
2) texture; and 3) gist.

Color: A perfect color distribution in an image attracts
viewer attention and aids in determining object properties and
understanding scenes. In this study, a color histogram descrip-
tor that results in a vector of 32 dimensions and characterizes
the color feature is used [34].

Texture: Texture can define the homogeneity of colors or
intensities of an image. It can also be utilized to identify
the most interesting objects or regions [35]. To investigate its
effect on image popularity, we employ one of the most widely
used features for texture description, namely, local binary pat-
terns (LBP) [36]. More precisely, the uniform LBP descriptor
is used [37], resulting in a 59-D feature vector.

Gist: The GIST descriptor provides a rough description of
a scene by epitomizing the gradient information (scales and
orientations) for various parts of a photo. To extract the GIST
feature of an image, we adopt the widely used GIST descrip-
tor proposed in [38], resulting in a feature vector with 512
dimensions.

2) High-Level Features: The quality and aesthetic appear-
ance of an image are important for its popularity. Based on
the various photographic techniques and the aesthetic stan-
dards used by professional photographers, we adopt certain
aesthetic features for popularity prediction. These features are
developed to evaluate the visual quality of a photograph by
separating the subject area from the background using the blur
detection technique [39]. Then, based on the result of this sep-
aration process, six types of aesthetic features are computed
as indicated in the following.

1) Clarity Contrast: To gain viewer attention to the key
point of a photograph and to isolate the subject region
from the background, professional photographers nor-
mally adjust the lens to keep the subject in focus
and make the background out of focus. Accordingly,
a clear photograph will comparatively have more high-
frequency components than a blurred photograph. To
characterize this property, we define a clarity contrast
feature based on the method presented in [39].

2) Hue Count: The hue count of an image is a metric of its
simplicity. It can also be used to assess the image qual-
ity. Although professional photographs appear bright and
vivid, their hue number is normally less than that of
amateur photographs. Therefore, we compute the hue
count feature of an image using a 20-bin histogram Hc,
which is computed on the good hue values. This can be
formulated as follows [40]:

fl = 20 − |Nc|, (1)

Nc = {i | Hc(i) > βm} (2)

where Nc denotes the set of bins with values larger than
βm, m is the maximum histogram value, and β is used



682 IEEE TRANSACTIONS ON COGNITIVE AND DEVELOPMENTAL SYSTEMS, VOL. 13, NO. 3, SEPTEMBER 2021

to control the noise sensitivity of the hue count. We
selected β = 0.05 in our experiments.

3) Brightness Contrast: In high-quality photographs, the
subject area’s brightness significantly differs from that
of the background because professional photographers
frequently use different lighting on the subject and the
background. Nevertheless, most amateurs use natural
lighting and allow the camera to adjust the brightness
of a picture automatically; this usually reduces the dif-
ference in brightness between the subject area and the
background. To discern the difference between these two
types of photographs, we calculated a brightness contrast
feature based on the method described in [41].

4) Color Entropy: Owing to the distinct interrelation-
ship between the color planes of drawings and natural
images, the entropy of RGB and Lab color space com-
ponents is computed to differentiate natural images from
drawings [42].

5) Composition Geometry: The proper geometrical com-
position is a fundamental requirement for obtaining
high-quality photographs. The rule of thirds is one of
the most important photographic composition principles
utilized by professional photographers to bring more bal-
ance and high quality to their photos. To formulate this
criterion, we define a composition feature based on the
method introduced in [41].

6) Background Simplicity: Professional photographers nor-
mally maintain simplicity within the shot to enhance the
composition of the photo. This is because photographs
that are clean and free of distracting backgrounds are
considerably more appealing and naturally draw the
attention of a viewer to the subject. The color distribu-
tion in a simple background tends to be less dispersed.
Therefore, we compute a feature that represents the
background simplicity of an image using the method
proposed in [39], which is based on the color distribution
of the background.

In this study, we combine the six aesthetic features indicated
above, resulting in an 11-D feature vector.

3) Deep Learning Features: Recently, deep learning meth-
ods have been widely used for image representation owing to
their effectiveness [27], [30]. In this study, the CNN archi-
tecture of the VGG19 model was employed to learn the deep
features of photographs [27]. The VGG19 model was trained
on 1.2 million images from the ImageNet database to classify
these images into 1000 categories [30]. The Keras framework
of the VGG19 pretrained CNN model [43] was used for fea-
ture extraction from the layer situated immediately prior to the
final classification layer, [i.e., the last fully connected layer
(fc7)]. The output of this layer is a 4096-D feature vector. A
few images selected from the data set and the plots of their
respective deep feature vector values are shown in Fig. 1.

B. Social Context Features

Previous studies demonstrated that the popularity of an
image depends not only on its content but also the social
information regarding the user uploading the image, as well

Fig. 1. Plots of deep learning feature vector values of different images from
the data set.

as the textual information associated with it [7], [17]. In this
section, we attempt to determine the extent to which social
features can influence image popularity. The following three
types of social features are analyzed: 1) user; 2) post metadata;
and 3) time.

1) User: The popularity of a user highly correlates with
the popularity of his/her posted images. Therefore, we adopted
several user-centered features, which are listed below, and will
have the same value for all photographs posted by the same
user.

User Id: This is defined as a unique integer number (rang-
ing from 1 to 135) according to the average view count of
all images of a user (i.e., a greater average number of views
implies a larger value). Thus, this number is a unique identifi-
cation of each user and can be used directly in the prediction
model.

Average Views: The average view count of all user-uploaded
photos.

Group Count: The number of groups to which a user
subscribes.

Member Count: The mean number of members in the groups
to which a user subscribes.

Image Count: The total number of photographs posted by
a user.

To characterize the effects of these features on predicting
image popularity, we computed their rank correlation with
the image popularity score using Spearman’s rank correlation
coefficient (Spearman’s Rho) [44]. The value of the correlation
coefficient ranges from [−1, 1], where a score of 1 (resp. −1)
indicates an ideal positive (resp. negative) association, and a
score of zero indicates no correlation. The results are shown in
Table I; both, user id and image views have a strong positive
correlation with image popularity (Spearman’s Rho = 0.74).

2) Post Metadata: The contextual information associated
with an uploaded image (e.g., tags, comments, or title) can
also influence its popularity. For instance, an image with a
large number of tags is expected to appear more frequently in
search results. Therefore, we consider certain image contextual
features for popularity prediction, which refer to image-related
metadata, and most are entered by the user. The image-context
features adopted in this study are listed as follows.
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TABLE I
SPEARMAN’S RHO VALUES FOR THE CORRELATION OF USER FEATURES

WITH POPULARITY SCORE

TABLE II
SPEARMAN’S RHO VALUES FOR THE CORRELATION OF POST METADATA

FEATURES WITH POPULARITY SCORE

1) Tag Count: The number of tags annotated by a user on
a posted photograph.

2) Title Length: The number of characters in the title of a
photograph.

3) Description Length: The character count in the image
description.

4) Tagged People: A binary number (1 or 0) indicating
whether a given photograph has tagged people or not.

5) Comment Count: The number of comments an image
has obtained from other users.

We calculated the relationship between each of these fea-
tures and the popularity of an image, as conducted for user
features. The results of Spearman’s Rho are listed in Table II.
Note, most of the post features have a significant positive
correlation with popularity, except the tagged people feature,
which has a slight positive correlation of 0.0043.

Considering the results shown in Tables I and II, the user
id and image views features have the highest Spearman’s Rho
scores, which implies that user-centric features are the most
effective in predicting image popularity. This also agrees with
what we expected because popular users usually have a sig-
nificant number of followers, indicating their images are more
likely to receive a larger number of views after uploading on
social media and thus become popular.

3) Time: Along with the user and post features for
predicting image popularity, there is a strong dependence on
time features. For instance, users tend to become more active
on social websites during the weekend. Thus, images posted at
these time slots would naturally be expected to receive more
views and therefore more ratings. Hence, we consider the fol-
lowing time features: post day, post month, post time, and post
duration. The definitions of these features are as follows:

Post Day: The day of the week on which a photograph is
posted. We encoded the day number using one-hot encoding
of a 7-D vector.

Post Month: The month in which a photograph is posted.
We encoded the month number using one-hot encoding of a
12-D vector.

Post Time: The period of day during which a photograph is
posted. The day was divided into four segments (six hours in
each segment) assuming that the photograph is posted either
in the morning (06:00 to 11:59), afternoon (12:00 to 17:59),
evening (18:00 to 23:59), or night (00:00 to 05:59). Then, the
post time was encoded using the one-hot encoding of a 4-D
vector.

Post Duration: The amount of time in days during which
the photograph remained posted on Flickr.

IV. METHODOLOGY

In this section, we explain the details of the proposed frame-
work for predicting social media image popularity; moreover,
we present a brief description of the baseline models.

A. Overview of Proposed Framework

The overall diagram of the proposed framework is shown
in Fig. 2. It consists of the following two phases: 1) feature
extraction and 2) VSCNN regression model. In the feature
extraction phase, for each post in the data set, we extract visual
features from the image and social context features from its
corresponding post-context information, as shown in Fig. 2(a).
The extracted visual features are integrated to obtain a final
feature vector of 4710 dimensions that describe the different
visual facets of the image. Then, principal component analysis
(PCA) [45] is performed to decrease the dimensionality of this
vector from 4710 to 20 and to select only the prevalent fea-
tures. This results in a visual-PCA descriptor of 20 dimensions,
which is denoted by X. Finally, the values of the X features
are normalized so that all of them belong to the same scale.
Similarly, the same procedure is applied to the corresponding
extracted social features to obtain a normalized social-PCA
descriptor of 14 dimensions, which is denoted by Z. The
obtained X and Z are used as inputs to the proposed SVCNN
model to predict the popularity of the corresponding post.

As shown in Fig. 2(b), the proposed SVCNN model consists
of two individual CNNs that are used to derive the struc-
tural and discriminative representations from the visual (X)
and social (Z) features; namely the visual network and social
network. Each of these networks is a 1-D CNN consisting of
three convolutional layers. The rectified linear unit (ReLU)
is employed as the activation function for each convolutional
layer to avoid the vanishing gradient problem in the train-
ing phase. A fusion network is used to combine the outputs
of these networks into a unified network. It consists of one
merged layer and two fully connected layers. The merged layer
is used to concatenate the outputs of the last convolutional
layer of the visual network and that of the social network and
generate the inputs of the first fully connected layer. Finally,
the outputs of the second fully connected layer are summed
at the final node, generating the predicted popularity score.
In the diagram, the convolutional and fully connected layers
are denoted by Conv1Dv1, Conv1Dv2, Conv1Dv3, Conv1Ds1,
Conv1Ds2, Conv1Ds3, FC1, and FC2, where the subscripts
“v” and “s” indicate visual and social features, respectively.
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Fig. 2. Diagram of the proposed framework for image popularity prediction. (a) Feature extraction. (b) Proposed VSCNN regression model.

B. Training the VSCNN Model

Similar to the other CNNs, we first prepare a set of train-
ing samples (N) to train the VSCNN model. Each sample
comprises of the posted image, post-context information, and
corresponding popularity score (Y). We then calculate the
visual feature descriptor (X) and the corresponding social fea-
ture descriptor (Z) for each sample, as indicated above. For
each iteration, we obtain the output of the visual network as

Vi = Conv1Dv3(Conv1Dv2(Conv1Dv1(Xi))), i = 1 . . . N. (3)

Similarly, the output of the social network is as follows:

Si = Conv1Ds3(Conv1Ds2(Conv1Ds1(Zi))), i = 1 . . . N. (4)

Next, we flatten Vi and Si, and concatenate the two feature
vectors using a merge layer, and then we use the resulting
concatenated feature vector as the input of the fusion network,
Fi = [V

′
i S

′
i]

′
. Thus, a fully connected cascade-feed-forward

network can be calculated as follows:

Ŷi = FC2(FC1(Fi)), i = 1 . . . N. (5)

Let θ denote the parameters of the VSCNN model. First, they
are initialized using random values ranging between -1 and 1,
and then are trained by optimizing the following mean-squared
error (MSE) cost function using backpropagation:

MSE(θ) = min
θ

(
1

N

N∑
i=1

∥∥∥Ŷi − Yi

∥∥∥2

2

)
. (6)

A stride of size 1 was adopted in the networks of the VSCNN
model. To avoid overfitting, a dropout of 0.1 was adopted after
each layer, except for the last fully connected layer, in which
a dropout of 0.2 was used. Additionally, batch normalization
was applied to each convolutional layer to increase the stability
of the CNNs. Further details regarding the configuration of the
VSCNN model are presented in Table III.

TABLE III
CONFIGURATION OF THE VSCNN MODEL

C. Baseline Models

Considering that the popularity prediction for social media
images is a regression problem, only a small number of current
machine learning models can be directly used. Therefore, we
first compare the proposed VSCNN model with two CNN-
based models; namely the visual-only CNN (VCNN) and
the social-only CNN (SCNN) model. Then, we compare the
proposed VSCNN with the following four conventional regres-
sion models: 1) linear regression (LR); 2) SVR; 3) DTR; and
4) gradient boosting decision tree (GBDT). A brief description
of each model is presented in the following sections.

1) Visual-Only Convolutional Neural Network: As shown
in Fig. 3, the VCNN model disjoints all social-related parts in
the proposed VSCNN [see Fig. 2(b)] and retains the remain-
der. The VCNN is trained using the same procedure as in the
VSCNN model, which was presented in Section IV-B.

2) Social-Only Convolutional Neural Network: The struc-
ture of the SCNN model is shown in Fig. 4. It detaches all
visual-related components in the proposed VSCNN model [see
Fig. 2(b)].

3) Linear Regression: LR is a statistical model designed for
modeling the relationship between a single dependent variable
(output) and a set of independent variables (inputs) by finding
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Fig. 3. Structure of the VCNN model.

Fig. 4. Structure of the SCNN model.

a LR function that best describes the input variables. To predict
the popularity score of an image using this model, a linear
relationship between the features of an input image and the
popularity score was assumed as follows:

y = w0 + w1x1 + · · · + wnxn + ε = xTw + ε (7)

where y indicates the predicted popularity score of the input
image, x denotes the feature vector, w is the model weight
vector, and ε is the error term. The gradient descent algo-
rithm [46] was employed to learn the weight coefficients
during the training phase.

4) Support Vector Regression: SVR [23] is a regression
version of a support vector machine [47]. It can construct
advanced optimal approximation functions using training
data. Given M training samples of popularity feature vec-
tors {x1, x2, . . . , xM}, where xi ∈ R

d, and their corresponding
popularity score values {y1, y2, . . . , yM}, where yi ∈ R, the
regression is performed by determining a continuous mapping
f : R

d → R that best predicts the set of training samples
with the approximation function y = f (x). This is defined as
follows:

y = f (x) =
M∑

i=1

(αi − α∗
i )K(xi, x) + b (8)

where αi and α∗
i are the Lagrange multipliers associated with

each training sample xi, K denotes the kernel function, and b is
the bias term. In this study, the Gaussian radial basis function
(RBF) [48] was utilized as the kernel function.

5) Decision Tree Regression: A decision tree can be used
to predict the value of a continuous dependent variable from a
set of continuous predictors by constructing a predictive model
with a tree-like structure. In this study, the classification and
regression tree (CART) algorithm [49] was used to construct
a decision tree. Using this algorithm, we constructed a model
that can predict the popularity score by learning simple deci-
sion rules derived from the data features. For each feature, the
CART algorithm splits the data at different points, then selects
the part that minimizes the sum of squared errors (SSEs) and

generates more homogeneous subsets. The splitting process
results in a fully grown tree such that the value (popularity
score) obtained at each terminal node (leaf node) is the mean
of all label values at the node.

6) Gradient Boosting Decision Trees: GBDT [26] is a
machine learning algorithm that recursively constructs an
ensemble of weak decision tree models using boosting. It
has been proven to be highly efficient in various data mining
competitions [50], [51]. The general principle of the GBDT
algorithm is the sequential training of a series of simple deci-
sion tree estimators [49], where each successive tree attempts
to minimize a certain loss function formed by the preceding
trees. That is, in each stage, a new regression tree is sequen-
tially added and trained based on the residual error of the
previous ensemble model. The GBDT algorithm then updates
all the predicted values by adding the predicted values of
the new tree. This process is recursively continued until a
maximum number of trees have been generated. Thus, the
final prediction value of a single instance is the sum of the
predictions of all the regression trees.

V. EXPERIMENTS AND RESULTS

In this section, we present the experimental setting and
discuss the results.

A. Experimental Setup

1) Popularity Measurement: Social media websites allow
users to interact with posted content in various ways, which
results in different social signals that can be utilized to mea-
sure the popularity of social content (e.g., images, texts, and
videos) on these websites. For instance, on Twitter, popularity
can be gauged by the number of retweets, whereas the number
of likes or comments can be used to measure popularity on
Facebook. In this study, we use Flickr as the major image-
sharing platform to predict the popularity of social media
images. Previous studies have used various metrics to measure
the image popularity on Flickr. For example, Khosla et al. [7]
determined the popularity of an image based on the number
of views it received. McParlane et al. [16] adopted both view
and comment count as the principal metrics.

The data set used in our experiments complies with
Khosla et al. [7], and the number of views was adopted as
a popularity metric. The log function is applied to manage
the large variation in the number of views for various photos
from the data set. Moreover, the images receive views during
the time they are online. Thus, a log-normalization approach
was used to normalize the effect of the time factor. The score
proposed in [7] can be defined as follows:

Scorei = log2

(
pi

di

)
+ 1 (9)

where pi is the popularity metric (the original number of
views) of image i, and di is the number of days since the
image first appeared on Flickr.

2) Parameter Setting of Baseline Models: All the base-
line models were implemented using the scikit-learn machine
learning library [52], [53]. In the experiments, the performance
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Fig. 5. Sample images from the data set. The popularity of the images is
sorted from more popular (left) to less popular (right).

of the baseline models was observed to be significantly influ-
enced by several hyper-parameters. Therefore, we identified
the values of a few important SVR parameters as follows:
C = 3, epsilon = 0.1, gamma = auto, and kernel = RBF.
Regarding the DTR model, the best performance was achieved
when the max_depth parameter was set to 10. Moreover,
we identified several parameters of GBDT: n_estimators =
2000, max_depth = 10, and learning_rate = 0.01. Finally, the
remaining parameters are set to their default values in all the
models.

3) Data Set: The Social Media Prediction (SMP-T1) data
set presented by ACM Multimedia Grand Challenge in 2017
was used as a real-world data set to evaluate the performance
of the proposed approach [31], [54]. The data set consists of
approximately 432K posts collected from the personal albums
of 135 different users on Flickr. Every post in the data set has a
unique picture id along with the associated user id that signifies
the user who posted the picture. Additionally, the following
image metadata were provided: post date (postdate), number
of comments (commentcount), number of tags in the post,
whether the photo is tagged by some users or not (haspeople),
and character length of the title and image caption (titlelen
or deslen). Furthermore, user-centric information, namely the
average view count, group count, and average member count,
was also provided in the data set. Each image has a label
representing its popularity score (log-normalized views of the
image). A few images selected from the data set are shown in
Fig. 5. In our experiments, 60% of the images were used for
training, 20% for validation, and 20% for testing.

4) Evaluation Metrics: In this study, we used the same
following metrics as those in the ACM Multimedia Grand
Challenge [31], [54] to assess the prediction accuracy:
Spearman’s Rho [44], MSE, and mean absolute error (MAE).

1) Spearman’s Rho: Used to calculate the correlation
between the predicted popularity scores and the actual
scores for the set of tested images.

2) MSE: Usually used to measure the average of the sum
of squared prediction errors. Each prediction error repre-
sents the difference between the actual value of the data
point and the predicted value obtained by the regression
model. MSE consists of simple mathematical properties,
making it easier to calculate its gradient. In addition, it
is often presented as a default metric for most predictive
models because it is smoothly differentiable, computa-
tionally simple, and hence can be better optimized. A
significant limitation of MSE is the fact that it heav-
ily penalizes large prediction errors by squaring them.
Because each error in MSE grows quadratically, the
outliers in the data significantly contribute to the total
error. This indicates that MSE is sensitive to outliers and

TABLE IV
PERFORMANCE COMPARISON OF SCNN, VCNN, AND VSCNN MODELS

applies excessive weight on their effects, which leads
to an underestimation of the model performance. The
drawback of MSE only becomes evident when there
are outliers in the data, in which case using MAE is
a sufficient alternative.

3) MAE: A simple measure usually used to evaluate the
accuracy of a regression model. It measures the average
of the absolute values of the individual prediction errors
of the model over all samples in the test set. In the MAE
metric, each prediction error contributes proportionally
to the total amount of errors, indicating that larger errors
contribute linearly to the overall error. Because we use
the absolute value of the prediction error, the MAE does
not indicate underperformance or overperformance of
the model, that is, whether the regression model overpre-
dicts or underpredicts the input samples. Thus, it offers
a relatively impartial comprehension of how the model
performs. By taking the absolute value of the prediction
error and not squaring it, the MAE becomes more robust
than MSE in managing outliers because it does not heav-
ily penalize the large errors, as done by using MSE.
Hence, MAE has its advantages and disadvantages. On
one hand, it assists in handling outliers; however, on the
other hand, it fails to penalize the large prediction errors.

B. Results

Using the features extracted for model learning, we trained
the proposed VSCNN model to predict the popularity score.
In the training stage, we used Adam [55] and the stochastic
gradient descent as the learning optimizer to obtain the ini-
tialized parameters for VSCNN. The initial learning rate was
set to 0.001. In the experiments, the model was run for 50
training epochs over the entire training set. In each epoch,
the model was iterated over batches of the training set, where
each batch consisted of 20 samples. Furthermore, the follow-
ing features were added to the training process: 1) the learning
rate was reduced by 0.1 every 10 epochs using the learning
rate scheduler function, which facilitates learning and 2) the
best validation accuracy was saved using the model checkpoint
function, which assists in saving the best learning model. The
cost function generally converges during the training phase.
In the testing stage, the trained VSCNN model was applied to
the test samples for evaluation. The evaluation results demon-
strated that VSCNN can achieve a Spearman’s Rho of 0.9014,
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TABLE V
PERFORMANCE COMPARISON OF LR, SVR, DTR, GBDT, AND VSCNN MODELS

Fig. 6. Quality evaluation of the VSCNN model. (a) Error distribution his-
togram of the model. (b) Scatterplot of true values (x-axis) versus predicted
values (y-axis).

an MAE of 0.73, and an MSE of 0.97, which are listed in
Tables IV and V, and will be used for comparison with the
baseline models.

Essential visual analytics were added for the model qual-
ity evaluation by computing the error distribution histogram,
which presents the distribution of the errors made by the model
when predicting the popularity score for each test sample,
as shown in Fig. 6(a). A larger number of errors close to
zero in the histogram indicates a higher prediction accuracy.
Moreover, Fig. 6(b) presents a scatterplot of the actual val-
ues on the x-axis versus the predicted values obtained by the
model on the y-axis. This scatterplot presents the correlation
between the actual and predicted values. If the data appear to
be near a straight diagonal line, it indicates a strong correla-
tion. Thus, a perfect regression model would yield a straight
diagonal line from the data. From the results shown in Fig. 6,
there are certain outliers that are not correctly predicted by the
VSCNN model. Hence, we analyze these outliers below and
explain in detail why our model fails to predict them.

In certain regression problems, the distribution of the tar-
get variable may have outliers (e.g., large or small values far
from the mean value), which can affect the performance of
the predictive model. As shown in Fig. 7, the distribution
of the target variable (view counts) of the training samples
is highly nonuniform in our data set; therefore, the proposed
model attempts to minimize the prediction errors of the largest
cluster of view counts of training samples. However, as the
number of training samples with extremely high view counts
is relatively low, it is more likely that the proposed model
cannot correctly predict the high view counts, which will be
observed as outliers in the predictive results.

Fig. 7. Distribution of the view counts of the training samples.

Fig. 8. Examples of correct and wrong predictions of some images
from our data set using the VSCNN model. The actual popularity score
and its corresponding predicted score are displayed below each image.
(a) Correct examples of popularity prediction. (b) Wrong examples of
popularity prediction.

As shown in Fig. 8, a few good and bad predictions were
made on images from the test set using our proposed model.
The correctly predicted examples are shown in Fig. 8(a); note,
our model achieves superior performance with only 0.001 -
0.009 errors relative to the actual scores. For example, the
popularity score of the first four images in Fig. 8(a) is cor-
rectly predicted with errors of 0.001, 0.009, 0.002, and 0.001,
respectively. In addition, the popularity score of the last two
images in Fig. 8(a) is perfectly predicted with zero prediction
error. On the other hand, a few wrongly predicted examples
are shown in Fig. 8(b). For example, the actual popularity
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score of the first image in this figure is 3, while the score
obtained by our model is 7.472, resulting in a substantial error
of 4.472 in prediction. This disparity is due to the strong indi-
cations of some user features for this image, such as average
views and member count, which have values of 993.42 and
10 672, respectively, and significantly contribute to the model
prediction when integrating all features. Likewise, the last two
images in Fig. 8(b) are other badly predicted examples of our
proposed model. The actual popularity scores of these two
images are observed to be too high. Therefore, it is suggested
that our model cannot correctly predict the popularity of these
images because the number of training samples with high pop-
ularity scores is extremely limited in our data set, as shown
in Fig. 7.

1) Comparison With Baseline Models: First, we train the
SCNN model using three different types of social features to
explore the influence of each type on predicting popularity.
Subsequently, the SCNN model is trained using all the social
features as inputs. The prediction results of the SCNN model
with different types of input features are summarized in
Table IV, which presents that the user features perform excep-
tionally well in predicting the popularity of an image relative
to the other two types of social features (i.e., post metadata and
time), with a Spearman’s Rho of 0.7537, MAE of 1.13, and
MSE of 2.17. This indicates that the popularity of an image
is closely related to the popularity of the user uploading it;
images shared on social media by popular users have a higher
chance of obtaining more views. However, not all images
posted by popular users are popular. To justify this, we use the
popularity score and average view count as popularity metrics
for images and users, respectively. As indicated in previous
studies [16], [56], the Pareto Principle (or 80-20 rule) was used
to select a threshold to differentiate images with high (20%)
and low (80%) popularity scores. Likewise, we set a threshold
to differentiate users with a high (20%) and low (80%) aver-
age view count. Based on these differentiations, the top 20%
of the images and users are considered as highly popular (or
popular), while the remaining 80% are considered less popular
(or common). Accordingly, on average, 69.19% and 16.17%
of the images posted by popular and common users, respec-
tively, were determined to be popular. Thus, we conclude that
not all images posted by popular users are always popular.

The post metadata are also noteworthy features. The
SCNN model using these features achieved values of 0.6590,
1.35, and 2.98 for the Spearman’s Rho, MAE, and MSE,
respectively. This indicates that image-specific social features,
such as tag count, title length, description length, and comment
count, also play an important role in predicting popularity,
which is expected; an image with significant tags or a longer
description/title tends to be more popular because it has a
greater chance of showing up in the search results when peo-
ple use keywords to search for images. Similarly, having more
comments on the image suggests that more users interact with
the image, which may lead to a greater number of views and
thus, increased popularity. Considering the results, time fea-
tures were also determined to make a significant contribution
to popularity prediction, which indicates that the time when
an image is posted may influence its popularity. For example,

Fig. 9. Diagrams of the predicted values obtained using the CNN-based
baseline models and their corresponding ground truth values. (a) SCNN.
(b) VCNN.

users tend to browse social networking sites at a particular
time of the day, such as weekend leisure time, which indi-
cates that images posted during that time are more likely to
receive a large number of views and become popular.

Furthermore, while each type of social feature performs
sufficiently, the SCNN model achieves the best predictive
performance when all the social features are combined, as
shown in the fourth row of Table IV. This suggests that all the
social features proposed are strongly correlated and provide
complementary information to each other. Fig. 9(a) presents
a diagram of the predicted values obtained by SCNN and the
corresponding actual values.

Similarly, the VCNN model was trained using each of the
individual visual features to analyze their effect on predicting
image popularity. We also integrated all the visual features and
used them as the input to the model. The evaluation results
are listed in Table IV. Deep learning features were observed
to outperform other visual features. However, it is important
to note that the VCNN model achieves the best performance
in terms of all the evaluation metrics when all the visual fea-
tures are combined. In addition, as indicated by the results
of the VCNN model, visual features are less effective than
social features in terms of image popularity prediction. This
finding is consistent with previous studies [7], [25], [57], [58].
Nevertheless, the visual features are useful when there are no
post metadata existing, or to address scenarios where no social
interactions were recorded prior to publishing the image (e.g.,
user newly joined social network). This indicates that image
content also plays a critical role in popularity prediction, and
may complement the social features.

A diagram of the predicted values obtained using VCNN
and the corresponding actual values is shown in Fig. 9(b).
Finally, the performance of the proposed model is compared
with the best performance of both VCNN and SCNN in terms
of all the evaluation metrics; the results are listed in Table IV.
Apparently, VSCNN outperforms VCNN and SCNN, with a
relative improvement of 2.33% (SCNN) and 116.27% (VCNN)
in terms of Spearman’s Rho, and a decrease of 7.59% (SCNN)
and 53.80% (VCNN), as well as 14.16% (SCNN) and 76.23%
(VCNN) in terms of MAE and MSE, respectively.

Subsequently, the other four baseline models (i.e., LR, SVR,
DTR, and GBDT) were trained using each single feature and
various combinations thereof to demonstrate the effectiveness
of the proposed features in predicting image popularity. The
predictions are shown in Table V, presenting that the user
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TABLE VI
COMPARISON WITH THE STATE-OF-THE-ART METHODS ON

SMP-T1 DATA SET

Fig. 10. Diagrams of the predicted values obtained using the four machine
learning baseline models and their corresponding ground truth values. (a) LR,
(b) SVR, (c) DTR, and (d) GBDT.

feature yields the best results. This indicates that the char-
acteristics of the person who posts a photo determine its
popularity to a significant extent. Furthermore, post meta-
data and time features were also determined to be sufficient
predictors. Additionally, when all social context features are
combined and used as inputs, the performance improves sig-
nificantly for all the models, and GBDT achieves the best
performance in terms of all the evaluation metrics.

The deep learning feature is significant and outperforms
other visual features; namely, color, gist, LBP, and aesthet-
ics, although these features perform sufficiently in all models.
Nevertheless, the performance of all models is improved
when all visual features are combined. Moreover, note that
combining visual and social features leads to a significant
improvement in the performance of all the models compared to
that exhibited using either set of these features independently.

Fig. 10 presents diagrams of the predicted values obtained
using the four machine learning baseline models and their
corresponding ground truth values. As presented in Table V
and shown in Fig. 10, GBDT outperformed all other machine
learning models, with a relative improvement from 5.16%
(SVR) to 19.57% (LR) in terms of Spearman’s Rho, and

Fig. 11. Best prediction performances for all the models in terms of
Spearman’s Rho, MAE, and MSE metrics.

with decreases from 13.98% to 34.43% and from 25.32%
to 52.87% in terms of MAE and MSE, respectively. Finally,
the performance of the proposed VSCNN model was com-
pared with the best performance obtained by each of the four
baseline models (LR, SVR, DTR, and GBDT); the results are
shown in Table V. Compared with GBDT, VSCNN improves
the prediction performance by approximately 2.69%, 8.75%,
and 15.65% in terms of Spearman’s Rho, MAE, and MSE,
respectively.

Fig. 11 presents the best prediction performance for all
the models in terms of the three evaluation metrics; the
VSCNN outperforms all six baseline models in predicting
the popularity of an image. Overall, VSCNN achieved the
best prediction performance, with the highest Spearman’s Rho
(0.9014) and lowest MAE and MSE (0.73 and 0.97, respec-
tively). This suggests that CNNs are more powerful than
other machine learning methods in processing heterogeneous
information for popularity prediction. Another significant find-
ing is that both social and image content features are essential
and complement each other in predicting image popularity on
photo-sharing websites.

2) Comparison With State-of-the-Art Methods on SMP-T1
Data Set: The ACM Multimedia Grand Challenge in 2017
presented a social media prediction task (SMP-T1) as a chal-
lenge [31], [54], to predict the popularity of images posted
by users on social media. Several teams participated in this
challenge, and proposed different models based on the pro-
vided SMP-T1 data set. We compared the performance of the
proposed VSCNN model with that of these models, for which
the evaluation results are listed in Table VI; VSCNN outper-
forms all the other models. Compared to the best team model
(i.e., TaiwanNo.1 SMP-T1), VSCNN improves the prediction
performance by approximately 9.02%, 31.62%, and 52.75%
in terms of Spearman’s Rho, MAE, and MSE, respectively.

In addition to the aforementioned compared models, the
multimodal approach presented in [32] integrates significant
multimodal information extracted from the same SMPT1
data set into a CNN model for predicting the popularity of
images. Although this approach adopts multimodal features
(e.g., image, textual, contextual, and social features) for pop-
ularity prediction, it ignores other important features, such as
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low-level computer vision, aesthetics, and time features. It also
adopts an early fusion scheme to merge the features extracted
from various modalities into a single large feature vector prior
to feeding them into the CNN regression model. Although
early fusion can create a joint representation of the input
features from multiple modalities, it requires the features to
be extremely engineered and preprocessed to be aligned well
before the fusion process. It also suffers from the difficulty
of representing the time synchronization between multimodal
features. Moreover, the increase in the number of modali-
ties makes it difficult to learn the cross-correlation among the
overly heterogeneous features. Eventually, a single model is
used to make predictions by assuming that the model is well
suited for all modalities. However, the architecture of the CNN
model used in [32] is not sufficiently powerful to process fea-
tures from different modalities and then accurately predict the
popularity of an image.

Unlike [32], our model employs a late fusion scheme
in which the features of each modality (i.e., visual and
social features) are examined and trained independently
using two CNNs with a highly designed architecture. The
obtained results are then fused using a merged layer into
another network for further processing and obtaining the final
prediction. The fusion process in our model becomes easy
to execute and does not suffer from the data representa-
tion problem that the early fusion scheme has because the
semantic vectors resulting from the two CNN models usu-
ally have the same form of data. In addition, late fusion
allows the usage of the most suitable model for analyzing
each modality and learning its features, providing more flex-
ibility. Furthermore, the robust interpretation of incomplete
and inconsistent multimodal input becomes more reliable at
later stages because more semantic knowledge becomes avail-
able from various sources. Owing to these advantages, the late
fusion scheme is extensively used in multimodal systems [7],
[33], [57]. To confirm the efficiency of our model, we also
compared it to the multimodal approach proposed in [32]; the
prediction results are summarized in Table VI. Apparently,
VSCNN outperforms the multimodal approach, with a rela-
tive improvement of 20.19% in terms of Spearman’s Rho, and
a decrease of 34.82% and 59.41% in terms of MAE and MSE,
respectively.

3) Late and Early Fusion Schemes for the VSCNN Model:
The framework proposed in this study adopts the late fusion
scheme; that is, we first employ two CNNs to process visual
features and the corresponding social context information indi-
vidually. Then, the outputs of these two networks are merged
into another network that fully connects all the information
into a final layer of the deep architecture. We also tested
the early fusion scheme by integrating visual and social fea-
tures at the input of the convolutional layers. The early fusion
scheme, denoted by VSCNN-EF, replaces the visual and social
networks in Fig. 2 with a unified CNN whose inputs comprise
of fused visual-social features obtained by concatenating the
visual and social features of a given image into a final fea-
ture vector of 4744 dimensions (4710 visual and 34 social).
Then, PCA [45] is applied to reduce the dimensionality of
this vector from 4744 to 20 and to select only the most

TABLE VII
PERFORMANCE COMPARISON OF VSCNN AND VSCNN-EF MODELS

prevalent features. The numbers of parameters of VSCNN
and VSCNN-EF are of the same order. These schemes are
optimized and tested, followed by comparing the prediction
performance in terms of the three performance metrics; the
results are listed in Table VII. Apparently, VSCNN consis-
tently outperforms VSCNN-EF, suggesting that the proposed
late fusion scheme, which initially processes visual and social
information independently and merges them later, is better than
an early fusion scheme, which incorporates the heterogeneous
data at the beginning.

VI. CONCLUSION

Recently, deriving an effective computational model to
characterize human behavior or predict decision making has
become an emergent topic. In this study, we developed a
multimodal deep learning framework for predicting the pop-
ularity of images on social media. First, we analyzed and
extracted different types of image visual content features and
social context information that significantly affect image pop-
ularity. Then, we proposed a novel CNN-based visual-social
computational model for image popularity prediction, called
VSCNN. This model uses individual networks to process
input data with different modalities (i.e., visual and social
features), and the outputs from these networks are then inte-
grated into a fusion network to learn joint multimodal features
and estimate the popularity score. We trained the proposed
model in an end-to-end manner. The experimental results on
the provided data set demonstrate the effectiveness of the
proposed model in predicting image popularity. Further exper-
iments demonstrated that VSCNN achieved a notably superior
prediction performance. Specifically, it outperformed four tra-
ditional machine learning schemes, two CNN-based models,
and other state-of-the-art methods, in terms of three standard
evaluation metrics (i.e., Spearman’s Rho, MAE, and MSE).
This emphasizes the effectiveness of the proposed model
in combining visual and social information to predict the
popularity of an image.

In the future, we will extend our work by considering not
only internal but also external factors that may affect image
popularity, such as real-world events. Meanwhile, we will
investigate the influence of various aspects on image popular-
ity based on geographical location and cultural background.
Additionally, we plan to use a generative model as suggested
in [59] to automatically generate natural sentences describ-
ing the content and title for each image in the SMP-T1 data
set, and using an image annotation model as proposed in [60]
to create a set of keywords (hashtags) that are related to the
content of the image. We then incorporate the obtained tex-
tual information into our model to explore its effect on image
popularity. Finally, we aim to optimize the parameters and
overall structures of the CNNs used in the proposed model to
improve prediction performance.
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