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Interpretable Learned Emergent Communication
for Human-Agent Teams

Seth Karten, Mycal Tucker, Huao Li, Siva Kailas, Michael Lewis, and Katia Sycara

Abstract—Learning interpretable communication is essential
for multi-agent and human-agent teams (HATs). In multi-agent
reinforcement learning for partially-observable environments,
agents may convey information to others via learned communica-
tion, allowing the team to complete its task. Inspired by human
languages, recent works study discrete (using only a finite set
of tokens) and sparse (communicating only at some time-steps)
communication. However, the utility of such communication in
human-agent team experiments has not yet been investigated.
In this work, we analyze the efficacy of sparse-discrete methods
for producing emergent communication that enables high agent-
only and human-agent team performance. We develop agent-only
teams that communicate sparsely via our scheme of Enforcers
that sufficiently constrain communication to any budget. Our
results show no loss or minimal loss of performance in bench-
mark environments and tasks. In human-agent teams tested in
benchmark environments, where agents have been modeled using
the Enforcers, we find that a prototype-based method produces
meaningful discrete tokens that enable human partners to learn
agent communication faster and better than a one-hot baseline.
Additional HAT experiments show that an appropriate sparsity
level lowers the cognitive load of humans when communicating
with teams of agents and leads to superior team performance.

Index Terms—Human-agent teams, neural networks for devel-
opment, autonomous thinking behaviors through development,
multi-agent reinforcement learning, emergent communication.

I. INTRODUCTION

ULTI-AGENT reinforcement learning (MARL) has
been successfully applied in a variety of multiplayer
games [1], [2], but trained agents often only collaborate well
with humans in specific settings. For example, in StarCraft [3]]
and Dota 2 [4], teams of agents may be trained to compete
against humans; or in Hanabi [S]] and Overcooked [6]], only a
single agent may cooperate with a human. Prior art in training
agents to collaborate in more complex settings that require
communication among teammates (e.g., blindly crossing a
traffic junction) has considered agent-only teams [7], [8l,
but translating such techniques to support human teammates,
especially without human data during training, remains chal-
lenging [9].
Teaming with artificial agents is generally novel for humans;
therefore, teaming requires a learning process for humans
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Fig. 1: Our method has three phases: During sparse communication training,
we train agents through self-play to learn an emergent message paradigm and
to communicate infrequently according to a budget. In the interpretability
analysis, messages are analyzed to determine the observations that they
encode. Additional messages are removed in case they contain no information.
Finally, in human-agent teaming, a ghost agent decodes the information and
sends encoded messages for the human, who chooses the action.

to adapt to new protocols for communication and collabo-
ration. The dissimilarity of decision-making and lack of co-
training [10] introduces a significant challenge for learning a
shared ‘language’ for both humans and agents. A large body
of research investigates the problems of translating natural
language into a form usable by agents and generating intel-
ligible replies in return. Our work takes the complementary
approach of searching for ways to make it easier for humans
to communicate with agents in their own language. Biases in
human cognition are a product of both neural substrates [[11]]
and evolutionary processes [12], which predispose humans
to perceive and think in particular ways and not in oth-
ers. Policies learned in the absence of human data, such
as unsupervised interaction among agents, are less likely to
conform to human biases than approaches that incorporate
human inputs. Developers of AlphaGo, a family of Go playing
programs that outperform human experts, found that while
versions trained through supervised learning were superior
in predicting the moves of human experts, versions trained
exclusively through self-play were much better players [13].
These self-trained programs had perfect records against human
opponents, found new joseki (corner sequences) unknown to
human players [13], and were described by human players
as “amazing, strange or alien” [14]]. A sister StarCraft play-
ing program, AlphaStar [15], followed the opposite tack by
learning from replays of human matches and limiting speed
and observations to human-like values [15]. In this case,
despite reaching Grandmaster status (99.8%), the AlphaStar
agents team could be defeated and was described as “like it
is playing a ‘real’ game of StarCraft and doesn’t completely
throw the balance off by having unrealistic capabilities™ [15].
Human difficulty in understanding behavior developed through
self-play can be seen in even very simple games. Despite
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providing saliency maps and/or reward decomposition graphics
for offering extra insight into the factors contributing to an
action, observers could not predict the next action in Ms.
Pac-Man [16] or a drastically simplified real-time strategy
game [17] at better than chance levels.

During human-agent teaming, humans often struggle to un-
derstand the intent of agent partners, which is necessary for an
effective partnership. Recent work has shown that bidirectional
human-agent communication is sometimes required for peak
performance in human-agent teaming [18]]. While prior work
in emergent communication establishes how agents may learn
to communicate to accomplish their goals, the learned com-
munication conventions often exhibit undesirable properties
and fail to conform to human cognitive mechanisms. For
example, emergent communication is often continuous, while
humans communicate in natural language, which consists of
discrete linguistic tokens or prototypes. Furthermore, humans
learn from few examples and use compositional language that
encompasses more complex meanings than was demonstrated
to them [19]]. Prior art has taken initial steps towards closing
the gap between emergent and human communication: in
agent-only teams in specific scenarios, discrete communication
can perform as well as continuous communication [20]], and in
our prior work, we showed how learning discrete prototypes
promotes robustness in noisy communication channels, as well
as human interpretability and zero-shot generalization [21]].
However, learning suitable discrete communication protocols
that exhibit high performance in achieving team goals in
sequential team decision-making remains a big challenge.

A recent meta-analysis [22]] found that communication qual-
ity (rating as “effective and clear”) had a significantly more
substantial relationship with performance than the frequency
of communication in human teams. In fact, excessive com-
munication can present problems both in recognizing critical
information and in remembering it. Recognizing an actionable
message from a background of irrelevant ones is a classic
signal detection problem [23] for which misses are known to
rise as the number of irrelevant messages increases. Cognitive
load theory [24] suggests that a large volume of commu-
nication may also interfere with the process of transferring
information from working memory to long-term memory,
which creates difficulty in remembering previously received
information accurately. Thus, high frequency/high redundancy
communication is likely to harm humans’ abilities to recognize
and learn from ‘high quality’ communication.

As an attempt to make agent communication akin to human
communication in agent self-play, sparsity constraints have
been shown to reduce the total amount of communication.
Sparsity aims to minimize the number of unnecessary commu-
nications between agents to adhere to bandwidth constraints.
Previous methods attempt to minimize the total communica-
tion while minimizing the loss of performance [25]. However,
achieving this is very challenging: works that use gating (a
function that determines whether to pass a message or not)
often exhibit high variance and tend not to converge to the
optimal communication budget [26]. Our Enforcers scheme
builds upon gating methods but reduces variance sufficiently to
converge to the optimal gating value by using a soft threshold.

To the best of our knowledge, this is the first work inves-
tigating the intelligibility of agent-generated communication
models and their effects on performance in human-agent
teams. We train our agents to learn human interpretable, dis-
crete prototypes to interpret a message’s intent by the receiver.
The agent self-play method also constrains communication
and considers the effects of different communication budgets
on communication robustness and team performance. We
develop an emergent communication interpretability scheme
to transition from an agent-only communication space to a
human-interpretable interface. In human-agent communication
experiments, we explore the efficacy of humans learning to
communicate with agents using discrete prototypes compared
to a discrete 1-hot representation

Human-agent teaming experiments test two hypotheses. The
first is whether humans can learn to communicate in Human-
Agent Teams (HATSs) using the emergent discrete prototypes
from agent self-play. This is tested with single-agent HATS in
the Parent and Lost Child environment, a variant of Predator-
Prey. The second hypothesis is that an appropriate level of
sparsity in communication reduces the cognitive load of human
teammates and leads to better team performance. This is tested
with multi-agent HATSs in a blind Traffic Junction environment.

Our work additionally analyzes the effects of sparsity at
various communication budgets to find the optimal minimum
budget for human-agent teams through cognitive load and task
performance.

Our contributions are as follows:

o We propose a novel MARL method that uses an inter-
pretability analysis to produce sparse-discrete communi-
cation in HAT. We evaluate its efficacy in human subject
experiments in HATs with (a) single human-single agent
in different roles and (b) single human-multiple agents.

e Our results indicate that humans can learn the emergent
discrete prototype ‘language’ generated by agent self-play
faster as compared to a baseline.

o This work is the first that focuses not only on learning hu-
man interpretable communication but, most crucially, on
the effects of learned sparse communication in MARL on
HAT performance and human workload. In particular, we
expand previous findings about communication sparsity
from human-human teams to human-agent teams. Our
results show that an appropriate frequency level leads to
the best team performance and the lowest cognitive load
of human teammates.

II. RELATED WORK

Our work studies multi-agent reinforcement learning at the
intersection of research in sparse and discrete emergent com-
munication, evaluated in the context of human-agent teams.

A. Multi-Agent Reinforcement Learning

Multi-agent reinforcement learning studies a team of agents
working to maximize shared performance on a task. By learn-

A one-hot is a group of bits among which the legal combinations of values
are only those with a single high (1) bit and all the others low (0). In statistics,
dummy variables represent a similar technique for representing categorical
data.
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ing to communicate through backpropagation, agents can learn
task-specific coordination directly from error derivatives. Typi-
cally, a centralized training, decentralized execution paradigm
enables agents to learn from privileged information but act
independently [27]. Instead, we use a fully decentralized
training setup with shared parameters to foster faster training
in cooperative tasks [7].

B. Sparse Communication

In the context of multi-agent systems, sparse communi-
cation necessitates limiting the total communication exhib-
ited between agents, measured by the number of bits sent.
Sparse communication has been explored by learning a com-
munication gate, learning whom to target, and compressing
communication tokens. Gating methods use a neural network
layer to learn a gating function to decide whether to pass
through the message [28], [29]. Targeting methods learn
who to send messages and/or who would be receiving mes-
sages [30], 311, [32]], [33]]. Information bottleneck methods
attempt to minimize the entropy of messages between agents
to learn whom to target communications with a centralized
communication targeting system [34], [25]. These methods
try only to remove unnecessary communication, but they have
been shown to decrease the overall reward, which leads to
suboptimal task performance. Targeting methods work as a
complementary model to gating and information bottleneck
methods. Thus, this may be used as an additional model to
reduce communication further. All these methods only have
one suboptimal budget to reduce communication. Compression
is enabled by limiting the size of communication tokens to
a fixed size or a bitwise encoding [35], [36] though recent
work has shown that continuous encodings can contain more
information [21]]. Our work builds upon gating methods but
reduces variance sufficiently to converge to the optimal gating
value by using a soft threshold. We are able to converge to
various communication budgets, allowing our models to learn
communication conventions that complement human prefer-
ences while maintaining multi-agent system performance. Our
paper also analyzes the performance of sparsity in human
trials.

C. Interpretable Communication Formats

Regardless of communication frequency, researchers have
developed a variety of communication formats in an effort
to improve human interpretability. For example, inspired by
the discrete nature of words in human language, one work
discretizes emergent communication by forcing agents to com-
municate via one-hot or binary vectors [37]. Other works focus
on the compositionality of tokens to create simplified “sen-
tences” [38]] or train agents to communicate directly via natural
language [39], [40l, [41]. Unfortunately, agents trained by such
techniques often perform worse in human trials than in multi-
agent teams, indicating that the communication interpretability
remains limited [42]. Other work decides the interpretation
of messages based on the effect on a human listener [9].
In our work, we train agents to communicate via a discrete
set of tokens in a continuous space [21]. While maximally
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Fig. 2: Above is the Enforcers architecture, including the MARL with
communication pipeline.

informative to the agents, these sets of tokens may conflate
intent with location or relations among items in correlated
but indirect ways. Our experiments test the degree to which
discretization and sparsity can overcome potential cognitive
incompatibilities and allow humans to exploit the semantic
richness of agent token sets. In our single-trial experiments,
participants must learn the semantics of tokens while using
them to accomplish their joint tasks. The one-hot encoding
provides an isomorphic mapping, known to be compatible with
human cognition, but must be learned token by token as a
paired-associate task. By contrast, embedding spaces learned
by the agents provide a relational structure among tokens,
reducing the learning that must occur [43]].

D. Human-Agent Teaming

Most human-agent teaming has focused on adapting policies
to allow humans and agents to understand their partners’
intent, which is necessary for effective partnership. Both
human and agent adaptation benefits team performance [44].
Some agents are able to recognize changes in human intent
given observations of their actions. The agents can then adapt
their policy to coordinate better with the human [45]. Agents
have also been trained to learn the effects of their actions on
other agents. When combined with communication, this has
led to increased coordination of agent-only teams [46]. These
works assume agents will adapt to their teammates’ policies by
observing their actions. Instead, given the importance of bidi-
rectional human-agent communication in team performance,
we focus on enabling humans and agents to also adapt based
on communication [[18]].

Recent works have begun to explore communication in
human-agent teams. In agent self-play and human-agent team-
ing, sharing the intent or goal was most useful towards
increasing performance [47]. However, this study only in-
volved tasks with simplistic agents who follow hard-coded
randomized paths, in which communication was not required
to successfully complete the task. Other work has built upon
this by introducing tasks that may require communication.
They found that communicating both beliefs and goals, while
minimizing communication frequency, improved human-agent
teaming [48], but worked with simplistic agents that are given
human-designed observation information to complete their
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Traffic Junction Predator-Prey Cooperative

Easy \ Medium 5x5, N=3 10x10, N=5
Model Convergence Epoch ~ Success %  Convergence Epoch  Success % Average Rewards
Fixed-Cts 101 993 675 997 2.25 7.64
Fixed-Proto 199 .993 927 959 2.18 7.13
Gated-Cts 652 .968 1320 926 1.38 6.51
Gated-Proto 1262 971 1518 920 0.94 5.69
Enforcer-b* +35 .983 +196 947 2.07 7.22

TABLE I: Traffic Junction: In two Traffic Junction environments, we compared the convergence epoch and success rate for fixed (at all time-steps) vs.
gated (sparse) communication and continuous vector vs. prototype-based (discrete) tokens. Prototype-based agents achieve a similar success rate to continuous
communication agents. The Enforcer method can stably maximize success while using optimal communication b* and discrete prototypes with a few additional
epochs from Fixed-Proto. Predator-Prey: In two cooperative predator-prey environments, we measured the team reward for agents using fixed vs. gated
communication and continuous vector vs. prototype-based (discrete) tokens. Unlike naive gating approaches, the Enforcer method stably maximizes reward

while using optimal communication b* and discrete prototypes.

Soft Enforcer (Comm % \ Success %)

Budget Easy Medium
100 -\ 993 -\ 959
90 .889 \ .983 .883 \ .955
70 781\ .986 .682 \ .946
50 .588 \ .980 445\ 947
30 282\ .983 261\ 931
20 195\ .959 -\ -

TABLE II: Traffic Junction: The table above shows the training results using
the Enforcers with various budgets b. The fraction of total communication \
success rate is compared for each imposed budget. The method is able to
yield consistent performance while an optimal budget is observed.

task. They then learn to recognize when they need additional
information and learn to communicate from a list of predefined
goals. In our work, we use state-of-the-art agents to team
with humans using emergent communication. Our agents learn
both communication and action policies. In our benchmarks,
communication is necessary to behave optimally, including
cases when a single human must coordinate with multiple
agents.

III. AGENT SELF-PLAY

In this section, we introduce the Enforcers, a curriculum of
constraints necessary for enabling stable multi-agent sparse-
discrete emergent communication. Agents are trained exclu-
sively with other agents. In agent-only experiments, we show
that our models can perform competitively with respect to
other agent-only models on benchmark multi-agent tasks and
environments that utilize communication. Additionally, our
method can train agents to adhere to various communication
budgets from maximum communication (100% of the time) to
the optimal communication budget for a task (e.g., only com-
municating 10% of the time), which is assessed in benchmark
environments: Predator-Prey and Traffic Junction.

A. Problem Setup

We formulate our multi-agent problem as a decentralized,
partially observable Markov Decision Process with communi-
cation (Dec-POMDP-Comm). Each agent or human receives
a partial observation of the environment, so as a team, they
must learn to communicate essential information to complete
the task adequately. Additionally, we require sparse com-
munication: each agent must minimize total communications
according to a communication budget b. First, define B as
the total number of bits communicated if an agent emits a

communication vector at each time-step. We define b = % as
the average number of bits communicated over any contiguous
subset of the episode ts5. For ease of analysis, we define
B = |T] * |c| as the length of the episode times the size in
bits of the communication vector, which makes b € [0,1].
We encode this into the reward function in section
Our problem is formulated by the tri-objective of discovering
the optimal constrained communication-action policy. That is,
the agents must learn to 1) communicate effectively, 2) act
effectively, and 3) obey communication sparsity constraints.
Communications occur at discrete, uniform time-steps.

Formally, our problem is defined by the 8-tuple,
(S, A,C, T, R,0,0,v). We define S as the set of states,
A;, i € [1,N] as the set of actions, which includes task-
specific actions, and C; as the set of communications for NV
agents. 7 is the transition between states due to the multi-
agent joint action space 7 : S X Ay, ..., Ay — S. § defines
the set of observations in our partially observable setting.
Partial observability requires communication to complete the
tasks successfully. O; Ci,..,Cny x & — ) maps the
communications and state to a distribution of observations for
each agent. R defines the reward function and v defines the
discount factor. We build on the objective in [21], in which
we aim to maximize the total expected reward of all agents,
as follows,

max [E
m:S—AXC

D> ARty ar)

teT ieN

such that, (a¢,¢) ~ m, 8¢ ~ T ($t—1).

We use REINFORCE [49] to train both the gating function
and policy network subject to the previous constraints. In order
to calculate the information similarity, we compute loss by
comparing each agent’s decoded state against the entire state
but enforce decentralized execution and testing.

B. Methodology

The MARL with communication pipeline consists of an
observation encoding step, a message passing step, and an
action decoding step. Similar to IC3Net [8]], each agent uses
a recurrent encoding and decoding step. However, our model
novelly addresses the communication generation and message
passing step. As depicted in Fig. during each time-step,
each agent receives an observation, which is passed into each
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agent’s LSTMﬂ The hidden state is passed to the gating
function and the prototype network. Rather than a probabilistic
gate in IC3Net, the Enforcers’ gating function decides whether
to pass a message to other agents based on the latent state
information. The prototype network receives continuous hid-
den state information. The prototype network encodes and
compresses the relevant observation and intent/coordination
information into one of a discrete set of emergent prototype
vectors. We then take the Hadamard product between the
gating value and discrete prototype vectors, which masks
communication output according to the gating value. These
communication messages are passed to other agents, where
each agent takes the mean of the messages received. This
value is passed to an agent’s LSTM, which, finally, produces
an action.

The construction of the communication message is similar
to an unsupervised learning objective, which determines useful
latent information to pass to other agents based on the policy
loss gradient. Due to the high variance of dual communication
and action policy learning, a communication curriculum is
applied. A success criterion must be achieved at each level
of the curriculum to advance to the next phase. Let A\ define
some hyperparameter. The communication curriculum changes
the reward,

R'=R.,, — AR!

env comm)
at each phase, where R is defined during each phase.
During the “Open Gate” phase, communication is hard-coded
to always occur and R, = = 0. After achieving the suc-
cess criterion, the “Positive Communication Reward” phase
rewards communication with R’ = |1 — c|. This phase
reduces instability when transitioning from an open gate to
a learned gating function. After achieving the same success
criterion with the new constraint, the Enforcers phase is
implemented.

The Enforcers apply a soft constraint to the reward function
to ensure that the communication is within a budget. The
communication reward penalty’s main purpose is to constrain
communication for the total budget and prevent communi-
cation bursts. This helps the reward-based sparse method
achieve a particular sparse budget. Define a reward penalty
proportional to a scaled distance to the proposed fraction
of the total budget b for some observed fraction of total
communication c,

b—c
b

i c<b
P ll’_c c>b’

=

We also incorporate a first-order derivative term,
i Rz _ Rifl
D — *tp P
and an integral term,
i
i J
=2 Bb,
§=0

2Long Short-term Memory is a Recurrent Neural Network (RNN) architec-
ture

Fig. 3: Left: 10 x 10 Predator-Prey. The human in the red square denotes the
prey, while the remaining entities denote the predators. The arrows denote the
actions taken by each predator, and the gray shading denotes the vision of the
predators. Right: Two-lane bidirectional traffic junction. The agents enter the
junction, driving on the right lane from any of the four entrances randomly.
The agent’s path entails either going straight at the intersection, turning left at
the intersection, or turning right at the intersection. The agents then directly
proceed to exit the intersection.

to the communication penalty,
ZommSoft = )‘PR}' =+ ADRE) + )\]Rll

The hyperparameters are tuned empirically. Note that the
method limits the integral term such that |R%| < K for some
hyperparameter K for stability. Even with our optimizations,
we find reward-based sparsity methods to be high variance.
We find that the hyperparameter ranges are binary in that
only carefully determined ranges work. Outside these ranges,
there is no convergence to the sparse budgets. We use Ap =
1.,Ap = 1.6, A\ = 0.026, K = 50.

C. Benchmark Agent-Only Experiments

1) Experimental Setup: We tested the Enforcers scheme
in Predator-Prey and Traffic Junction benchmark environ-
ments [8]. In Predator-Prey, a precursor to the Human and
Lost Child scenario, N predator-agents search for one prey
agent and then travel to its location. This is a fully-cooperative
scenario, so ideally, the prey learns to communicate its location
to allow for optimal navigation of the predators. Predator and
prey agents each have a uniformly random chance of spawning
in any cell in the grid at the beginning of the episode before
searching for 7' time-steps (5 x 5: T' = 20; 10 x 10: T' = 40).

In Traffic Junction, up to 10 agents navigate a two-lane
bidirectional traffic junction as shown in Fig. [3] The agents
are unable to observe each other; they are "blind", so they
must communicate to avoid collisions both in the junction and
within a given lane (e.g., if the front agent brakes). Agents are
spawned in the environment with probability p at each time-
step for a fixed total number of time-steps T (easy: p = 0.1,
T = 20; medium: p = 0.05, T' = 40).

2) Results: Setting a budget with the Enforcers, the model
can converge to various communication budgets, including
the optimal communication budget b*. Performance is eval-
uvated over three seeds. The Enforcer method is able to
yield performance equivalent to unconstrained methods, i.e.,
continuous communication, while exhibiting discrete-sparse
properties. Table |If shows that our method, Enforcer-b*, is able
to converge to a high success rate with few additional training
epochs after introducing the Enforcer constraints on the Fixed-
Proto method. Table [l shows that the method can constrain
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Fig. 4: The distance between a pair of prototypes was highly correlated with the distance between the locations the prototypes referred to (left plot). A single
prototype referred to a cluster of nearby locations (middle and right plots), with lighter colors denoting more frequent locations. Here, the two prototypes
were both in the bottom right of the 2D PCA of the communication space and both referred to locations in the upper left of the grid.

025 000 025 050 025 000 025 050

Fig. 5: 1-hot communication vectors show no correlation between prototype
locations and environment locations.

communication until an optimal budget threshold with nearly
no change in reward. Overall, the Enforcer method is able
to provide high task performance at various communication
budgets with limited additional training.

IV. AGENT INTERPRETABILITY

This section discusses the analysis of the properties that we
observed in the agent training experiments and deem useful
for learning the prototypes and sparsity of communication.
Using domain knowledge of the task, we can deconstruct
the prototypes to understand latent space communication. We
performed a 2D Principal Component Analysis (PCA) of the
prototypes for each environment and task based on the agents’
observations while communicating their respective messages.

A. Setup

Our purpose of interpretability is to find a post-hoc analysis
of the emergent message paradigm learned in self-play. We
analyze the degree to which we can determine the white box
meaning of learned messages. We compare 1-hot encodings
with prototype encodings. We analyze the learned messages
in the Medium Traffic Junction scenario as described in
section and the Parent and Lost Child scenario, which is
a single predator and single prey subcase of Predator-Prey as
described in section Simply, or analysis aims to solve
the follow question: What are the properties of the different
emergent communication policies that we foresee being most
useful in HAT?

B. Methodology

From intuitive and mathematical perspectives, we analyze
how agents convey observation information using prototype
or one-hot messages. First, we visualize associations between
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Fig. 6: Recurrence with learned prototypes leads to null prototypes for
communication. That is, it conveys no information to the other agent. These
communications are unnecessary and show that sparsity is feasible. Left:
Human and Lost Child. Right: Traffic Junction.

prototypes and agent locations (a subset of observation infor-
mation), as shown in the rightmost figures in Fig. 4 The eight
gray dots and one red dot denote the 2D principal component
analysis (PCA) of the 9 prototypes that the agent used. The red
dot denotes a particular prototype; the heatmap to the right of
the PCA plot shows which agent locations were observed when
the agent emitted the denoted prototype. Intuitively, these
heatmaps show the meaning of each prototype. Additionally,
we analyze the relationship between the Euclidean distance
between vectors and the information that they contain, e.g.,
in Parent and Lost Child the information is environment
locations, in order to determine any correlation. Ideally, we
want to see structured interpolation between information and
messages in the latent space to prevent null messages, which
contain ambiguous or no information.

C. Results

1) Parent and Lost Child: Property 1: Relational Ob-
servation Encodings. We found that the learned prototypes
exhibited several desirable characteristics. First, only 9 proto-
types were used, indicating that the agents divided the 9 x 9
grid into coarser areas. Second, each prototype referred to
a distinct patch of the grid. Lastly, and most interestingly,
prototypes that were close together in communication space
referred to nearby locations in the grid. For example, the two
visualized prototypes in Fig. [] are both in the bottom right
of the communication space, and both refer to grid locations
in the upper right. We confirmed this anecdotal evidence by
finding that the distance between prototypes and the distance
between the locations the prototypes referred to was tightly
correlated (with an r2 ~ 0.5).

While one-hot based communication also successfully rep-
resented grid locations, as shown in Fig. 3] it was fundamen-
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Fig. 7: Above shows the correlation for prototypes in Traffic Junction with full communication (left), medium sparsity at 50% communication (middle), and

optimal sparsity at 30% communication (right).
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Fig. 8: Above shows the Traffic Junction locations (right figures) represented by their corresponding prototype as shown in a principal component analysis

(left figures).

tally unable to exhibit a similar correlation as found between
environment location and prototype location with prototypes.
All one-hot vectors are equally far apart by definition, so one
cannot predict grid distances as a function of distance between
communication vectors (72> = 0). Furthermore, given that all
one-hot vectors are orthogonal, conducting PCA on the vectors
does not provide any information on distance relations.

2) Traffic Junction: Property 2: Sparse Communication
Through Information Content. Results from prototype-based
communication vectors yield that they encode intrinsic infor-
mation of the environment locations. Fig.[7| shows the correla-
tion of the Euclidean distance between each prototype vector
to each other and the corresponding Euclidean distance in the
environment. The slope for the full continuous communication,
50% communication (mid-sparse), and 30% communication
(max sparsity) are 1.94, 1.09, and 2.36, respectively. The
emergent prototypes tend to have multiple location mappings
per distinct prototype. This results from the prototypes often
representing information similarly per lane instead of uniquely
for each environment location.

Since navigating the traffic junction “blind” is a complex
task, communicating the location alone is insufficient infor-
mation to avoid a collision. One may think that the agent’s
intent is also necessary to interpret. A car may communicate
its location, but it is useful to know if they are going to
accelerate (move to the next cell) or brake (stay in the same
cell). However, the agents communicate the same prototype
token regardless of the action that they take, which implies
that the agents rely on recurrent and coordination information
within their communications. This follows from homogeneous
action policies among agents.

Recurrence and other coordination information play a large
role for the agents in Traffic Junction. The agents tend to
announce themselves when they enter the environment, but
afterwards they communicate only at key points depending on
the direction that they are traveling. Additionally, the agents
repeat prototypes irrespective of the lane. See Fig. [§] This

means that agents send less information later in their trajectory,
implying that agents can remember important details from
previous messages. In Fig. [6] the last figure shows that a null
prototype is often used. This communication vector shows that,
while the agents will still optimally traverse the junction, at
least 30% of all communications may be gated (prevented from
being communicated).

V. HUMAN-AGENT TEAMING

This section discusses the setup and results of the human-
agent teaming experiments. In previous sections, we intro-
duced our multi-agent sparse-discrete emergent communica-
tion method and showed its effectiveness in agent self-play
experiments. The next intuitive question is: would the commu-
nication method work when a human is swapped with one of
the agents in the original problem setup? Although humans and
MARL agents use entirely different communication systems,
we deliberately design two human subject experiments with
reasonable translations and approximations in order to evaluate
our method in multiple human-agent teaming task scenarios.
Specifically, two hypotheses are tested:

o H1: Humans can learn to communicate in a human-agent
team using the emergent prototypes from agent self-play.

o H2: Sparsity in communication reduces the cognitive
workload on a human teammate such that they are able
to perform better at the task.

A. Human Experiment Design

1) Interpretability: The core of H1 lies in the interpretabil-
ity of communication tokens learned by MARL agents. If
the emergent “language” is interpretable, then the human can
effectively develop a mental model and use it to collaborate
with agent teammates. Participants in the first human-agent
teaming experiment teamed with MARL agents to solve the
Parent and Lost Child task. Half of the participants use
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Fig. 10: User interface of the human-agent communication experiment in the
Parent and Lost Child scenario. The left panel displays the game environment
state, including the locations and vision of the parent and child. The right panel
consists of a communication space and selection buttons. Communication
tokens are arranged in the 2D space based on PCA analysis to indicate
potential semantic meanings.

prototype-based communication, and the other half use one-
hot communication. The first experiment aims to test whether
humans can learn the mapping relationship between tokens
and child locations better than rote memorization and use
it in a human-agent team task. The prototype vectors are
translated into communication tokens and plotted on a 2D
space using PCA as described in section [[V] For 1-hot vectors,
we use the same spatial arrangement with prototype tokens
but randomize the token mapping between subjects. By doing
so, we eliminate the confounding effect of spatial structure in
human learning and can better focus on the core comparison
between prototype-based and 1-hot communication.

2) Sparsity: Human-agent communication is usually lim-
ited by the divergent cognitive capacity of humans and agents
in information processing. That is, humans are good at spatial,
heuristic, and analogical reasoning while autonomous agents
process high-frequency information continuously [50]. H2
assesses if introducing sparse messaging helps humans process
the information sent by agents and lower the overall cognitive
workload. We evaluate this hypothesis in the Traffic Junction
experiment, where a human participant is swapped with one
of the cars in lane. Other cars are MARL agents trained with

a budget only to send messages when necessary, as described
in section [T} A “ghost” agent processes incoming messages
to facilitate human understanding, which is translated into a
graphic user interface based on the prior PCA analysis in
section [[V] Since the analyzed communication method does
not create an injection with environment locations, the car’s
location is represented as a probability distribution. A caution
triangle visualizes the likelihood of a cell being occupied by
other agents on the user interface. Messages from the human
are handled by a “ghost” agent, which acts as an interface
between the human and messages from/to artificial agents.
Previous literature has shown this method to be effective
in studying communication understanding in HATs [47]. By
implementing the experiment in this way, we directly present
the meaning of the prototype communication to the human to
speed up the learning process. Thus, the experiment can better
focus on the influence of sparsity on human understanding of
agent communication.

B. Methodology

1) Parent and Lost Child: Each participant is teamed up
with an Al agent in the Parent and Lost Child environment.
The humans complete 20 trials in each parent and child role,
with corresponding communication tasks. We counterbalance
the sequence of two experimental sessions between subjects.
At the beginning of the trial, the parent and child spawn
at random locations. A trial ends when the parent reaches
the child or exceeds the maximum step limitation (20). The
human-agent team performance is measured by 1) the number
of steps the parent takes to find the child, 2) the percentage
of trials in which the parent successfully found the child, and
3) the time it takes the human to make decisions.

The task interface, shown in Fig. [I0] consists of two
panels: the task environment and the communication panel.
The task environment displays the true game state, the parent’s
vision radius, and the parent’s trajectories. Interface visibility
is subject to change according to the human’s role. The
communication panel presents numbered tokens for the child
to send its location. The number and arrangement of tokens
are determined by the 2D PCA analysis from section [IV] Once
the child selects a token, it is highlighted on the panel.

When the human is playing the parent role, one fixed token
is highlighted on the communication panel throughout the trial
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Fig. 12: The human interface for Traffic Junction is shown above. The
participants’ task is to move the yellow car along the designated path (red
dashed line) using two actions: go or brake. Black caution triangles refer to
potential locations of other cars as revealed by agent communication.

to signal to the human what the child agent is communicating.
The human then must select a movement action to move
using arrow keys on their keyboard. The participants’ task
as the parent is to learn to understand the meaning of the
communication tokens in order to find the child in the least
number of steps. When the human is in the child role, she may
select only one communication token to send to the parent
agent per trial but can use a different token in different trials.
The human then views a replay of the entire trajectory of the
parent agent as feedback to determine if the communication is
helpful. Similarly, participants in the child role do not know
the semantic meanings of each communication token at the
beginning. Therefore, they must learn to develop the mapping
between tokens and locations via repeated interactions.

2) Traffic Junction: In order to evaluate the effect of
sparsity, human participants were recruited to team up with
multiple agents in Traffic Junction. Fig. [I2] shows the user
interface of the Traffic Junction experiment. Humans act as
one of the cars traversing through the junction. The goal of
this task is to traverse through one’s lane as far as possible
without collision. All cars, including both the human and the
agents, are ’blind’ and have predetermined goals. The human
car will enter the environment while between 5 and 9 agents
are currently navigating the junction. Each trial lasts for 40
steps. The human can choose whether to accelerate or brake
on the designated path to navigate the intersection without
collision before the end of the trial.

C. Results

1) Human and Lost Child: 106 participants were recruited
from Amazon MTurk and Prolific, 30 were removed due to an
incomplete session or failure to pass the attention check. Par-
ticipants were randomly divided into two conditions, receiving
either one-hot communication or prototype communication
tokens. The average number of steps taken per trial is 12.74
in the prototype condition and 13.64 in the one-hot condition.
This measurement quantifies the collaboration outcome of the
human-agent team. The fewer steps taken, the better the team’s
performance. We conducted a mixed-ANOVA in which the
human role is the within-subject variable and the experimental
condition is the between-subject variable. Results show that
the main effects of the condition are significant (F'(1,74) =
5.95, p = .017), indicating the proposed prototype communi-
cation indeed leads to better team performance as compared
to the one-hot baseline. In addition, the main effect of the
role and interaction effect between the condition and role are
both significant (p < .05) for each one. Paired t-tests show
that prototype communication significantly outperforms one-
hot baseline in the human child condition (13.09 vs. 14.54,
t(52.4) = 3.43, p = .001, cohen d = .83), but not in the
human parent condition. The other measurement of human-
agent team performance is the completion rate shown in Fig. [0}
middle. Chi-squared analysis shows similar patterns as above:
prototype communication leads to significantly better team
performance, and this difference is mainly due to the human
child condition.

Another research question is how can one reveal a human’s
learning process of a communication language generated by
reinforcement learning agents. To answer this question, we
measure the reaction time of humans to decide what action to
take or what communication token to send as an indicator
of participants’ cognitive workload. As shown in Fig. O}
right, the required reaction time decreases along the course
of interaction between the human and agent teammates. Trial
number is negatively correlated with reaction time in both
child (r = —.17, p < .001) and parent (r = —.24, p < .001)
roles. Specifically, this learning effect is more substantial when
the human child was using prototype-based communication
(r =—.24, p < .001) as compared to one-hot communication
(r = —.08, p = .045). While the learning effect of team
performance is not observed directly, participants actually
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learn the communication language during the interaction with
reinforcement learning agents and complete the task faster. Our
proposed prototype communication can speed up this learning
process by allowing the human to bear a lower cognitive load
and select the correct communication token more quickly in
the child role.

In summary, H1 confirmed that 1) prototype communi-
cation is interpretable to humans and leads to better HAT
performance, and 2) prototype communication speeds up the
learning process of humans by lowering the cognitive load.
Our proposed method is especially effective when the human
sends messages as the child. A possible explanation is the
different levels of initiative between human (exploratory) and
agent (exploitative) parent’s searching strategies. When receiv-
ing an invalid communication, unlike the agent, the human will
continue exploration.

2) Traffic Junction: Evaluating Sparsity: 142 human partic-
ipants were recruited from Amazon MTurk and Prolific, but 16
were removed due to incomplete sessions. Participants were
divided into three conditions, either use prototype communi-
cation with fixed non-sparse b = 1, medium sparsity b = 0.5,
or minimum sparsity b = b* = 0.3. This condition division
is based on agent training results, in which b* was shown to
be the minimum frequency without sacrificing performance.
Each participant completed 20 trials of the experiment. Team
performance in the Traffic Junction task is measured by the
percentage of trials in which a human’s car successfully arrived
at its destination without collision. The average success rate for
the three conditions is min: 79.1%, med: 80.1%, fixed: 74.6%
(as shown in Fig. left). A chi-squared test shows that the
relationship between task success and communication sparsity
is significant (x?(2, N = 2408) = 7.28, p = .026). Human
participants who received sparse communication (i.e., min and
med conditions) from agents are more likely to succeed in
passing through the junction.

Recording how far each human managed to proceed before
collision is also a good measure of a human’s task progress.
Fig. [[T}middle shows the average progress Similar to the
above analysis, one-way ANOVA shows a significant differ-
ence between conditions (F'(2,2405) = 5.27, p = .005). T-
tests indicate that both min (11.57) and med (11.74) conditions
outperform the fixed baseline (11.23) in making more progress
(p < .05) for each condition.

To reveal the reasons of performance improvement brought
by sparse communication, we plot the average reaction time of
participants in three conditions in Fig. [[T}right. ANOVA anal-
ysis shows a significant difference in reaction time between
conditions (F'(2,2405) = 7.49, p = .001). Paired t-tests
show that participants in the medium sparsity communication
condition had a significantly shorter reaction time (0.98s)
than those in either minimum (1.16s) and full communication
(1.12s) conditions. Considering reaction time as an indicator
of human cognitive workload, we found an inverted *U’ shape
relationship between communication sparsity and human cog-
nitive load. Our proposed sparse method with appropriate
configuration was shown to reduce human cognitive load by
sending fewer communication messages; that is, messages are
sent only at necessary moments, confirming H2.

VI. CONCLUSION

Recent work in MARL has aimed to develop sparse-discrete
communication paradigms. In this work, we have analyzed
a sparse-discrete method to determine its interpretability and
performance when used in human-agent teaming. Through the
Enforcers we can train sparse-discrete models to perform com-
petitively with unconstrained alternatives. The results show
that the intent of the communication can be trained to cor-
relate with human-understandable observations of information
necessary to complete tasks.

We conducted two human-agent teaming experiments to
explore the relationship between the human learning effect
and various properties of agent communication. In the first
experiment, we evaluated whether humans are able to learn
the communication “language” generated by reinforcement
learning agents. We compared our proposed interpretable
prototype-based communication against a one-hot encoding
communication baseline. Results validate the superiority of
prototype-based communication in better overall team perfor-
mance and a faster learning effect over the baseline, confirming
our proposed method’s interpretability. Based on the analysis
in section we attribute these results to the correlation
relationship between tokens’ locations in the communication
space and referenced child locations in the task environment.
Prototype-based messages have a structured latent space, al-
lowing for learning ease. Our results verify this hypothesis
since there is a steeper learning curve of reaction time to
decide what communication token to send.

The results of the traffic junction experiment support our
hypothesis about communication sparsity in human-agent
teaming with multiple agents. Both minimum and medium
sparse communication enable better team performance than the
full communication baseline. Measurements of reaction time
as a proxy for human cognitive workload [51]] provided further
corroborating evidence. Reaction times followed an inverted
U’ shape, in which medium communication sparsity led to
lower cognitive loads than minimum or maximum frequency;
one explanation for this trend is that overly-frequent communi-
cation overloads humans, while overly-sparse communication
is hard to recall. These findings align with previous litera-
ture [22] and imply that introducing an appropriate communi-
cation frequency budget is essential in supporting human-agent
interaction. As emphasized by our agent self-play and HAT
experiments, adapting communication to many sparse budgets
is critical for effective human-agent teaming. An additional
interesting discovery was that an adaptive function might be
necessary to find the appropriate communication sparsity for
each individual human teammate or population of humans. We
will pursue this research avenue in future work.
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