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Network analysis on cortical morphometry
in first-episode schizophrenia

Mowen Yin, Weikai Huang, Zhichao Liang, Quanying Liu*, Xiaoying Tang*

Abstract—First-episode schizophrenia (FES) results
in abnormality of brain connectivity at different levels.
Despite some successful findings on functional and
structural connectivity of FES, relatively few studies
have been focused on morphological connectivity, which
may provide a potential biomarker for FES. In this
study, we aim to investigate cortical morphological
connectivity in FES. T1-weighted magnetic resonance
image data from 92 FES patients and 106 healthy
controls (HCs) are analyzed. We parcellate brain into
68 cortical regions, calculate the averaged thickness
and surface area of each region, construct undirected
networks by correlating cortical thickness or surface
area measures across 68 regions for each group, and
finally compute a variety of network-related topology
characteristics. Our experimental results show that both
the cortical thickness network and the surface area
network in two groups are small-world networks; that
is, those networks have high clustering coefficients and
low characteristic path lengths. At certain network
sparsity levels, both the cortical thickness network and
the surface area network of FES have significantly lower
clustering coefficients and local efficiencies than those
of HC, indicating FES-related abnormalities in local
connectivity and small-worldness. These abnormalities
mainly involve the frontal, parietal, and temporal lobes.
Further regional analyses confirm significant group
differences in the node betweenness of the posterior
cingulate gyrus for both the cortical thickness network
and the surface area network. Our work supports
that cortical morphological connectivity, which is con-
structed based on correlations across subjects’ cortical
thickness, may serve as a tool to study topological
abnormalities in neurological disorders.
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I. INTRODUCTION

Schizophrenia is a chronic psychiatric disorder
characterized by hallucinations, negative symptoms,
and cognitive deficits. First-episode schizophrenia
(FES) is an early phase of schizophrenia when an
individual first presents with schizophrenia-consistent
symptoms and formally receives a definitive diagnosis
of schizophrenia after professional evaluations [1].
This phase usually happens in teenagers or early
twenties. Studies on FES can help identify different
subtypes of schizophrenia from disease evolution
perspective and help suggest effective treatment plans
[2]-{4].

Advanced neuroimaging techniques (e.g. magnetic
resonance imaging (MRI) [5], [6], computer tomogra-
phy (CT) [6], [7], and positron emission tomography
(PET) [6], [8]) have been applied to diagnose and
analyze schizophrenia. Among them, MRI is widely
used due to its multiple imaging directions, high spa-
tial resolution and accurate positioning. MRI has the
potential to be beneficial for studying the FES-related
morphological abnormality patterns of the human
brain. Previously reported FES-related brain abnor-
malities, as revealed by MRI, mainly focus on specific
brain regions such as the amygdala, hippocampus
and corpus callosum [9], [10], cognitive deterioration
[11] and so on. However, it might be wrong to treat
each brain region as a separate object, as the human
brain is a complex network in which multiple regions
work in coordination [12]. Different brain regions
are interactive and coordinated in terms of structural,
functional and morphological connectivity [13]. Such
a networked organization facilitates the specialization
and integration of various brain functions, enabling
efficient and complex functional activities of the
brain [14]-[16]. The occurrence of a specific mental
disease is often accompanied by abnormal brain net-
work topology. In recent years, studies have revealed
FES-related abnormalities in terms of complex brain



networks that involve abnormal interactions among
various brain regions [17], [18]. In brain network
analysis, there are typically three types of networks:
(i) functional connectivity network (FCN) [19], [20],
(ii) structural connectivity network (SCN) [21], [22],
and (iii) morphological connectivity network (MCN)
[19], [23]. Previous network analysis studies on FES
are mainly focused on FCN and SCN, but MCN is
relatively less investigated.

Cortical morphological network (CMN), as a spe-
cific type of MCN, focuses on morphological charac-
teristics of cortical regions [24] and has received in-
creasing attention in FES studies [25], [26]. Previous
CMN-based FES studies have reported preliminary
evidence of topological abnormalities in the cortical
regions. For example, patients with FES have high
CMN modularity, degree, and betweenness centrality
in the medial orbitofrontal, fusiform, and superior
frontal gyri [25]. Jiang et al. suggests that FES
patients have increased cortical covariance between
regions with thinner cortical thickness such as the
prefrontal and temporal lobe regions, compared with
a healthy control (HC) group [26]. Although there is
sporadic evidence of changes in the network prop-
erties of CMNs in FES, more studies are needed to
provide convergent and comprehensive evidence.

In this study, we aim to investigate the network
properties of two cortical morphological networks
(i.e. a cortical thickness network and a surface area
network) in patients with FES, compared with healthy
controls. Specifically, we collect 3D TI1-weighted
MRI data from 92 FES patients and 106 HCs.
We first obtain 68 cortical regions, calculate the
average thickness and surface area of each region,
and then construct 68-node undirected networks by
correlating cortical thickness or surface area measures
across 68 cortical regions for each group. In order
to provide a comprehensive understanding of the
FES-related abnormality in CMN organizations, a
variety of network-related topology characteristics
are computed and compared between FES group
and HC group, including the global and local ef-
ficiency, small-worldness, characteristic path length,
and betweenness centrality. Our experimental results
demonstrate small-worldness in both cortical thick-
ness network and surface area network of the two
groups; that is, those networks have high clustering
coefficients and low characteristic path lengths. Both
the thickness network and the surface area network of
FES have significantly lower aggregation coefficients
and local efficiencies than those of HC at certain

Table I
CLINICAL AND DEMOGRAPHIC CHARACTERISTICS OF
SUBJECTS.
Characteristic FES group HC group
Number of subjects 92 106
Gender(male/female) 42/50 59/47
Age(years) 2240 £5.59  23.68 + 4.04
Duration of education (years) 12.32 + 3.18 12.76 + 3.29
Age of onset (years) 21.26 +5.29 \
Duration of untreated psychosis (months) — 14.66 * 23.43 \
GAF scores 29.16 + 10.18 \
PANSS scores:
Total 93.90 + 16.24 \
Positive 24.55 + 6.31 \
Negative 20.89 + 8.46 \
General psychopathology 48.46 + 8.39 \

network sparsity levels (p < 0.05), indicating FES-
related abnormalities in local connectivity and small-
worldness. These abnormalities of FES group mainly
involve the frontal, parietal, and temporal lobes.
Further regional analyses confirm significant group
differences in the node betweenness of the posterior
cingulate gyrus (PCC) for both the thickness network
and the surface area network.

II. MATERIALS AND METHODS
A. Subjects

In this study, we recruit 198 subjects in total,
including 92 FES patients (age: 22.40 + 5.59) and 106
healthy subjects (age: 23.68 + 4.04). The clinical and
demographic characteristics of the enrolled subjects
are shown in Table 1. There is no significant group
difference in age (p = 0.071), nor gender distribution
(p = 0.16) between the two groups by permutation
test. The research protocol has been approved by the
First Affiliated Hospital of Shenzhen University. The
FES patients are examined with the DSM-IV [27] cri-
teria to confirm a consensus diagnosis of schizophre-
nia before MRI examination. The exclusion criteria
include history of drug dependence, pregnancy, other
diseases of the central nervous system, as well as
unstable medical conditions. In order to eliminate
the confounding effect of neuroleptic medication,
all FES patients are antipsychoticnaive. All subjects
receive MRI scanning in the First Affiliated Hospital
of Shenzhen University, after signing the informed
consent.

B. MRI Data Acquisition and Preprocessing

All subjects keep their eyes open during the scan
and passively stared at the central cross to maintain
immobility. A 3-Tesla Siemens triple scanner col-
lects all morphometry MRI data, and each subject
collects T1-weighted 3D volume images of the entire
brain. The image is gathered using a magnetization



prepared-rapid acquisition gradient echo (MPRAGE)
sequence, with scanning parameters repetition time
= 13.40 ms, echo time = 4.6 ms, flip angle = 20,
the field of view (FOV) = 256 x 256, and the
isotropic resolution of the entire skull is 1 mm>. A
neuroradiologist performs a visual inspection of all
MR images to control data quality.

The workflow of our study is in Figure 1. The MRI
data is pre-processed using Freesurfer software pack-
age (http://surfer.nmr.mgh.harvard.edu/). After co-
registration, all data is then imported into Freesurfer
to extract the boundary between the gray matter and
white matter of each cerebral hemisphere, as well as
the gray matter endothelial layer. To complete the
three-dimensional reconstruction of the brain area, we
process the data with the following steps, including
mgz data format conversion, non-brain structure re-
moval, volume data registration, white matter separa-
tion, local area correction, smoothing, cortical recon-
struction, and segmenting regions of interests (ROIs)
using Desikan-Killiany atlas. Meanwhile, we export
the cortical thickness and surface area parameters of
each region.

To characterize more detailed abnormality patterns
of the human brain’s network topology, we conduct
experiments with a more refined atlas, the Brain-
netome atlas [28]. The Brainnetome atlas contains
210 brain regions, which is much more refined than
the Desikan-Killiany atlas. All other analyses remain
the same.

C. Graph Construction using Cortical Thickness and
Surface area

As Figure 1 shows, we first examine the differ-
ences in cortical thickness between FES and HC
groups, and then we represent anatomical connec-
tions in terms of the statistical correlation of cortical
thickness between brain regions. We divide the brain
into 68 regions (the generated morphological matrix
is 68 x 68) by using the Desikan-Killiany atlas [29],
which is a gyral-based atlas widely used in brain
morphological studies [30], [31]. Linear regression
is performed on the cerebral cortex thickness data of
each subject to eliminate the influence of covariates
(age, gender), and replace the original residual mor-
phological values for the next application. The partial
correlation coefficient of 198 subjects is calculated
to generate an inter-region correlation matrix. We
apply partial correlation analysis instead of Pearson
analysis to remove the effect of other variables since
the sample size is relatively large (>50). To test the

statistical significance (p-value) of a large number
of correlation analyses, p-values are corrected for
multiple comparisons by controlling the family-wise
error rate (FWER) at a level of p < 0.05. The statis-
tical significant brain regions are listed in Table II,
and their three-dimensional performance is shown in
Figure 2. We perform Fisher’s r to z transformation
to transform the correlation matrix into a binary
connection matrix and take the sparsity of the con-
nection matrix as the threshold. Using this threshold,
if the cortical thickness between the two areas is
statistically correlated, its element is 1; otherwise,
it is 0. Thus, a morphological magnetic resonance
connection network of the brain is constructed.

D. Graph theoretical analysis

The morphological connectivity matrix is denoted
as G € RVXN|

where N is the number of nodes in the network.
The subgraph G; is described as the directly adjacent
node set of the i-th node. The degree of each node
K; i=1,2,...,68) represents the number of nodes
in the corresponding subgraph G;, and also present
to be the number of edges incident upon it. The con-
nectivity K,., reflects the sparseness of the network:

1
Kner = > Ki. (M

ieG
The network connectivity density (K.os:) Of a
network with N nodes, is defined as the ratio of
the actual number of edges in the network to the
maximum possible number of edges:

1
K = — K;. 2
thw_D;l @

1) Global network properties: The clustering co-
efficient of a node (C;) refers to the proportion of the
number of edges actually existing between the nodes
directly connected to the node i in the network E; to
the maximum number of edges.

E;
Ki(Ki - 1)/2°

The network average clustering coefficient
(Cher) 1s the mean of clustering coefficients across all
nodes in the whole network, representing the degree
to which nodes in a graph tend to cluster together.

Cror = " Ci. @

ieG

Ci= 3

Similar to the clustering coefficient, the transitiv-
ity (T) of a network also measures the tendency of
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nodes to cluster together. High transitivity means that
the network contains internally densely connected
communities or groups of nodes.

T = 3x Ntriangles ' (5)

Ntriples

Where niriangles is defined as the number of
triangles in the network, 7n:,;pres is the number of
connected triples of vertices.

The shortest distance between node pairs is de-
fined as the minimum number of edges from node i
to node j. L;; is the distance from node i to node j.
When the two vertices are not connected, the distance
is infinity. The characteristic path length of the
network L; is defined as the average of the shortest
distance between all pairs of nodes.

L; = o1 Z minL;;.

i#jeG

(6)

The average path length of the whole network
(Lyer) refers to a quantitative indicator of the tight-
ness of the entire network

Z L;. 7)
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To examine the small-world property of networks,
we compare the cortical morphological networks with
the constructed regular network and random network.

A regular network has only short connected edges, so
it consumes fewer resources, while a random network
has many long connected edges, which consume more
resources. Here, L7¢¥ and C7¢% denote the char-
acteristic path length and the clustering coefficient
of the regular network, respectively. L:474o™ and
Crandom denote the characteristic path length and
the clustering coefficient of the random network,
respectively. A network that has the following two

properties is considered a small-world network:

(771 e p-cmicg
A~1, where A=L¢¢ /Ly

The parameter oo = y/A is defined to quantify the
small-world attributes of the network. y is defined as
normalized clustering coefficient, reflecting the local
information processing efficiency of the network. The
higher the v, the stronger the network’s ability to
process information locally. A is normalized path
length, which mainly reflects the information trans-
mission and the integration efficiency of the network.
The shorter the A, the stronger the network’s overall
ability to process information [15].

The global efficiency Egpq quantifies the ex-
change of information across the whole network
where information is concurrently exchanged. For a
given graph G with N nodes, Egiopar is described



as the average of the reciprocal of the shortest path
between each two nodes:
1
2 I ©)
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The local efficiency E;,.,; characterizes how well
information is exchanged by its neighbors when it is
removed. The local efficiency of a node i is:

Y o
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1
Eipcar(i) = NN=TD) (10)

The local efficiency of the network is the averaged
local efficiency across all nodes. It is defined as:

1 ,
Eiocal = N lezcl; Elocal(l)-

Y

The brain network can be considered as a small-
world network as it meets two criteria as follows,

b Egl()bal(Gregular) < Egl()bal(Greal) <

Eglobal(Grandom),
b Elocal(Gregular) < Elocal(Greal) <
Elocal(Grandom)7
where Egl()bal(Gregular)’ Egl()bul(Greal) and

Egiobai(Grandom) represent the global efficiency
of the regular network, the real network and the
random network, respectively. Ejocai(Greguiar)-
Elocal(Greal) and El()cal(Grand()m) represent the
local efficiency of the regular network, real network
and random network, respectively.

Betweenness centrality characterizes how often a
node or edge lies on the shortest paths between all
pairs of nodes. Node betweenness B, is defined
as the ratio of the number of all shortest paths through
bthe node to the total number of shortest paths in the

network.
Bnude(i) = Z
J.keG

Mk ()
Mjk ’

12)

where pji is the total number of the shortest path
between node j and node k. ujx(i) is number of
those paths that pass through 7.

Edge betweenness is described as the ratio of the
number of all shortest paths through the edge to the
total number of shortest paths in the network.

Bedge (m) = Z

Jj.keG

Hjk(m €l)
Mjk '

13)

where [ represents the shortest paths between node j
and k and u ;i (m € I) denotes the number of shortest
paths between node j and node k passing through
edge m.

2) Modularity: Modularity is a measure of net-
work separation. High modularity means that the
internal link density of the network is high, and low
modularity means sparse. The advantage of a modular
system is that it can evolve by changing one module
at a time without the risk of losing the functionality of
other modules that are well adapted [32]. Modularity
is defined as:

1 K,'K'
Q — m lZJ:(A” - 2—]‘4])6(6‘[',61'). (14)

where M is the total number of edges in network and

node i belongs to community ¢;. A;; is an element
of the Adjacent matrix of the network thus A;; = 1 if
node i and j are connected, and A;; = 0 otherwise.
Besides, the §-function 6(c;,c;) is 1if ¢; = ¢;j and 0
otherwise. The larger the Q value is, the more obvious
the community structure in the network is.

3) Assortativity: Assortativity is a measure of the
relationship between pairs of connected nodes.

In this part, e;; represents the ratio of the num-
ber of edges connecting the node i and the node
j to all the edges of the network, and express
a; = Yjeg(eij), bj = Yieg(eij). If the network is
undirected, then the following formulas are satisfied:
eij = eji, a; = b; [33]. Then the Assortativity
coefficient r is defined as:

. 2 eij— 2 aib; (15)
1- Z aibi ’

E. Statistical analysis

In this study, we use GAT toolbox for graph
theoretical analysis [34]. Specifically, we randomly
permute subjects’ data between the two groups, for a
total of 1000 times, to generate 1000 sets of random
groups of the same size as the original group size.
We then construct 1000 sets of random connectivity
matrices from the 1000 sets of permutation data, by
repeating the steps of generating networks. Addition-
ally, 20 null networks are generated using the degree
distribution preservation model (two-tailed). In the
degree distribution preservation model for generating
null networks, edges are swapped rather than re-
moved and added back to the network. Therefore, the
model preserves the degree distribution of the input
network, and each node has the same degree as that
of the original network, but with different centralities
(such as a different betweenness centrality).

We then compare the between-group differences
in graph measures (e.g. clustering, characteristic path
length, small-worldness, global efficiency, etc.) un-
der different density threshold with corresponding



difference in randomly-generated graphs. We take
the minimum connectivity density as the minimum
density we discussed in this part, and the biological
upper limit density (0.500) as the maximum density
[34], [35]. The minimum connectivity density is
defined as the minimum threshold such that both
groups of network are fully-connected [34]. And in
this case, the minimum connectivity density in the
two groups of cortical thickness network and surface
area network are 0.1101 and 0.1400, respectively. The
threshold is set by different matrix densities, and the
selected density ranges from 0.1101 to 0.5 for cortical
thickness network or 0.1400 to 0.5 for surface area
network with 0.02 step size. To compare the overall
organization of networks, graph theoretical analysis
is utilized to extract the following properties from
the graph for both FES and HC groups at each link
density, including average clustering coefficient Cy,e;,
characteristic path length L,.;, transitivity T, global
efficiency Egjopa1, mean local efficiency Ejy¢qr, mod-
ularity Q, mean node betweenness B;,,4., mean edge
betweenness Begge, assortativity coefficient r, and
small-world properties A, y, and o.

Then we compare all graph network properties
between groups with a permutation test. By using
random networks to generate 95% confidence inter-
vals, we analyze the significance level of the differ-
ences in various network attributes between the two
groups. For the density ranges that show significant
differences in the above properties, we examine the
contribution of each brain region to those properties
by performing the following operations. For certain
properties obtained by averaging the properties of
each node in the global analysis (e.g. mean local
efficiency and mean clustering coefficient), we restore
it to 68 node properties to get the contribution of each
ROL. Especially, for node betweenness, according to
the expression of node betweenness in Eq.(12), we
investigate which edge of this node has contributed
significantly to the change in its node betweenness.
This variation is also denoted as edge betweenness.
The non-parametric p-value test estimation based on
the permutation test is used for group comparison of
the brain networks.

III. RESULTS
A. Reduction in FES cortical thickness

Figure 2 shows the differences in cortical thickness
and surface area between FES and HC groups. As we
can see, the brain regions with significant differences
in cerebral cortical thickness after FWER correction

are mainly concentrated in the frontal and parietal
lobes. However, there is no significant brain regions
survive after correction for surface area. A full list is
shown in Table II.

Figure 2. Differences in the cortical thickness of different brain
regions between HC and FES groups via permutation tests. A
positive value indicates significantly thicker cortical thickness in
the HC group than in the FES group (thresholded at p < 0.05
after Bonferroni FWER correction). The unit is in millimeters.

B. Global analysis

We then investigate the cortical morphological
networks constructed based on the cortical thickness
and surface area, respectively. For cortical thickness
network under different thresholds (0.1101 ~ 0.500
with a 0.02 step size), we find that the obtained
network parameters of the two groups are in the range
of y = Clg /CRam > 1 and A = Ljge! /LRa ~ 1.
It proves the small-world network properties of the
cortical thickness networks from both groups. Sim-
ilarly, the surface area networks constructed at each
threshold in the range of 0.1400 ~ 0.500 with the
step size of 0.02 also result in small-worldness.

We further compare the differences in brain net-
work properties between FES group and HC group at
the respective minimum connectivity density of cor-
tical thickness and surface area network. The results
show that the small-worldness of FES group has been
significantly changed (Table III). The clustering co-
efficient (C), transitivity (T'), average local efficiency
(Elocar), and characteristic small-worldness (o and
v) of cortical thickness network in patients with FES
group are significantly smaller than those in HCs.

C. Regional Analysis

Based on the results of Figure 3.(a), we find that in
both the cortical thickness network and surface area
network, the clustering coefficient and mean local
efficiency of the HC group are greater than those
of the FES group in the low-density interval. As



STATISTICAL ANALYSIS ON CORTICAL THICKNESS (IN MM) OF ROIS. THE BRAIN REGIONS WITH SIGNIFICANT DIFFERENCES

Table 1T

BETWEEN THE FES GROUP AND HC GROUPS ARE REPORTED (p < 0.05 AFTER BONFERRONI FWER CORRECTION).

No. | ROI name FES group HC group P value
1 bankssts (left) 2.6153+£0.1605 | 2.6925+0.1408 | 0.0002
2 caudal middle frontal (left) 2.5388+0.1763 | 2.6413+0.1559 <e-4
3 fusiform (left) 2.6988+0.1567 | 2.7727+0.1447 | 0.0002
4 inferior parietal (left) 2.4052+0.1239 | 2.4669+0.1289 | 0.0003
5 lateral orbito frontal (left) 2.6252+0.1511 2.697+0.1333 0.0006
6 medial orbito frontal (left) 2.4856+0.1601 | 2.5507+0.1407 | 0.0001
7 middle temporal (left) 2.922740.1493 | 2.9975+0.1461 | 0.0001
8 pars opercularis (left) 2.6288+0.1651 | 2.7266+0.1385 <e-4
9 pars orbitalis (left) 2.6944+0.2268 | 2.8047+0.1895 | 0.0001
10 | pars triangularis (left) 2.5583+0.1551 | 2.6656+0.1449 <e-4
11 precentral (left) 2.6052+0.1777 | 2.6815+0.1459 | 0.0006
12 | rostral anterior cingulate (left) | 2.8772+0.1844 | 2.9536+0.1628 0.001
13 | rostral middle frontal (left) 2.3688+0.1421 2.4697+0.124 <e-4
14 | superior frontal (left) 2.7596+0.1914 | 2.9075+0.1483 <e-4
15 | superior temporal (left) 2.8507£0.177 | 2.9667+0.1549 <e-4
16 | supramarginal (left) 2.4937+0.1346 | 2.5808+0.124 <e-4
17 | insula (left) 2.8986+0.1752 | 2.9992+0.1481 <e-4
18 | caudal middle frontal (right) 2.5523+0.1746 | 2.6512+0.1507 <e-4
19 | fusiform (right) 2.719+0.153 2.7948+0.1524 | 0.0002
20 | inferior parietal (right) 2.4093+0.1317 | 2.4711+0.1268 | 0.0003
21 | inferior temporal (right) 2.7522+0.1333 | 2.8221+0.1468 | 0.0001
22 | lateral occipital (right) 2.0856+0.1087 | 2.1514+0.1191 | 0.0001
23 | medial orbito frontal (right) 2.4802+0.1465 | 2.5711+0.1432 <e-4
24 | pars opercularis (right) 2.6295+0.1596 | 2.7354+0.1434 <e-4
25 | pars orbitalis (right) 2.671+£0.2071 | 2.7746+0.1689 <e-4
26 | pars triangularis (right) 2.5214+0.1386 | 2.6495+0.1419 <e-4
27 | postcentral (right) 2.0568+0.129 | 2.1254+0.1127 <e-4
28 | precentral (right) 2.6054+0.1789 | 2.6956+0.1634 | 0.0001
29 | rostral middle frontal (right) 2.3671+0.1372 | 2.4721+0.1305 <e-4
30 | superior frontal (right) 2.7614+0.1963 | 2.915+0.1539 <e-4
31 | superior temporal (right) 2.7763+£0.1723 | 2.8734+0.1665 | 0.0002
32 | supramarginal (right) 2.5243+0.1384 | 2.5992+0.1186 <e-4
33 | temporal pole (right) 3.8041+0.2542 | 3.9187+0.2442 | 0.0007

(a)
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Figure 3. The group differences in certain graphic measurements and 95% confidence interval (a) for the selected densities, or (b) for
68 brain regions. Within the low-density region, the clustering coefficient and mean local efficiency of the cortical thickness network of
FES diminished significantly, highlighted by orange arrows in the figure. The Null lines refer to the mean value of the null hypothesis.



Table III
THE NETWORK PARAMETERS AND CORRESPONDING
GROUP-SPECIFIC TOPOLOGICAL PARAMETER p-VALUES
CALCULATED BY FES-VvS-HC GROUP COMPARISONS VIA
PERMUTATION TEST AT THE MINIMUM CONNECTIVITY

THRESHOLD. THE THRESHOLD FOR THE CORTICAL THICKNESS
AND SURFACE AREA ARE 0.1101 AND 0.1400, RESPECTIVELY.

STATISTICAL SIGNIFICANCE p-VALUES (p < 0.05) ARE

HIGHLIGHTED IN THE TABLE.

Cortical Thickness | Surface Area
Threshold= 0.1101 0.1400
Gamma 0.032 0.079
Sigma 0.032 0.078
Lambda 0.501 0.430
C 0.034 0.997
L 0.259 0.769
T 0.027 0.048
Bedge 0.263 0.114
Brodal 0.240 0.122
0 0.386 0.069
Egiobal 0.671 0.928
Elocal 0.033 0.327
r 0.321 0.578

the threshold density increases, when the network
density reaches 0.25, the clustering coefficient and
local efficiency of the FES group both become greater
than those of the HC group, but the difference is not
significant. These two parameters only exhibit sig-
nificant differences at a density of 0.1101. Therefore,
we decide to use the minimum density of the Cortical
Thickness network (0.1101) for further analysis.

We then further extract the data with the threshold
density of 0.1101 and conduct a group-by-group com-
parison of clustering coefficient and local efficiency
(p < 0.05 after correction in two-tail permutation test
analysis) for all 68 nodes of the network.

Then we compare the nodal clustering coefficients
and local efficiency between the two groups. The full
result for regions showing significant differences is
shown in Table IV. Most of the brain areas with
significant differences are concentrated in the right
hemisphere of the brain, showing the dominance of
the left hemisphere in the brain of FES patients
(Figure 4).

D. Nodal Analysis

We then study the regions that show significant dif-
ferences in node betweenness (Figure 3). For Cortical
Thickness network, the 22nd brain region (left PCC)
reaches a significant difference. We calculate the edge
betweenness from each node to the PCC (left) at
threshold density = 0.1101, and derive regions with
significant differences (two-tail, p < 0.05). The re-
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Figure 4. Brain regions with significantly reduced local efficiency.
The color bar reflects the p-value. Significant brain regions are
colored dark blue and high-lighted with size (p < 0.05).

Table IV
THE BRAIN REGIONS SHOW THAT SOME HAVE ACHIEVED
STATISTICAL SIGNIFICANCE IN FES-vs-HC GROUP
COMPARISONS VIA 2 — tail PERMUTATION TEST (p < 0.05).
AND THE CORRESPONDING LOCAL EFFICIENCY AND
CLUSTERING COEFFICIENT VALUES IN TWO GROUPS WITH
P-VALUES CALCULATED AT THE MINIMUM CONNECTIVITY
DENSITY. THE THRESHOLD DENSITY FOR THE CORTICAL
THICKNESS NETWORK 1S 0.1101.

. . _ local efficiency clustering coefficient
brain region (Threshold = 0.1101) TES HC  p-vale TES HC  p-value
precuneus (left) 0 0 0.026 0 0 0.026
rostral anterior cingulate (left) 0 0 0.002 0 0 0.002
rostral middle frontal (left) 0 0 0.002 0 0 0.002
superior frontal (left) 0 0 0.002 0 0 0.002
superior parietal (left) 0 0 0.002 0 0 0.002
superior temporal (left) 0 0 <e-4 0 0 <e-4
supramarginal (left) 0 0 <e-4 0 0 <e-4
frontal pole (left) 0 0 0.002 0 0 0.002
temporal pole (left) 0 0 <e-4 0 0 <e-4
insula (left) 0 0 0.002 0 0 0.002
bankssts (right) 0 0 0.002 0 0 0.002
caudal anterior cingulate (right) 0 0 <e-4 0 0 <e-4
caudal middle frontal (right) 0 0 0.004 0 0 0.004
cuneus (right) 0 0 <e-4 0 0 <e-4
entorhinal (right) 0 0 0.004 0 0 0.004
fusiform (right) 0 0 0.002 0 0 0.002
inferior parietal (right) 0 0 <e-4 0 0 <e-4
inferior temporal (right) 0 0 0.004 0 0 0.004
lateral orbitofrontal (right) 24.659 0 0.002 24.659 0 0.002
lingual (right) 0 0 0.004 0 0 0.004
medial orbitofrontal (right) 0 0 <e-4 0 0 <e-4
middle temporal (right) 0 0 0.004 0 0 0.004
parahippocampal (right) 10.462 0 0.002 10.462 0 0.002
paracentral (right) 0 0 0.002 0 0 0.002
pars opercularis (right) 0 0 <e-4 0 0 <e-4
pars orbitalis (right) 0 0 <e-4 0 0 <e-4
pericalcarine (right) 0 0 <e-4 0 0 <e-4
postcentral (right) 0 0 0.002 0 0 0.002
posterior cingulate (right) 0 0 <e-4 0 0 <e-4
precentral (right) 0 0 0.006 0 0 0.006
precuneus (right) 0 0 <e-4 0 0 <e-4
rostral anterior cingulate (right) 0 0 0.004 0 0 0.004
rostral middle frontal (right) 0 0 0.002 0 0 0.002
superior frontal (right) 0 0 <e-4 0 0 <e-4
superior parietal (right) 0 0 0.004 0 0 0.004
superior temporal (right) 0 0 0.002 0 0 0.002
supramarginal (right) 0 0 0.006 0 0 0.006
frontal pole (right) 32.879 0 <e-4 32.879 0 <e-4
temporal pole (right) 0 0 0.002 0 0 0.002




sults show that for left PCC, the following three nodes
show significant differences in edge betweenness
(Table V): left superior temporal, left supramarginal,
and right pars orbitalis. The distribution in the brain
is shown in Figure 5.
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Figure 5. The most prominent brain connections and correspond-
ing brain regions (light blue) that affecting the edge betweenness
of the left PCC nodes (red). The color bar corresponds to the color
of the connecting edges in the figure, reflecting p-values.

Similarly, for the surface area network, both the
left PCC and the right entorhinal show significant
differences. We do the same thing on the surface
area network, calculating the edge betweenness of
each node to left PCC or right entorhinal, respec-
tively. The full results are listed in Table VI. Firstly,
according to the p-value of edge betweenness to
left PCC, the node betweenness of the FES group
from the following brain regions to left PCC have
significantly increased: left cuneus, pars orbitalis,
postcentral, precentral, precuneus, rostral anterior cin-
gulate, rostral middle frontal, superior parietal, supe-
rior temporal, supramarginal, frontal pole, temporal
pole, isthmus cingulate, right medial orbitofrontal,
middle temporal, pars opercularis, pars orbitalis, pre-
central, precuneus, rostral anterior cingulate, rostral
middle frontal, superior temporal, and supramarginal.
Among them, left superior temporal and right pars
orbitalis are important nodes that show significant
differences both in cortical thickness and surface
area networks. Secondly, for the right entorhinal,
our results show the following regions significantly

Table V
REGIONS WITH STATISTICALLY SIGNIFICANT CONTRIBUTIONS
IN THE NODE BETWEENNESS CONTRIBUTION TO PCC (LEFT).
(p < 0.05 VIA PERMUTATION TEST)

Node betweenness to left PCC

ROI FES HC  p-value
superior temporal (left) | 42.02 0 0.007
supramarginal (left) 0 0 0.05
parsorbitalis (right) 0 0 0.023

increased on edge betweenness: left bankssts, lin-
gual, paracentral, pericalcarine, postcentral, precen-
tral, precuneus, rostral anterior cingulate, right cau-
dal middle frontal, fusiform, inferior parietal, lateral
orbitofrontal, medial orbitofrontal, middle temporal,
pars opercularis, pars triangularis, precentral, superior
frontal, supramarginal, and transverse temporal.

E. Replication using Brainnetome atlas

We replicate the cortical thickness network con-
struction using Brainnetome atlas. We find the min-
imum connectivity density of FES cortical thickness
network is 0.79 while it is 0.32 for the HC group.

We then replicate graph theoretical analysis on
the cortical thickness network obtained with Brain-
netome atlas. We calculate graph theoretical parame-
ters across density interval (0.79 ~ 0.89). The results
are shown in Figure 6.(b), which are generally but not
exactly consistent with the results with the Desikan-
Killiany atlas. Specifically, the mean clustering co-
efficient, transitivity, and mean local efficiency with
densities > 0.85 show significant differences (p <
0.05, after FDR correction). We further examine the
abnormal node betweenness of the cortical thickness
network. Figure 6.(c) shows several brain regions
show significant decreases in node betweenness.
However, none of them survive after FDR correction
for a more refined atlas largely increases the number
of comparisons.

IV. DISCUSSION

The pathological mechanism of schizophrenia
across the human lifespan has long been an open
question. Linking human brain macroscale network
topology to cognitive function and clinical disorder
is a major method for studying the pathology of
psychosis [36]. A number of studies have reported
the changes in the CMN under certain pathological
conditions, such as the cortical thickness and the
surface area of the cerebral cortex, which are charac-
teristic of brain development and aging [37], [38]. For
more specific examples, posterior frontal and superior
parietal lobes are associated with intelligence [37],
[39], and ADHD and autism show an overall decrease
in cortical thickness covariance [40]. However, the
abnormality related to FES is still not clear.

In this study, we investigate the CMN in FES
in terms of cortical thickness and surface area. We
find the cortical thickness network and the surface
area network satisfy the small-world property, and
at certain levels of network sparsity, the clustering



10

Table VI
THE REGIONS WITH STATISTICALLY SIGNIFICANT DIFFERENCE (p < 0.05 VIA PERMUTATION TEST) ON TOPOLOGICAL PARAMETER
NODE BETWEENNESS BETWEEN BRAIN REGIONS AND LEFT PCC OR RIGHT ENTORHINAL AS WELL AS THE CORRESPONDING
P-VALUES IN FES-vS-HC GROUP COMPARISONS. THE THRESHOLD DENSITY IS SET AT THE MINIMUM CONNECTIVITY DENSITY
(0.1400).

Node betweenness for surface area at density=0.1400

posterior cingulate (left)

entorhinal (right)

ROI FES HC  p-value | ROI FES HC  p-value
cuneus (left) 8.65 0.00 0.018 bankssts (left) 1092 0.00 0.006
parsorbitalis (left) 9.28 0.00  0.007 lingual (left) 0.00 0.00  0.006
postcentral (left) 0.00 0.00 0.018 paracentral (left) 8.46 0.00  0.020
precentral (left) 0.00 0.00 0.023 pericalcarine (left) 7.87 0.00 0.024
precuneus (left) 0.00 0.00 0.007 postcentral (left) 11.14  0.00 0.004
rostral anterior cingulate (left) 10.82 0.00 0.006 precentral (left) 12.46  0.00 0.003
rostral middle frontal (left) 0.00 0.00 0.024 precuneus (left) 9.84 0.00  0.007
superior parietal (left) 9.86 0.00  0.009 rostral anterior cingulate (left) 6.51 0.00 0.017
superior temporal (left) 0.00 0.00 0.023 caudal middle frontal(right) 0.00 0.00 0.011
supramarginal (left) 10.62  0.00 0.004 fusiform (right) 0.00 0.00 0.022
frontal pole (left) 8.32 0.00 0.015 inferior parietal (right) 0.00 0.00 0.022
temporal pole (left) 12.63  0.00 0.004 lateral orbitofrontal (right) 0.00 0.00 0.014
isthmus cingulate (right) 9.33 0.00 0.018 medial orbitofrontal (right) 11.67 0.00  0.006
medial orbitofrontal (right) 0.00 0.00 0.017 middle temporal (right) 7.22 0.00  0.006
middle temporal (right) 9.81 0.00 0.010 parsopercularis (right) 6.88 0.00 0.017
parsopercularis (right) 6.52 0.00 0.021 parstriangularis (right) 0.00 0.00  0.020
parsorbitalis (right) 0.00 0.00 0.010 precentral (right) 0.00 0.00  0.024
precentral (right) 9.31 0.00 0.014 superior frontal (right) 0.00 0.00 0.018
precuneus (right) 11.07 0.00 0.015 supramarginal (right) 9.22 0.00 0.012
rostral anterior cingulate (right) 14.40 0.00  0.002 transverse temporal (right) 0.00 0.00 0.023
rostral middle frontal (right) 7.51 0.00 0.021

superior temporal (right) 0.00 0.00 0.018

supramarginal (right) 0.00 0.00  0.050

coefficient and local efficiency of the cortical thick-
ness network and the surface area network in the FES
group are significantly lower than those in the HC
group, indicating FES-related local connectivity and
small-world abnormalities. Abnormal regions mainly
involve the frontal, parietal and temporal lobes, and
these regions are closely related to brain cognitive
function. In further nodal analysis, we find that there
are significant differences in the node betweenness
in the PCC between the two analysis networks, and
the node betweenness of the entorhinal in the surface
area network is also significantly decreased.

A. The whole-brain attribute affects small-worldness

The group comparisons of cortical thickness be-
tween FES and HC in 68 cortical regions showed
that the abnormality in FES covers a large area of
the brain (Figure 2). Among them, the reduction
of anterior cingulate, middle and inferior frontal,
insular, and middle and superior temporal regions
are consistently associated with cognitive impairment
in schizophrenia, which is in line with previous
studies [25], [41]. Our results show that the abnormal

regions are mainly clustered in the prefrontal and
temporal lobes, regions considered to be developing
until substantial maturation during adolescence [42].
Interestingly, adolescence happens to be a period
of increased susceptibility to schizophrenia, which
might be related to abnormal developments of pre-
frontal and temporal lobes in FES [43]. Our findings
are consistent with previous findings that prefrontal
cortex thinning is highly associated with the occur-
rence of schizophrenia, even in the mild or absence
of cognitive impairment [44].

We further conduct the graph theoretical analysis
on the constructed cortical morphological networks.
We find all brain networks in FES and HC groups
have the small-world property (Table III), and both
the cortical thickness network and the surface area
network are in the range of the minimum connectivity
density < threshold < 0.5. The minimum densities of
the cortical thickness and surface area networks are
0.1101 and 0.1400, respectively. Another small-world
characteristic value y reflects the local information
processing efficiency of the network. y of the brain
network of FES patients is significantly smaller than
that of the healthy control, which means the less
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Figure 6. Replication using Brainnetome atlas. (a) Binary networks of both groups at their corresponding minimum connectivity
densities. (b) The p-values for graph theoretical parameters within a specific density interval, suggesting that transitivity, mean clustering
coefficient and mean local efficiency with densities > 0.85 show significant differences (p < 0.05, after FDR correction). (c) Normalized

node betweenness of all 210 brain regions (before FDR correction).

network’s ability to process information locally. The
small-word characteristic value A mainly reflects the
information transmission and integration efficiency
of the network. The reduction of A indicates that
the information processing efficiency of these brain
regions is decreased. Our findings are in line with
previous studies, reporting that small world properties
in schizophrenia patients are changed at whole brain
attribute analysis [45].

We also find that connections between brain re-
gions in patients with FES are decreased. The clus-
tering coefficient and average local efficiency of
cortical morphological networks in FES patients are
significantly lower than those in HC group (Table
IIT). The clustering coefficient reflects the ability of
the network to process local information: the lower
the clustering coefficient, the weaker the network’s
ability to process local information [46]. The change
of clustering coefficient in patients with FES is still
debating. The lower clustering coefficient of FES
group in our study is in line with most of the
previous studies [47]-[49], however, a few studies
got the opposite finding. For instance, in Zhou’s
research, early-onset schizophrenia (EOS) patients

showed significantly increased clustering and local
efficiency instead of decrease [50]. This may be
a different characteristic between EOS patients and
FES patients. Although the characteristics are dif-
ferent, we all draw the conclusion of the patients
sacrificed the overall efficiency of the brain network
to a certain extent, suggesting that there is a lack
of long-term information exchange in different brain
regions of schizophrenic patients. This indicates that
brain network information transmission ability, which
are believed as the basis of cognitive processing, are
impaired [17].

B. Local brain analysis

In our localize brain analysis, abnormalities in
most areas of the cortex are observed in Figure
4, which are mainly concentrated in the clustering
coefficient and local efficiency of the right brain area,
thus showing the dominance of left hemisphere in
the brain of FES patients. The results of our study
(Table IV) show the decrease of node clustering
coefficient and local efficiency are mainly in tempo-
ral lobe and frontal lobe region. Among them, the
superior temporal lobe (e.g. left superior temporal



and right superior temporal) have a reduced ability
to process local information. It further shows that the
information exchange between superior temporal and
other brain regions of the whole brain slows down,
and the integration efficiency decreases. The main
language perception zone, superior temporal lobe, is
involved in auditory information processing, language
information processing and expression, and thinking
[51]. The damage of the superior temporal can cause
positive symptoms such as auditory hallucinations or
delusions in patients with schizophrenia [52].

It is noteworthy that we find the clustering coef-
ficient and local efficiency of the nodes of the right
brain frontal lobe (e.g. right pars opercularis and pars
triangularis) and superior parietal are also reduced.
So far, many studies support that those schizophrenic
patients generally have obvious memory disorders,
especially short-term memory disorders like working
memory disorders [53], [54]. The related regions in-
cluding the lateral prefrontal cortex and the posterior
parietal cortex is about spatial working memory [55],
and the activation of the left ventral side of the
left frontal lobe and the lower-left posterior parietal
lobe is about speech sexual working memory [56].
The clustering coefficients and local efficiency ab-
normalities of these brain regions in our study reflect
the defects of information retention and information
execution control process in FES patients.

Furthermore, the reduction in the node cluster-
ing coefficient and local efficiency of the prefrontal
lobe (e.g. posterior frontal gyrus and orbitofrontal
cortex) and frontal pole also has clinical meaning.
It is currently believed that the prefrontal lobe is
connected with the functions of language ability,
fine autonomous movement, and advanced cognitive
functions such as judgment, decision-making, and in-
formation extraction. [57]. And frontal pole is usually
related to cognitive insight [43]. Therefore, the above
result may suggest a defect in the cognitive function
of FES patients.

Significant decreases in node clustering coefficients
are also found in the occipital lobe and the limbic
system (e.g. left PCC). Beside CMN, previous studies
on FCN of schizophrenia patients have also found
abnormalities in some topological attributes at oc-
cipital lobe and cingulate cortex [58]. The decrease
of clustering coefficient in these brain regions is
usually accompanied by the change of small-world
parameters and the decrease of connection strength
[48]. This indicates FES patients may have damaged
overall cortical-liminal system neural connection cir-
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cuits. Once the speed of nerve signal transmission
between brain regions and the effectiveness of sig-
nal transmission is reduced, which ultimately leads
to the destruction of brain morphometry networks
with relatively unique local and overall organizational
structures.

This study further confirms the hypothesis of the
neuropathology of abnormal structural connections in
the brain of schizophrenia. The connecting fibers of
each brain interval of schizophrenia are damaged,
weakening the brain’s ability to integrate external
input stimulus information, making further related
information processing disordered, leading to a series
of mental symptoms [59].

C. Nodal connection analysis

According to our results (Figure 3), the PCC
shows a significant difference in node betweenness
both in cortical thickness network and surface area
network, indicating PCC is a core node in the changes
of cortical morphological network in FES patients.

The cingulate gyrus is part of the marginal lobe,
and the PCC is connect to the combined temporal
lobe, middle temporal lobe, orbitofrontal cortex and
medial occipital lobe. In the node betweenness analy-
sis of cortical thickness and surface area network, the
node betweenness from the left PCC to other brain re-
gions decreased significantly in cortical thickness net-
work, while it increased significantly in surface area
network. We found the node betweenness of PCC
and left superior temporal, left supramarginal, and
right pars orbitalis increased (Table V), which means
the role and influence across the network of these
connections increased. Previous studies have shown
that the functional connection between PCC and
subfrontal area is related to the severity of positive
and negative symptoms in patients with schizophrenia
[60]. Also, the PCC has been shown to be related to
visuospatial behavior involving retroocular neuronal
response and spatial memory and involved in the
retrieval of previously learned data [61]. Our findings
are consistent with these studies, implying that the
cortical connectivity in the PCC in FES patients may
be a hallmark change and may be responsible for the
patients’ visual deficits and memory deficits.

For surface area network, besides PCC, the charac-
teristic change is that the node betweenness of most
brain regions to right entorhinal cortex has changed,
seen in Figure 3 and Table VI. Early disruption of
its structure may lead to neuropsychological changes
in latter development and adulthood. Previous studies



on the entorhinal cortex in schizophrenia were mostly
based on physiological and morphological aspects,
such as aberrant invaginations of the surface, dis-
ruption of cortical layers, heterotopic displacement
of neurons, and paucity of neurons in superficial
layers [62]. Our study highlights the importance of
entorhinal cortical connectivity in patients with FES
from the perspective of brain network. The entorhinal
cortex is the key of the nervous system that mediates
the interaction between cortex and hippocampus. The
results indicating several connections together caused
the property change of the node betweenness of the
entorhinal cortex.

D. Brainnetome atlas analysis

In previous studies, it has been suggested that
brain networks greater than 50% being connected are
unlikely to be biological networks because a dense
network will be increasingly random (small-world
index o < 1.2). [34], [35], [50]. Concerning the
results of the calculated minimum density in Figure
6.(a), it indicates that the FES network might have
different small-world properties such as clustering
coefficient and characteristic path length [47]. This is
also confirmed by the results of Figure 6.(b). These
preliminary results of Brainnetome atla are generally
consistent with the results from atlas having 68 brain
regions, which to some extent confirms the reliabil-
ity of our original analyses. We recommend future
researchers to also explore other brain atlases such
as the AAL atlas to further verify these properties.
A more refined analysis will be one of our future
research plans.

E. Significance of research

This study has great significance for the diagnosis
and treatment of schizophrenia patients. Until now,
diagnoses are generally not made until psychotic
symptoms or schizophrenia symptoms are evident in
high-risk mental state populations (ARMS). However,
when the symptoms of psychosis first appeared, the
neurobiological process associated with schizophre-
nia may have been ongoing for years. And the above
discussion of the findings supports the existence of
characteristic cognitive and certain brain dysfunc-
tion in patients with schizophrenia. Therefore, by
incorporating cognitive decline (judgment based on
brain functional structure network) into the diagnostic
basis of schizophrenia, and taking improvement of
cognitive function as the main direction of treatment
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research, early intervention can be carried out before
patients’ brain function deteriorates.

This study also provides a direction worthy of
further exploration for future research on schizophre-
nia. As early as the concept of schizophrenia was
proposed by the psychiatrist Bleuler of the University
of Zurich Switzerland in 1911 [63], it was believed
that the cause of schizophrenia is not the dysfunc-
tion of a single specific brain region, but is caused
by complex and extensive brain region abnormali-
ties. Besides our research, recent in-depth researches
on the topological structure of brain networks are
expected to progressively validate and deepen this
hypothesis. It also provides a valuable way for the
neurobiological pathology of schizophrenia. In the
future, research in the following directions can be
used to continue to explore schizophrenia: exploring
the relationship between the severity of FES patients
(e.g. PANSS score) and the morphological connectiv-
ity network properties (e.g. small-worldness); com-
bining and optimizing machine learning to conduct
large sample and long-term comparison of different
subtypes of schizophrenia and other mental diseases
on the basis of existing researches [38], [64]; fol-
lowing up the study of brain function connections
at different developmental stages of schizophrenia.
Further development also lies in the emphasis on
interdisciplinary research, and in-depth integration
with other fields, especially gene research and drug
therapy. It is expected to analyze the relationship
among schizophrenia psychiatric symptoms, brain
function imaging abnormalities and neurobiological
basis.

F. Limitations

However, our study still has limitations. First,
the sample size is relatively small, and the results
reported in this study have to be replicated with
larger datasets in the future. Second, there are com-
monalities between the mechanisms and symptoms
of schizophrenic patients and some putative causal
factors shared by the diagnosis of other diseases,
making it difficult to obtain specific treatments for
schizophrenia. Therefore, it may be difficult to im-
prove the intervention measures for schizophrenia
targeted at a single mechanism and characteristics,
since it was proposed to be more suitable for being
regarded as a syndrome instead of a disease [65].
Besides, our samples are predominantly Asian, which
may limit the accuracy of the results.
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