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#### Abstract

A typical formation shape control problem involves point agents sensing relative positions, i.e. orientations and distances, of their neighbors and then moving so that these relative positions achieve some prespecified values. Such a procedure, requiring as it does sensing of orientations, implicitly presupposes that all agents have a shared understanding of the common orientations. On the other hand, there may be biases in sensors, variations in the earth's magnetic field interfering with compass-based sensing, or drift in inertial sensors, with the result that orientations are inconsistently measured or measured with error. In this paper, we investigate the formation control problem with mismatched coordinates in the threedimensional space, considering the consequences of this error. First, the situation of a two agent formation is first considered. We show that the agents converge to a fixed, but distorted formation exponentially fast. In contrast to the matched case, the formation is not asymptotically stationary, but rather instead translates with a certain constant velocity depending on the mismatches. The formation distortion between the actual one and the desired one is obtained, as well as the steady state velocity of the formation for small mismatch orientations. The case of agents with double integrator dynamics is then considered and similar phenomena are observed. Based on the results, an estimation algorithm is given to obtain the mismatch rotation matrix, which allows a compensation algorithm to be proposed such that the desired formation is achieved with zero steady-state velocity for the formation as a whole. The case of $n$-agent formations is finally considered, first with a star graph and then with a general graph. Simulations are provided to validate the theoretical results.


## I. Introduction

Formation shape control problems are considered an important issue in the study of multi-agent systems and shape control has broad applications [1], [2]. There are different variations for the formation shape control problem. For example, problems with or without a leader were considered in [3], [4]; problems with undirected or directed communication topology were studied in [5], [6] and problems with velocity consensus and moving final formation were investigated
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in [7], [8]. Another major distinction rests with problems where there are both a prescribed shape and a prescribed orientation, and problems seeking simply to achieve a prescribed shape. A linear consensus-based algorithm can be used to solve a formation shape control problem with both a prescribed shape and a prescribed orientation [9], [10] while the gradient-based approach (which involves nonlinear control) can be used for shape control without an orientation objective [11], [12]. In this paper, the consensus-based approach is considered and we are interested in studying the consequence of postulating the existence of errors in relative state measurements. In particular, distance errors have been considered in the context of formation shape control without an orientation in [13], [14]. It was shown in [13] that if the agents have different understandings of either the desired distance between them, or of the actual distance between them, the resulting steady state formation will be of fixed shape but distorted relative to the desired shape (the amount of distortion depending on the mismatch). Further, instead of being stationary, the resulting formation shape will converge to a circular closed orbit in two-dimensional plane. The radius may be large, but the angular velocity is proportional to the mismatch. The extension to the case of a threedimensional tetrahedron formation shape control problem was considered in [14] and it was shown that the motion behavior is typically a helix and attributable to mismatch in desired or measured distances for a pair of agents.

We focus on a different mismatched quantity in this paper. It is evident that it will often be unrealistic to claim that all agents have common error-free knowledge of the orientations of north, or of the vertical direction. Biases can exist in instruments; drift can occur in inertial navigation systems; spatial variation can occur in the earth's magnetic field; horizon sensors may have difficulty sensing the horizon, and so on. We extend our previous work on this topic from a twodimensional case [15] to a three dimensional case. A brief version of this work has been published in [16]. A similar problem was considered in [17] with an orientation mismatch of local reference frames of the agents for the formation shape control problem. A combination algorithm aimed at both orientation alignment control and formation control was proposed. However, it is required that the orientation angles of all the local reference frames with respect to a global frame are available and can be exchanged among the neighbors. This somehow violates the spirit of distributed algorithms.

In this paper, we first consider the coordinate frame mismatch problem (in a three-dimensional ambient space) for the two agent case and then study the case with double
integrator agents. In particular, we show that the agents converge to a fixed, but (relative to the desired one) distorted formation exponentially fast for both cases. The shape error between the actual final formation and the desired formation is properly defined and obtained. It is shown that the shape error magnitude is roughly proportional to the square of the angular mismatch in the coordinate axis orientations of the two agents. An estimation algorithm for the mismatched orientation is also proposed. Based on the design of the estimator, which is incorporated in a more complicated control, a mismatch compensation algorithm is proposed such that the desired formation is achieved and in steady state, it is stationary. We finally include discussions on the corresponding study of the $n$-agent case, including the issue of compensation.

Notation: $\|x\|$ denote the 2 -norm of a vector $x \in \mathbb{R}^{d}$. Let $f$ and $g$ be two functions defined on some subset of the real numbers. One writes $f(x)=O(g(x))$ as $x \rightarrow 0$ if and only if there exist positive real numbers $M$ and $\delta$ such that $|f(x)| \leq M|g(x)|$ for $|x|<\delta$.

## II. Problem formulation

To illustrate the key concepts, we start from the matched formation shape control for two agents in a three-dimensional space,

$$
\begin{align*}
& \dot{\mathbf{A}}_{1}=\left(\mathbf{A}_{2}-\mathbf{A}_{1}\right)-\mathbf{D}  \tag{1a}\\
& \dot{\mathbf{A}}_{2}=\left(\mathbf{A}_{1}-\mathbf{A}_{2}\right)+\mathbf{D} \tag{1b}
\end{align*}
$$

where $\mathbf{A}_{1}=\left[x_{1}, y_{1}, z_{1}\right]^{\mathrm{T}} \in \mathbb{R}^{3}$ and $\mathbf{A}_{2}=\left[x_{2}, y_{2}, z_{2}\right]^{\mathrm{T}} \in \mathbb{R}^{3}$ are the positions of agents 1 and $2, \mathbf{V}_{1}=\dot{\mathbf{A}}_{1}$ and $\mathbf{V}_{2}=$ $\dot{\mathbf{A}}_{2}$ represent the velocities of agents 1 and 2 , and $\mathbf{D}=$ $\left[d_{x}, d_{y}, d_{z}\right]^{\mathrm{T}} \in \mathbb{R}^{3}$ is a given desired relative position and known for each agent. The objective is to drive agents 1 and 2 to form a stationary formation such that $\mathbf{A}_{2}=\mathbf{A}_{1}+\mathbf{D}$. Note that the position of the centroid is unspecified, while the orientation and shape of the formation are specified. It is straightforward from (1) to show that $\lim _{t \rightarrow \infty}\left(\mathbf{A}_{2}(t)-\right.$ $\left.\mathbf{A}_{1}(t)\right)=\mathbf{D}, \lim _{t \rightarrow \infty} \dot{\mathbf{A}}_{1}(t)=0$, and $\lim _{t \rightarrow \infty} \dot{\mathbf{A}}_{2}(t)=0$ exponentially fast. Therefore, agents converge to the desired formation and the velocities converge to zero exponentially fast.

The above algorithm assumes that $\mathbf{A}_{2}-\mathbf{A}_{1}$ for agent 1 and $\mathbf{A}_{1}-\mathbf{A}_{2}$ for agent 2 are identical (up to the sign). This means that a global coordinate system is shared for the two agents. However, this assumption is unlikely to be satisfied in real systems. As already indicated, we will focus on the orientation (as opposed to range) error.

Without any loss of generality, we suppose that the global coordinates coincide with the coordinate basis of agent 1. We next derive the equation of motion of agent 2 in global coordinates. We also assume that the rotation from the coordinate frame of agent 1 to that of agent 1 is represented by an Euler axis $\mathbf{n}$ and an angle $\phi$ [18], where $\mathbf{n}=\left[\begin{array}{l}n_{1} \\ n_{2} \\ n_{3}\end{array}\right] \in \mathbb{R}^{3}$ is a unit vector. An illustration is given


Fig. 1. Coordinates of agents 1 and 2.
in Figure 1. Therefore, a line vector in global coordinates ${ }^{1} v=[x, y, z]^{\mathrm{T}}$ can be described in agent 2's coordinate basis as ${ }^{2} v=R(\mathbf{n}, \phi)^{1} v$, where $R(\mathbf{n}, \phi)$ is the rotation matrix [19], $R(\mathbf{n}, \phi)=I+\sin \phi[\mathbf{n}]_{\times}+(1-\cos \phi)\left([\mathbf{n}]_{\times}\right)^{2}$, and $[\mathbf{n}]_{\times}=\left[\begin{array}{ccc}0 & -n_{3} & n_{2} \\ n_{3} & 0 & -n_{1} \\ -n_{2} & n_{1} & 0\end{array}\right]$ denotes the cross product matrix of $\mathbf{n}$.

Then, in each agent's own coordinate basis, the actual kinematics of each agent with mismatched orientations are given by

$$
\begin{gather*}
{ }^{1} \dot{\mathbf{A}}_{1}=\mathbf{A}_{2}-\mathbf{A}_{1}-\mathbf{D}  \tag{2a}\\
{ }^{2} \dot{\mathbf{A}}_{2}=R(\mathbf{n}, \phi)\left(\mathbf{A}_{1}-\mathbf{A}_{2}\right)+\mathbf{D} \tag{2b}
\end{gather*}
$$

where $\mathbf{A}_{1}-\mathbf{A}_{2}$ is expressed in global coordinates, ${ }^{1} \dot{\mathbf{A}}_{1}$ and ${ }^{2} \dot{\mathbf{A}}_{2}$ are the velocity vectors of agents 1 and 2 expressed in each agent's own coordinate basis.

## III. Formations in three-dimensional space

It is not hard to show that (2) can be written as

$$
\begin{gather*}
\dot{\mathbf{A}}_{1}=\mathbf{A}_{2}-\mathbf{A}_{1}-\mathbf{D}  \tag{3a}\\
\dot{\mathbf{A}}_{2}=\mathbf{A}_{1}-\mathbf{A}_{2}+R(\mathbf{n},-\phi) \mathbf{D} \tag{3b}
\end{gather*}
$$

We next present the following result on the case of threedimensional ambient space.

Theorem 1: Consider the mismatched formation shape control algorithm (2). Suppose $\phi \neq 0$ is constant (the case of $\phi=0$ is just a classical formation control problem). It follows that
[Intra-formation motion]
(I) The agents converge to a fixed formation exponentially fast. In particular, $\lim _{t \rightarrow \infty}\left(\mathbf{A}_{2}(t)-\mathbf{A}_{1}(t)\right)=\frac{1}{2}(I+$ $R(\mathbf{n},-\phi)) \mathbf{D}$.
(II) The relative velocities of the agents converge to zero exponentially fast, i.e., $\lim _{t \rightarrow \infty}\left(\mathbf{V}_{2}(t)-\mathbf{V}_{1}(t)\right)=0$.
(III) If $\mathbf{D} \neq 0$, the final formation is distorted from the desired one. The formation distortion between the actual final one and the desired one is $O(|\phi|)$, as $\phi \rightarrow 0$. If $\mathbf{D}=0$, then rendezvous is still achieved, i.e., $\lim _{t \rightarrow \infty}\left(\mathbf{A}_{2}(t)-\mathbf{A}_{1}(t)\right)=0$.
[Whole-formation motion]
(IV) If $\mathbf{D} \neq 0$, the absolute velocities of both agents converge to the same nonzero constant exponentially fast. In particular, $\lim _{t \rightarrow \infty}\left\|\mathbf{V}_{1}(t)\right\|=\lim _{t \rightarrow \infty}\left\|\mathbf{V}_{2}(t)\right\|=$ $O(|\phi|)$, as $\phi \rightarrow 0$. If $\mathbf{D}=0$, the absolute velocities of both agents converge to zero exponentially fast.
(V) If $\mathbf{D} \neq 0$, the agent positions $\mathbf{A}_{1}(t)$ and $\mathbf{A}_{2}(t)$ are neither convergent nor bounded. If $\mathbf{D}=0$, $\lim _{t \rightarrow \infty} \mathbf{A}_{1}(t)=\lim _{t \rightarrow \infty} \mathbf{A}_{2}(t)=\frac{\mathbf{A}_{1}(0)+\mathbf{A}_{2}(0)}{2}$, where $\mathbf{A}_{1}(0)$ and $\mathbf{A}_{2}(0)$ are the initial states of agents 1 and 2.

Proof: The proof of this Theorem (which is not especially difficult) is omitted due to space limitations. The reader is referred to [16] for more details.

Remark 1: The time-varying mismatches are not dealt with in any detail in this manuscript due to space limitations. The general conclusion is that the difference between the actual final formation and the desired one will converge to a bounded internal ultimately as long as time-varying mismatches are bounded.

Remark 2: For practical applications, a leader is often designated to determine the translation and orientation of the entire formation. For the case of leader-following formation control with mismatched coordinates, it turns out that the formation will become asymptotically stationary and the velocity error caused by angle measurement mismatch will be suppressed while the final formation is distorted from the desired one.

## IV. Second-order Dynamics

Formation control problems have also been studied for agents consisting of double integrator dynamics [20], [21] since the dynamics of many motion systems are typically described by a second-order differential equation. We shall show that similar results to those for single integrator dynamics apply in this case.

With double integrator dynamics in each agent's own coordinate basis, the dynamics of each agent are given by

$$
\begin{gather*}
{ }^{1} \ddot{\mathbf{A}}_{1}=\mathbf{A}_{2}-\mathbf{A}_{1}-\mathbf{D}-{ }^{1} \dot{\mathbf{A}}_{1},  \tag{4a}\\
{ }^{2} \ddot{\mathbf{A}}_{2}=R(\mathbf{n}, \phi)\left(\mathbf{A}_{1}-\mathbf{A}_{2}\right)+\mathbf{D}-{ }^{2} \dot{\mathbf{A}}_{2}, \tag{4b}
\end{gather*}
$$

where $\mathbf{A}_{1}-\mathbf{A}_{2},{ }^{1} \dot{\mathbf{A}}_{1}$ and ${ }^{2} \dot{\mathbf{A}}_{2}$ are the velocity vectors of agents 1 and 2 expressed in each agent's own coordinate basis, and ${ }^{1} \ddot{\mathbf{A}}_{1}$ and ${ }^{2} \ddot{\mathbf{A}}_{2}$ are the acceleration vectors of agents 1 and 2 expressed in each agent's own coordinate basis.

It is not hard to show that (4) can be written as

$$
\begin{gather*}
\ddot{\mathbf{A}}_{1}=\mathbf{A}_{2}-\mathbf{A}_{1}-\mathbf{D}-\dot{\mathbf{A}}_{1},  \tag{5a}\\
\ddot{\mathbf{A}}_{2}=\mathbf{A}_{1}-\mathbf{A}_{2}+R(\mathbf{n},-\phi) \mathbf{D}-\dot{\mathbf{A}}_{2}, \tag{5b}
\end{gather*}
$$

We next present the following result on the case of secondorder dynamics.

Theorem 2: Consider the mismatched formation shape control algorithm (4). Suppose $\mathbf{n} \neq 0$ and $\phi \neq 0$ are constants. It follows that

## [Intra-formation motion]

(I) The agents converge to a fixed formation exponentially fast. In particular, $\lim _{t \rightarrow \infty}\left(\mathbf{A}_{2}(t)-\mathbf{A}_{1}(t)\right)=\frac{1}{2}(I+$ $R(\mathbf{n},-\phi)) \mathbf{D}$.
(II) The relative velocities and accelerations of the agents converge to zero exponentially fast, i.e., $\lim _{t \rightarrow \infty}\left(\mathbf{V}_{2}(t)-\mathbf{V}_{1}(t)\right)=0$ and $\lim _{t \rightarrow \infty}\left(\ddot{\mathbf{A}}_{2}(t)-\right.$ $\left.\ddot{\mathbf{A}}_{1}(t)\right)=0$.
(III) If $\mathbf{D} \neq 0$, the final formation is distorted from the desired one. The formation distortion between the actual final one and the desired one is $O(|\phi|)$, as $\phi \rightarrow 0$. If $\mathbf{D}=0$, then rendezvous is still achieved, i.e., $\lim _{t \rightarrow \infty}\left(\mathbf{A}_{2}(t)-\mathbf{A}_{1}(t)\right)=0$.
[Whole-formation motion]
(IV) If $\mathbf{D} \neq 0$, the absolute velocities of both agents converge to the same nonzero constant exponentially fast. In particular, $\lim _{t \rightarrow \infty}\left\|\mathbf{V}_{1}(t)\right\|=\lim _{t \rightarrow \infty}\left\|\mathbf{V}_{2}(t)\right\|=$ $O(|\phi|)$, as $\phi \rightarrow 0$. If $\mathbf{D}=0$, the absolute velocities of both agents converge to zero exponentially fast.
(V) If $\mathbf{D} \neq 0$, the agent positions $\mathbf{A}_{1}(t)$ and $\mathbf{A}_{2}(t)$ are neither convergent nor bounded. If $\mathbf{D}=0$, $\lim _{t \rightarrow \infty} \mathbf{A}_{1}(t)=\lim _{t \rightarrow \infty} \mathbf{A}_{2}(t)=\frac{\mathbf{A}_{1}(0)+\mathbf{A}_{2}(0)}{2}$, where $\mathbf{A}_{1}(0)$ and $\mathbf{A}_{2}(0)$ are the initial states of agents 1 and 2.

Proof:
(I) Define $\mathbf{Q}=\mathbf{A}_{1}-\mathbf{A}_{2}+\frac{1}{2}(I+R(\mathbf{n},-\phi)) \mathbf{D}$. It follows from (5) that

$$
\begin{equation*}
\ddot{\mathbf{Q}}=-2 \mathbf{Q}-\dot{\mathbf{Q}} \tag{6}
\end{equation*}
$$

It then follows that $\lim _{t \rightarrow \infty}\left(\mathbf{A}_{2}(t)-\mathbf{A}_{1}(t)\right)=\overline{\mathbf{D}}$ exponentially, where $\overline{\mathbf{D}}=\frac{1}{2}(I+R(\mathbf{n},-\phi)) \mathbf{D}$. This verifies (I).
(II) Since $\lim _{t \rightarrow \infty}\left(\mathbf{A}_{2}(t)-\mathbf{A}_{1}(t)-\overline{\mathbf{D}}\right)=0$ exponentially fast, it follows from (6) that $\lim _{t \rightarrow \infty}\left(\dot{\mathbf{A}}_{2}(t)-\dot{\mathbf{A}}_{1}(t)\right)=0$ and $\lim _{t \rightarrow \infty}\left(\ddot{\mathbf{A}}_{2}(t)-\ddot{\mathbf{A}}_{1}(t)\right)=0$ exponentially fast. Therefore, (II) is proven.
(III) The proof of this part is the same as the proof of the corresponding part of Theorem 1 .
(IV) It follows from (5) that

$$
\begin{equation*}
\ddot{\mathbf{A}}_{1}=-\dot{\mathbf{A}}_{1}+\overline{\mathbf{D}}-\mathbf{D}+\mathbf{A}_{2}-\mathbf{A}_{1}-\overline{\mathbf{D}}, \tag{7}
\end{equation*}
$$

it then follows from the input-to-state stability property ( [22]) that $\lim _{t \rightarrow \infty} \dot{\mathbf{A}}_{1}(t)=\overline{\mathbf{D}}-\mathbf{D}=\frac{1}{2}(R(\mathbf{n},-\phi)-I) \mathbf{D}=$ $\sin \frac{\phi}{2}\left(-\cos \frac{\phi}{2}[\mathbf{n}]_{\times}+\sin \frac{\phi}{2}\left([\mathbf{n}]_{\times}\right)^{2}\right) \mathbf{D}$ and $\lim _{t \rightarrow \infty} \ddot{\mathbf{A}}_{1}(t)=$ 0 . Therefore, we also have $\lim _{t \rightarrow \infty} \dot{\mathbf{A}}_{2}(t)=\frac{1}{2}(R(\mathbf{n},-\phi)-$ $I) \mathbf{D}$ and $\lim _{t \rightarrow \infty} \ddot{\mathbf{A}}_{2}(t)=0$. This further implies when $\mathbf{D} \neq 0$ that $\lim _{t \rightarrow \infty}\left\|\dot{\mathbf{A}}_{1}(t)\right\|=\lim _{t \rightarrow \infty}\left\|\dot{\mathbf{A}}_{2}(t)\right\|=O(|\phi|)$, as $\phi \rightarrow 0$. Therefore, for the case of $\mathbf{D} \neq 0$, the absolute velocities of both agents converge to the same nonzero constant exponentially fast. For the case of $\mathbf{D}=0$, the absolute velocities of both agents converge to zero exponentially fast.
(V) For the case of $\mathbf{D} \neq 0$, the conclusions are obvious due to (IV). If $\mathbf{D}=0$, the problem reduces to a standard average consensus problem [9].

Remark 3: Another interesting problem is to consider the case of relative velocity feedback with mismatched coordinates. In such a case, we conjecture that the absolute

(a) The dotted lines denote the trajectories of the positions of the agents. The circles and the solid black lines denote respectively, the positions of the agents and the formation shape at $\mathrm{t}=17 \mathrm{~s}, \mathrm{t}=37 \mathrm{~s}$, and $\mathrm{t}=42 \mathrm{~s}$.

(b) The solid black line and the dotted black line denote respectively, the actual formation shape and desired formation shape at $\mathrm{t}=80 \mathrm{~s}$.

Fig. 2. Three agent case with $\mathbf{D} \neq 0$.
velocities of agents are not convergent and the accelerations of the agents converge to a common constant.
We next describe simulations which illustrate the validity of Theorem 2. We consider the case of $\mathbf{D} \neq 0$. In particular, $\mathbf{D}=[0,-5,0]^{\mathrm{T}}, \phi=-0.2 \pi$, and $\mathbf{n}_{1}=[1,0,0]^{\mathrm{T}}$ and initial states of all the agents are chosen randomly. Figures 2 and 3 show the positions and velocities of the agents during the time interval $[0,50]$. The relative velocities converge to zero, indicating that the agents converge to a fixed formation. However, due to the existence of mismatched sensors, the agents keep moving with non-zero constant absolute velocities and the final formation is distorted from the desired one.

## V. Estimation and compensation algorithms for TWO AGENT CASE

In this section, we first consider the estimation of $R(\mathbf{n}, \phi)$. We shall show later how the use of an estimate of $R(\mathbf{n}, \phi)$ can eliminate the problem caused by the orientation mismatch. Without loss of generality, we let agent 2 be responsible for the estimation of $R(\mathbf{n}, \phi)$. The following compensation control algorithm is proposed

$$
\begin{align*}
{ }^{1} \dot{\mathbf{A}}_{1} & =\mathbf{A}_{2}-\mathbf{A}_{1}-\mathbf{D}  \tag{8a}\\
{ }^{2} \dot{\mathbf{A}}_{2} & =R(\mathbf{n}, \phi)\left(\mathbf{A}_{1}-\mathbf{A}_{2}\right)+\mathbf{D}+\mathbf{U}, \tag{8b}
\end{align*}
$$



Fig. 3. Three agent case with $\mathbf{D} \neq 0$.
where $\mathbf{U} \in \mathbb{R}^{3}$ denotes a compensation input. We next specify how to design the estimation of $R(\mathbf{n}, \phi)$ and use the estimated information to compensate the original mismatched algorithm such that the desired formation is achieved.

## A. Estimation of $R(\mathbf{n}, \phi)$ using the TRIAD algorithm

In this subsection, we use the measurement for agent 2 (relative position information expressed in the coordinate basis of agent 2, i.e., ${ }^{2} \mathbf{A}_{2}-{ }^{2} \mathbf{A}_{1}$ ) and the measurement for agent 1 (relative position information expressed in the coordinate basis of agent 1, i.e., ${ }^{1} \mathbf{A}_{2}-{ }^{1} \mathbf{A}_{1}$ ) for the TRIAD algorithm [23], [24] such that $R(\mathbf{n}, \phi)$ is reconstructed. The TRIAD algorithm is a classical deterministic algorithm to estimate an attitude, in which the attitude is directly calculated based on two pairs of nonparallel vectors. We next specify the TRIAD algorithm.

Suppose that we have two nonparallel unit vectors $V_{1}$ and $V_{2}$ (measurements of physical quantities obtained by agent 1 at two distinct time instants) and two other unit vectors $W_{1}$ and $W_{2}$ (measurements of the same physical quantities obtained by agent 2 at the same two distinct time instants). Clearly, the unknown rotation matrix $R(\mathbf{n}, \phi)$ defines the differences between them, where $W_{1}=R(\mathbf{n}, \phi) V_{1}$ and $W_{2}=R(\mathbf{n}, \phi) V_{2}$. Since $V_{1}$ and $V_{2}$ are linearly independent, we obviously have the following relation:

$$
\left(W_{1} \times W_{2}\right)=R(\mathbf{n}, \phi)\left(V_{1} \times V_{2}\right)
$$

Motivated by the above fact, we can construct two triads of
unit vectors:

$$
\begin{array}{lll}
R_{1}=V_{1}, & R_{2}=\frac{V_{1} \times V_{2}}{\left\|V_{1} \times V_{2}\right\|}, & R_{3}=R_{1} \times R_{2} \\
S_{1}=W_{1}, & S_{2}=\frac{W_{1} \times W_{2}}{\left\|W_{1} \times W_{2}\right\|}, & S_{3}=S_{1} \times S_{2}
\end{array}
$$

We thus know that

$$
M_{S}=R(\mathbf{n}, \phi) M_{R}
$$

where

$$
M_{S} \doteq\left[\begin{array}{lll}
S_{1} & S_{2} & S_{3}
\end{array}\right], \quad M_{R} \doteq\left[\begin{array}{lll}
R_{1} & R_{2} & R_{3}
\end{array}\right]
$$

and the right members of the equations denote matrices labeled by their columns.
Lemma 1 (TRIAD algorithm): [23], [24] The matrices $M_{S}$ and $M_{R}$ are both orthogonal with determinant 1 and the solution for $R(\mathbf{n}, \phi)$ is

$$
R(\mathbf{n}, \phi)=M_{S} M_{R}^{-1}=M_{S} M_{R}^{\mathrm{T}}
$$

## B. Compensation algorithm

Next, we show how to use the estimate of $R(\mathbf{n}, \phi)$ to compensate the original mismatched algorithm such that the desired formation is achieved. Specifically, the following compensation control algorithm is proposed

$$
\mathbf{U}(t)=\left\{\begin{array}{l}
0, \quad t \in[0, T]  \tag{9}\\
-\mathbf{D}+\hat{R} \mathbf{D}, \quad t \geq T
\end{array}\right.
$$

where $\hat{R}$ will be specified later.
We next show that $\mathbf{A}_{2}(t)-\mathbf{A}_{1}(t)$ converges to the desired formation using compensation input (9).

Theorem 3: Choose $V_{1}=\frac{\mathbf{A}_{2}(0)-\mathbf{A}_{1}(0)}{\left\|\mathbf{A}_{2}(0)-\mathbf{A}_{1}(0)\right\|}$ and $W_{1}=$ $\frac{R(\mathbf{n}, \phi)\left(\mathbf{A}_{2}(0)-\mathbf{A}_{1}(0)\right)}{\left\|R(\mathbf{n}, \phi)\left(\mathbf{A}_{2}(0)-\mathbf{A}_{1}(0)\right)\right\|}$. Also choose a $T>0$ such that $\left(\mathbf{A}_{2}(0)-\mathbf{A}_{1}(0)\right)^{\mathrm{T}}\left(\mathbf{A}_{2}(T)-\mathbf{A}_{1}(T)\right) \neq 0$. Then, choose $V_{2}=\frac{\mathbf{A}_{2}(T)-\mathbf{A}_{1}(T)}{\left\|\mathbf{A}_{2}(T)-\mathbf{A}_{1}(T)\right\|}$ and $W_{2}=\frac{R(\mathbf{n}, \phi)\left(\mathbf{A}_{2}(T)-\mathbf{A}_{1}(T)\right)}{\left\|R(\mathbf{n}, \phi)\left(\mathbf{A}_{2}(T)-\mathbf{A}_{1}(T)\right)\right\|}$. Consider the algorithm (8) with compensation input (9) and the estimator $\hat{R}=M_{S} M_{R}^{\mathrm{T}}$ derived according to the TRIAD algorithm. Then $\hat{R}=R(\mathbf{n}, \phi), \lim _{t \rightarrow \infty}\left(\mathbf{A}_{2}(t)-\mathbf{A}_{1}(t)\right)=$ $\mathbf{D}$, and $\lim _{t \rightarrow \infty} \mathbf{V}_{1}(t)=\lim _{t \rightarrow \infty} \mathbf{V}_{2}(t)=0$.
Proof: It is not hard to show from (8) and (9) $\mathbf{A}_{1}(t)-\mathbf{A}_{2}(t)$ is bounded during $t \in[0, T]$, and
$\dot{\mathbf{A}}_{1}-\dot{\mathbf{A}}_{2}=-2\left(\mathbf{A}_{1}-\mathbf{A}_{2}+\mathbf{D}\right)+\mathbf{D}-R^{\mathrm{T}}(\mathbf{n}, \phi) \hat{R} \mathbf{D}, \forall t \geq T$.
Therefore, according to Lemma 1, we know that

$$
\dot{\mathbf{A}}_{1}-\dot{\mathbf{A}}_{2}=-2\left(\mathbf{A}_{1}-\mathbf{A}_{2}+\mathbf{D}\right), \forall t \geq T
$$

It then follows hat $\lim _{t \rightarrow \infty}\left(\mathbf{A}_{2}(t)-\mathbf{A}_{1}(t)\right)=\mathbf{D}$. It is therefore trivial to show that $\lim _{t \rightarrow \infty} \mathbf{V}_{1}(t)=\lim _{t \rightarrow \infty} \mathbf{V}_{2}(t)=$ 0 .

We next describe simulations which validate the effectiveness of Theorem 3. We consider $\mathbf{D}=[0,5,0]^{\mathrm{T}}$. The initial positions of the two agents are chosen randomly. From Figure 4, we can see that the absolute velocities of the agents converge to zero and the desired formation shape is achieved.

(a) The convergence of the positions of the agents. The circles and the crosses denote respectively, the initial and final positions of agents.

(b) The convergence of absolute velocities of the agents.

Fig. 4. Convergence of compensation algorithm (8) with compensation input (9).

Remark 4: We remark that the determination of $R(\mathbf{n}, \phi)$ is achieved with just two pairs of measurements. Obviously, if there is measurement noise, as opposed to bias or a systematic error of the type we are estimating, one would expect to do better with more measurements, or even continuous measurements. While the details are not developed in this paper, we note that extensions of the TRIAD algorithm to address such situations have been developed, see e.g., SVD method [25], FOAM method, [26], QUEST method [24], Euler-q method [27], and so on.

## VI. The $n$-agent case

In this section, we aim to show how the analysis of the previous section for two agents will carry over to $n>$ 2 agents. For clarity of presentation, we first consider a special and simpler case of connected graphs, i.e., a star graph. Note that a star graph is a graph with minimum connectivity. Therefore, the case can be easily extended towards a general graph by expressing the desired and actual vectors corresponding to the edge filling in the network as a linear combination of those quantities for the star graph. We can therefore derive a general conclusion that holds for any connected graph of $n$ agents.

## A. n-agent case with a star graph

We consider that there are $n$ agents, $1,2, \ldots, n$ in a threedimensional space and agent $i$ is connected to agent 1 with an undirected edge, $\forall i=2,3, \ldots, n$. The classical formation control algorithm for each agent is given by:

$$
\begin{align*}
\dot{\mathbf{A}}_{1}=\left(\mathbf{A}_{2}-\mathbf{A}_{1}\right)+ & \mathbf{D}_{12}+\left(\mathbf{A}_{3}-\mathbf{A}_{1}\right)+\mathbf{D}_{13}+\ldots \\
& +\left(\mathbf{A}_{n}-\mathbf{A}_{1}\right)+\mathbf{D}_{1 n}  \tag{10a}\\
\dot{\mathbf{A}}_{2}= & \left(\mathbf{A}_{1}-\mathbf{A}_{2}\right)-\mathbf{D}_{12} \tag{10b}
\end{align*}
$$

$$
\begin{equation*}
\dot{\mathbf{A}}_{n}=\left(\mathbf{A}_{1}-\mathbf{A}_{n}\right)-\mathbf{D}_{1 n}, \tag{10c}
\end{equation*}
$$

where $\mathbf{A}_{1}=\left[x_{1}, y_{1}\right]^{\mathrm{T}} \in \mathbb{R}^{2}, \mathbf{A}_{2}=\left[x_{2}, y_{2}\right]^{\mathrm{T}} \in \mathbb{R}^{2}, \ldots$, $\mathbf{A}_{n}=\left[x_{n}, y_{n}\right]^{\mathrm{T}} \in \mathbb{R}^{2}, \mathbf{D}_{12}=\left[d_{x, 12}, d_{y, 12}\right]^{\mathrm{T}} \in \mathbb{R}^{2}, \mathbf{D}_{13}=$ $\left[d_{x, 13}, d_{y, 13}\right]^{\mathrm{T}} \in \mathbb{R}^{2}, \ldots$ and $\mathbf{D}_{1 n}=\left[d_{x, 1 n}, d_{y, 1 n}\right]^{\mathrm{T}} \in \mathbb{R}^{2}$ are given constants and known for each agent.

The objective is to ensure asymptotically as $t \rightarrow \infty$ that $\mathbf{A}_{1}(t)-\mathbf{A}_{2}(t)=\mathbf{D}_{12}, \mathbf{A}_{1}(t)-\mathbf{A}_{3}(t)=\mathbf{D}_{13}, \ldots$, and $\mathbf{A}_{1}(t)-\mathbf{A}_{n}(t)=\mathbf{D}_{1 n}$. We define $\mathbf{D}=\left[\begin{array}{c}\mathbf{D}_{12} \\ \mathbf{D}_{13} \\ \vdots \\ \mathbf{D}_{1 n}\end{array}\right]$.

Due to the existence of mismatched compasses, and expressing measured multi-agent distances using the coordinate basis associated with agent 1 , the actual formation control algorithm becomes:

$$
\begin{align*}
{ }^{1} \dot{\mathbf{A}}_{1}=\left(\mathbf{A}_{2}-\mathbf{A}_{1}\right) & +\mathbf{D}_{12}+\left(\mathbf{A}_{3}-\mathbf{A}_{1}\right)+\mathbf{D}_{13}+\ldots \\
& +\left(\mathbf{A}_{n}-\mathbf{A}_{1}\right)+\mathbf{D}_{1 n} \tag{11a}
\end{align*}
$$

$$
\begin{equation*}
{ }^{2} \dot{\mathbf{A}}_{2}=R\left(\mathbf{n}_{2}, \phi_{2}\right)\left(\mathbf{A}_{1}-\mathbf{A}_{2}\right)-\mathbf{D}_{12} \tag{11b}
\end{equation*}
$$

$$
\begin{equation*}
{ }^{n} \dot{\mathbf{A}}_{n}=R\left(\mathbf{n}_{n}, \phi_{n}\right)\left(\mathbf{A}_{1}-\mathbf{A}_{n}\right)-\mathbf{D}_{1 n} \tag{11c}
\end{equation*}
$$

where $\phi_{2}, \phi_{3}, \ldots, \phi_{n} \in(-\pi, \pi]$ denote the mismatch between the axes of agent 1 and agent $i, \forall i=2,3, \ldots, n$, $R\left(\mathbf{n}_{j}, \phi_{j}\right)=I+\sin \phi_{j}\left[\mathbf{n}_{j}\right]_{\times}+\left(1-\cos \phi_{j}\right)\left(\left[\mathbf{n}_{j}\right]_{\times}\right)^{2}$, where $\left[\mathbf{n}_{j}\right]_{\times}=\left[\begin{array}{ccc}0 & -n_{j, 3} & n_{j, 2} \\ n_{j, 3} & 0 & -n_{j, 1} \\ -n_{j, 2} & n_{j, 1} & 0\end{array}\right]$ denotes the cross product matrix of $\mathbf{n}_{j}$, for $\forall j=2,3, \ldots, n$.

It is not hard to show that (11) can be written as

$$
\begin{align*}
\dot{\mathbf{A}}_{1}=\left(\mathbf{A}_{2}-\mathbf{A}_{1}\right) & +\mathbf{D}_{12}+\left(\mathbf{A}_{3}-\mathbf{A}_{1}\right)+\mathbf{D}_{13}+\ldots \\
& +\left(\mathbf{A}_{n}-\mathbf{A}_{1}\right)+\mathbf{D}_{1 n}  \tag{12a}\\
\dot{\mathbf{A}}_{2}=\left(\mathbf{A}_{1}\right. & \left.-\mathbf{A}_{2}\right)-R\left(\mathbf{n}_{2},-\phi_{2}\right) \mathbf{D}_{12} \tag{12b}
\end{align*}
$$

$$
\begin{equation*}
\dot{\mathbf{A}}_{n}=\left(\mathbf{A}_{1}-\mathbf{A}_{n}\right)-R\left(\mathbf{n}_{n},-\phi_{n}\right) \mathbf{D}_{1 n} \tag{12c}
\end{equation*}
$$

We next establish the following result.
Theorem 4: Consider the mismatched formation control algorithm (11). Suppose that $\phi_{2}, \phi_{3}, \ldots, \phi_{n} \neq 0$. It follows that
[Intra-formation motion]
(I) The agents converge to a fixed formation exponentially fast.
(II) The relative velocity of each agent pair converges to zero exponentially fast, i.e., $\lim _{t \rightarrow \infty}\left(\mathbf{V}_{i}(t)-\mathbf{V}_{j}(t)\right)=$ 0 , for all $i, j \in\{1,2, \ldots, n\}$.
(III) If $\mathbf{D} \neq 0$, the final formation is distorted from the desired one and the final formation distortion is $O\left(\max _{j=2,3, \ldots, n}\left|\phi_{j}\right|\right)$, as $\phi_{2}, \phi_{3}, \ldots, \phi_{n} \rightarrow 0$. If $\mathbf{D}=0, \lim _{t \rightarrow \infty}\left(\mathbf{A}_{i}(t)-\mathbf{A}_{j}(t)\right)=0$, for all $i, j \in$ $\{1,2, \ldots, n\}$.
[Whole-formation motion]
(IV) If $\mathbf{D} \neq 0$, the absolute velocity of each agent converges to the same nonzero constant exponentially fast. In particular, $\lim _{t \rightarrow \infty}\left\|\mathbf{V}_{i}(t)\right\|=O\left(\max _{j=2,3, \ldots, n}\left|\phi_{j}\right|\right)$, as $\phi_{2}, \phi_{3}, \ldots, \phi_{n} \rightarrow 0$, for all $i \in\{1,2, \ldots, n\}$.
(V) If $\mathbf{D} \neq 0$, the agent positions $\mathbf{A}_{1}(t), \mathbf{A}_{2}(t)$ and $\mathbf{A}_{3}(t)$ are neither convergent nor bounded. If $\mathbf{D}=$ $0, \lim _{t \rightarrow \infty} \mathbf{A}_{1}(t)=\cdots=\lim _{t \rightarrow \infty} \mathbf{A}_{n}(t)=$ $\frac{\mathbf{A}_{1}(0)+\cdots+\mathbf{A}_{n}(0)}{n}$, where $\mathbf{A}_{1}(0), \mathbf{A}_{2}(0), \ldots, \mathbf{A}_{n}(0)$ are the initial states of agents $1,2, \ldots, n$.
Proof:
(I) The intra-formation motion is determined by the following equation:

$$
\dot{\mathbf{Q}}=-P \mathbf{Q}
$$

where $\quad \mathbf{Q}=\left[\begin{array}{c}\mathbf{A}_{1}-\mathbf{A}_{2} \\ \mathbf{A}_{1}-\mathbf{A}_{3} \\ \vdots \\ \mathbf{A}_{1}-\mathbf{A}_{n}\end{array}\right]-\quad P^{-1} W\left[\begin{array}{c}\mathbf{D}_{12} \\ \mathbf{D}_{13} \\ \vdots \\ \mathbf{D}_{1 n}\end{array}\right]$,
 and $P^{-1}=\left[\begin{array}{cccc}\frac{n-1}{n} I & -\frac{1}{n} I & \ldots & -\frac{1}{n} I \\ -\frac{1}{n} I & \frac{n-1}{n} I & \ldots & -\frac{1}{n} I \\ \vdots & \ldots & \ddots & \vdots \\ -\frac{1}{n} I & -\frac{1}{n} I & \ldots & \frac{n-1}{n} I\end{array}\right]$. Therefore,
$\lim _{t \rightarrow \infty} \mathbf{Q}(t)=0$.
(II) It follows from (I) that $\lim _{t \rightarrow \infty}\left[\begin{array}{c}\dot{\mathbf{A}}_{1}(t)-\dot{\mathbf{A}}_{2}(t) \\ \dot{\mathbf{A}}_{1}(t)-\dot{\mathbf{A}}_{3}(t) \\ \vdots \\ \dot{\mathbf{A}}_{1}(t)-\dot{\mathbf{A}}_{n}(t)\end{array}\right]=0$.
(III) For the case of $\mathbf{D} \neq 0$, we know that the actual final formation is determined by

$$
\lim _{t \rightarrow \infty}\left[\begin{array}{c}
\mathbf{A}_{1}(t)-\mathbf{A}_{2}(t) \\
\mathbf{A}_{1}(t)-\mathbf{A}_{3}(t) \\
\vdots \\
\mathbf{A}_{1}(t)-\mathbf{A}_{n}(t)
\end{array}\right]=P^{-1} W\left[\begin{array}{c}
\mathbf{D}_{12} \\
\mathbf{D}_{13} \\
\vdots \\
\mathbf{D}_{1 n}
\end{array}\right]
$$

However, the desired formation is determined by

The final formation distortion is defined and given by

$$
\begin{aligned}
& \delta \mathbf{D}:=\left\|P^{-1} W\left[\begin{array}{c}
\mathbf{D}_{12} \\
\mathbf{D}_{13} \\
\vdots \\
\mathbf{D}_{1 n}
\end{array}\right]-\left[\begin{array}{c}
\mathbf{D}_{12} \\
\mathbf{D}_{13} \\
\vdots \\
\mathbf{D}_{1 n}
\end{array}\right]\right\| \\
&=\left\|P^{-1}\left[\begin{array}{ccc}
R\left(\mathbf{n}_{2},-\phi_{2}\right)-I & \ldots & 0 \\
0 & \ddots & \\
& \ldots & R\left(\mathbf{n}_{n},-\phi_{n}\right)-I
\end{array}\right]\left[\begin{array}{c}
\mathbf{D}_{12} \\
\mathbf{D}_{13} \\
\vdots \\
\mathbf{D}_{1 n}
\end{array}\right]\right\| \\
& \leq l_{1} \max _{j=2,3, \ldots, n}\left|\phi_{j}\right|\|\mathbf{D}\|,
\end{aligned}
$$

where we have used the fact that $R\left(\mathbf{n}_{j},-\phi_{j}\right)-\mathbf{I}=$ $-2 \sin \frac{\phi_{j}}{2}\left(\cos \frac{\phi_{j}}{2}\left[\mathbf{n}_{j}\right]_{\times}-\sin \frac{\phi_{j}}{2}\left(\left[\mathbf{n}_{j}\right]_{\times}\right)^{2}\right), \forall j=2,3, \ldots, n$, and $l_{1}$ is a constant. Therefore, $\delta \mathbf{D}=O\left(\max _{j=2,3, \ldots, n}\left|\phi_{j}\right|\right)$, as $\phi_{2}, \phi_{3}, \ldots, \phi_{n} \rightarrow 0$. In addition, it is trivial to prove the case of $\mathbf{D}=0$.
(IV) For the case of $\mathbf{D} \neq 0$, it follows from (11) that

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} \dot{\mathbf{A}}_{1}(t)=\left[\begin{array}{llll}
-I & -I & \ldots & -I
\end{array}\right]\left[\begin{array}{c}
\mathbf{A}_{1}(t)-\mathbf{A}_{2}(t) \\
\mathbf{A}_{1}(t)-\mathbf{A}_{3}(t) \\
\vdots \\
\mathbf{A}_{1}(t)-\mathbf{A}_{n}(t)
\end{array}\right] \\
& \\
& +\left[\begin{array}{llll}
I & I & \ldots & I
\end{array}\right]\left[\begin{array}{c}
\mathbf{D}_{12} \\
\mathbf{D}_{13} \\
\vdots \\
\mathbf{D}_{1 n}
\end{array}\right] \\
& =\left[\begin{array}{llll}
-I & -I & \ldots & -I
\end{array}\right] P^{-1}(W-P)\left[\begin{array}{c}
\mathbf{D}_{12} \\
\mathbf{D}_{13} \\
\vdots \\
\mathbf{D}_{1 n}
\end{array}\right] \\
& =\left[\begin{array}{llll}
-\frac{1}{n} R\left(\mathbf{n}_{2},-\phi_{2}\right)+\frac{1}{n} I & \ldots & -\frac{1}{n} R\left(\mathbf{n}_{n},-\phi_{n}\right)+\frac{1}{n} I
\end{array}\right] \mathbf{D} .
\end{aligned}
$$

Therefore, the absolute velocities obey $\lim _{t \rightarrow \infty}\left\|\dot{\mathbf{A}}_{1}(t)\right\|=\cdots=\lim _{t \rightarrow \infty}\left\|\dot{\mathbf{A}}_{n}(t)\right\|=$ $O\left(\max _{j=2,3, \ldots, n}\left|\phi_{j}\right|\right)$, as $\phi_{2}, \phi_{3}, \ldots, \phi_{n} \rightarrow 0$. In addition, it is trivial to prove the claim for the case of $\mathbf{D}=0$.

Based on (IV), (V) is obvious.
B. Estimation and compensation algorithms in the $n$-agent case with star graph

Obviously it is of interest to be able to eliminate unwanted motions in the $n$-agent case, and this can be in fact be done
by using effectively the same algorithm as proposed in the two agent case. Through measurements between communicating agent pairs $A_{1}$ and $A_{j}, j=2,3, \ldots, n$, the necessary compensation matrices are straightforwardly determined and the necessary compensation introduced.

## C. The n-agent case with a general graph

Notation: an undirected graph $\mathcal{G}$ consists of a pair $(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}=\{1,2, \ldots, n\}$ is a finite, nonempty set of nodes and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is a set of unordered pairs of nodes. An edge $\{j, i\} \in \mathcal{E}$ denotes that nodes $i, j$ can obtain each other's information mutually. The neighbors of node $i$ are denoted by $\mathcal{N}_{i}:=\{j:\{j, i\} \in \mathcal{E}\}$. The adjacency matrix $\bar{A}=$ $\left[a_{i j}\right] \in \mathbb{R}^{n \times n}$ associated with the graph $\mathcal{G}$ is defined such that $a_{i j}=1$ if $\{j, i\} \in \mathcal{E}$ and $a_{i j}=0$ otherwise. It is obvious that $a_{i j}=a_{j i}$, for all $i, j \in \mathcal{V}$ for the undirected graph.

The classical formation control algorithm for each agent is given by:

$$
\begin{equation*}
\dot{\mathbf{A}}_{i}=\sum_{j \in \mathcal{N}_{i}}\left(\mathbf{A}_{j}-\mathbf{A}_{i}+\mathbf{D}_{i j}\right), i \in \mathcal{V} \tag{13}
\end{equation*}
$$

where $\mathbf{A}_{i}=\left[x_{i}, y_{i}\right]^{\mathrm{T}} \in \mathbb{R}^{2}, \forall i \in \mathcal{V}, \mathbf{D}_{i j}=\left[d_{x, i j}, d_{y, i j}\right]^{\mathrm{T}} \in$ $\mathbb{R}^{2}, \forall i, j \in \mathcal{V}$ are given constants defining the specified relative positions and known for each agent, $\mathcal{N}_{i}, i \in \mathcal{V}$ denotes the neighbor set of agent $i$.

Due to the existence of mismatched compasses, and expressing measured multi-agent distances using the coordinate basis associated with agent 1 (without loss of generality), the actual formation control algorithm becomes:

$$
\begin{align*}
{ }^{1} \dot{\mathbf{A}}_{1}= & \sum_{j \in \mathcal{N}_{1}}\left(\mathbf{A}_{j}-\mathbf{A}_{1}+\mathbf{D}_{1 j}\right),  \tag{14a}\\
{ }^{2} \dot{\mathbf{A}}_{2}= & \sum_{j \in \mathcal{N}_{2}}\left(R\left(\mathbf{n}_{2}, \phi_{2}\right)\left(\mathbf{A}_{j}-\mathbf{A}_{2}\right)+\mathbf{D}_{2 j}\right)  \tag{14b}\\
& \vdots  \tag{14c}\\
{ }^{n} \dot{\mathbf{A}}_{n}= & \sum_{j \in \mathcal{N}_{n}}\left(R\left(\mathbf{n}_{n}, \phi_{n}\right)\left(\mathbf{A}_{j}-\mathbf{A}_{n}\right)+\mathbf{D}_{n j}\right),
\end{align*}
$$

where $\phi_{2}, \phi_{3}, \ldots, \phi_{n} \in(-\pi, \pi]$ denote the angular mismatch between the coordinate axes of agent 1 and agent $i, \forall i=2,3, \ldots, n, R\left(\mathbf{n}_{j}, \phi_{j}\right)=I+\sin \phi_{j}\left[\mathbf{n}_{j}\right]_{\times}+(1-$ $\left.\cos \phi_{j}\right)\left(\left[\mathbf{n}_{j}\right]_{\times}\right)^{2}$, where $\left[\mathbf{n}_{j}\right]_{\times}=\left[\begin{array}{ccc}0 & -n_{j, 3} & n_{j, 2} \\ n_{j, 3} & 0 & -n_{j, 1} \\ -n_{j, 2} & n_{j, 1} & 0\end{array}\right]$ denotes the cross product matrix of $\mathbf{n}_{j}$, for $\forall j=2,3, \ldots, n$. It is not hard to show that (14) can be written as

$$
\begin{aligned}
& \dot{\mathbf{A}}_{1}=\sum_{j \in \mathcal{N}_{1}}\left(\mathbf{A}_{j}-\mathbf{A}_{1}+\mathbf{D}_{1 j}\right), \\
& \dot{\mathbf{A}}_{2}=\sum_{j \in \mathcal{N}_{2}}\left(\mathbf{A}_{j}-\mathbf{A}_{2}+R\left(\mathbf{n}_{2},-\phi_{2}\right) \mathbf{D}_{2 j}\right),
\end{aligned}
$$

$$
\vdots
$$

$$
\begin{equation*}
\dot{\mathbf{A}}_{n}=\sum_{j \in \mathcal{N}_{n}}\left(\mathbf{A}_{j}-\mathbf{A}_{n}+R\left(\mathbf{n}_{n},-\phi_{n}\right) \mathbf{D}_{n j}\right) . \tag{15c}
\end{equation*}
$$

We next establish the following result for the case of $n$ agents with a general connected graph.

Theorem 5: Consider the mismatched formation control algorithm (14). Suppose that $\phi_{2}, \phi_{3}, \ldots, \phi_{n} \neq 0$ with all $\phi$ constant for all time. It follows that
[Intra-formation motion]
(I) The agents converge to a fixed formation exponentially fast.
(II) The relative velocity of each agent pair converges to zero exponentially fast, i.e., $\lim _{t \rightarrow \infty}\left(\mathbf{V}_{i}(t)-\mathbf{V}_{j}(t)\right)=$ 0 , for all $i, j \in \mathcal{V}$.
(III) If $\mathbf{D} \neq 0$, the final formation is distorted from the desired one and the final formation distortion is $O\left(\max _{j=2,3, \ldots, n}\left|\phi_{j}\right|\right)$, as $\phi_{2}, \phi_{3}, \ldots, \phi_{n} \rightarrow 0$. If $\mathbf{D}=$ $0, \lim _{t \rightarrow \infty}\left(\mathbf{A}_{i}(t)-\mathbf{A}_{j}(t)\right)=0$, for all $i, j \in \mathcal{V}$.
[Whole-formation motion]
(IV) If $\mathbf{D} \neq 0$, the absolute velocity of each agent converges to the same nonzero constant exponentially fast. In particular, $\lim _{t \rightarrow \infty}\left\|\mathbf{V}_{i}(t)\right\|=O\left(\max _{j=2,3, \ldots, n}\left|\phi_{j}\right|\right)$, as $\phi_{2}, \phi_{3}, \ldots, \phi_{n} \rightarrow 0$, for all $i \in \mathcal{V}$.
(V) If $\mathbf{D} \neq 0$, the agent position $\mathbf{A}_{i}(t), \forall i \in \mathcal{V}$ is neither convergent nor bounded. If $\mathbf{D}=0, \lim _{t \rightarrow \infty} \mathbf{A}_{1}(t)=$ $\cdots=\lim _{t \rightarrow \infty} \mathbf{A}_{n}(t)=\frac{\mathbf{A}_{1}(0)+\cdots+\mathbf{A}_{n}(0)}{n}$, where $\mathbf{A}_{1}(0), \mathbf{A}_{2}(0), \ldots, \mathbf{A}_{n}(0)$ are the initial states of agents $1,2, \ldots, n$.
Proof: Using the relations that $\mathbf{A}_{j}-\mathbf{A}_{k}=\left(\mathbf{A}_{j}-\mathbf{A}_{1}\right)+$ $\left(\mathbf{A}_{1}-\mathbf{A}_{k}\right)$ and $\mathbf{D}_{k j}=\mathbf{D}_{1 j}-\mathbf{D}_{1 k}, \forall j, k \in \mathcal{V}$, (15) can be written as

$$
\begin{aligned}
& \dot{\mathbf{A}}_{1}= \sum_{j \in \mathcal{N}_{1}}\left(\mathbf{A}_{j}-\mathbf{A}_{1}+\mathbf{D}_{1 j}\right) \\
& \dot{\mathbf{A}}_{2}= N_{2}\left(\mathbf{A}_{1}-\mathbf{A}_{2}\right)-N_{2} R\left(\mathbf{n}_{2},-\phi_{2}\right) \mathbf{D}_{12} \\
&+\sum_{j \in \mathcal{N}_{2}}\left(\mathbf{A}_{j}-\mathbf{A}_{1}+R\left(\mathbf{n}_{2},-\phi_{2}\right) \mathbf{D}_{1 j}\right) \\
& \vdots \\
& \dot{\mathbf{A}}_{n}= N_{n}\left(\mathbf{A}_{1}-\mathbf{A}_{n}\right)-N_{n} R\left(\mathbf{n}_{n},-\phi_{n}\right) \mathbf{D}_{1 n} \\
&+\sum_{j \in \mathcal{N}_{n}}\left(\mathbf{A}_{j}-\mathbf{A}_{1}+R\left(\mathbf{n}_{n},-\phi_{n}\right) \mathbf{D}_{1 j}\right)
\end{aligned}
$$

where $N_{i}$ denotes the cardinality of set $\mathcal{N}_{i}, i \in \mathcal{V}$.
Therefore, the intra-formation motion can be written in the compact form as: $\dot{\mathbf{Q}}=-P \mathbf{Q}$, written in the compact form $\begin{aligned} & \text { as: } \mathbf{Q} \quad=\begin{array}{c}-P \mathbf{Q}, \\ \text { where } \\ \mathbf{Q}\end{array}=\left[\begin{array}{c}\mathbf{A}_{1}-\mathbf{A}_{2} \\ \mathbf{A}_{1}-\mathbf{A}_{3} \\ \vdots \\ \mathbf{A}_{1}-\mathbf{A}_{n}\end{array}\right]-P^{-1} W\left[\begin{array}{c}\mathbf{D}_{13} \\ \vdots \\ \mathbf{D}_{1 n}\end{array}\right],\end{aligned}$,
$P=\left[\begin{array}{cccc}N_{2} & 0 & \ldots & 0 \\ 0 & N_{3} & & \vdots \\ \vdots & & \ddots & 0 \\ 0 & \ldots & 0 & N_{n}\end{array}\right] \otimes \mathbf{I}+\left[\begin{array}{ccc}a_{12} & a_{13} & \ldots \\ a_{12} & a_{13} & \ldots \\ \vdots & & \\ a_{12} & a_{13} & \ldots\end{array}\right] \otimes$
$\mathbf{I}-\left[\begin{array}{cccc}0 & a_{23} & a_{24} & \cdots \\ a_{32} & 0 & a_{34} & \cdots \\ \vdots & & \ddots & \vdots \\ a_{n 2} & a_{n 3} & \cdots & 0\end{array}\right] \otimes \mathbf{I}, W=$

and $a_{i j}$ denotes $(i, j)$ th entry of the adjacency matrix $\widetilde{A}$. Based on the transformation and Lemma 1 given in ( [28]), it is not hard to show that $-P$ is a Hurwitz stable matrix when the underlying graph is connected. Therefore, $\lim _{t \rightarrow \infty} \mathbf{Q}(t)=0$.
(II) It follows from (I) that $\lim _{t \rightarrow \infty}\left(\dot{\mathbf{A}}_{1}(t)-\dot{\mathbf{A}}_{j}(t)\right)=0$, for all $j=2,3, \ldots, n$.
(III) For the case of $\mathbf{D} \neq 0$, we know that the actual final formation is determined by $\lim _{t \rightarrow \infty}\left[\begin{array}{c}\mathbf{A}_{1}(t)-\mathbf{A}_{2}(t) \\ \mathbf{A}_{1}(t)-\mathbf{A}_{3}(t) \\ \vdots \\ \mathbf{A}_{1}(t)-\mathbf{A}_{n}(t)\end{array}\right]=$
$P^{-1} W \mathbf{D}$. However, the desired formation is determined by D. The final formation distortion is defined and given by $\delta \mathbf{D}:=\left\|P^{-1} W \mathbf{D}-\mathbf{D}\right\|$. It then follows that

$$
\begin{aligned}
\delta \mathbf{D}= & \left\|P^{-1} \Omega \mathbf{D}\right\| \leq c_{1}\left\|\Omega_{1}\right\|\|\mathbf{D}\| \\
\leq & c_{1} \times \sqrt{2(n-1)} \times 2 \times \max _{j=2,3, \ldots, n}\left\{\left(N_{j}+\sum_{k=2}^{n} a_{j k}\right)\right. \\
& \left.\left|\sin \frac{\phi_{j}}{2}\right| \times 2\right\}\|\mathbf{D}\| \\
\leq & 4 c_{1} n \sqrt{2(n-1)}\|\mathbf{D}\| \max _{j=2,3, \ldots, n}\left|\phi_{j}\right|
\end{aligned}
$$

where $\Omega$ and $\Omega_{1}$ are given in (22) and (23), respectively, $\Omega_{1, n n}=-N_{n} \sin \frac{\phi_{n}}{2}\left(\cos \frac{\phi_{n}}{2}\left[\mathbf{n}_{n}\right]_{\times}-\sin \frac{\phi_{n}}{2}\left(\left[\mathbf{n}_{n}\right]_{\times}\right)^{2}\right)$, $c_{1}=\left\|P^{-1}\right\|$ is a positive constant and we have used the facts that $R\left(\mathbf{n}_{j},-\phi_{j}\right)-\mathbf{I}=-2 \sin \frac{\phi_{j}}{2}\left(\cos \frac{\phi_{j}}{2}\left[\mathbf{n}_{j}\right]_{\times}-\right.$ $\left.\sin \frac{\phi_{j}}{2}\left(\left[\mathbf{n}_{j}\right]_{\times}\right)^{2}\right), j \in\{2,3, \ldots, n\}$ for the first inequality, $\|A\|_{2} \leq \sqrt{m}\|A\|_{\infty}=\sqrt{m} \max _{1 \leq i \leq m} \sum_{j=1}^{l}\left|a_{i j}\right|$ for a matrix $\mathbb{R}^{m \times l},|\sin \alpha| \leq 1$ and $|\cos \alpha| \leq 1, \forall \alpha \in \mathbb{R}$ for the second inequality. Therefore, $\delta \mathbf{D}=O\left(\max _{j=2,3, \ldots, n}\left|\phi_{j}\right|\right)$, as $\phi_{2}, \phi_{3}, \ldots, \phi_{n} \rightarrow 0$. In addition, it is trivial to prove the case of $\mathbf{D}=0$.
(IV) For the case of $\mathbf{D} \neq 0$, it follows from (15) that

$$
\begin{aligned}
& \dot{\mathbf{A}}_{1}(t)=\sum_{j \in \mathcal{N}_{1}}\left(\mathbf{A}_{j}-\mathbf{A}_{1}+\mathbf{D}_{1 j}\right)=\left[\begin{array}{llll}
-a_{12} & -a_{13} & \ldots & -a_{1 n}
\end{array}\right] \\
& \times\left[\begin{array}{c}
\mathbf{A}_{1}(t)-\mathbf{A}_{2}(t) \\
\mathbf{A}_{1}(t)-\mathbf{A}_{3}(t) \\
\vdots \\
\mathbf{A}_{1}(t)-\mathbf{A}_{n}(t)
\end{array}\right]+\left[\begin{array}{llll}
a_{12} & a_{13} & \ldots & a_{1 n}
\end{array}\right] \mathbf{D} .
\end{aligned}
$$

$$
\begin{gather*}
\Omega=\left[\begin{array}{cccc}
N_{2}\left(R\left(\mathbf{n}_{2},-\phi_{2}\right)-\mathbf{I}\right) & a_{23}\left(\mathbf{I}-R\left(\mathbf{n}_{2},-\phi_{2}\right)\right) & a_{24}\left(\mathbf{I}-R\left(\mathbf{n}_{2},-\phi_{2}\right)\right) & \ldots \\
a_{32}\left(\mathbf{I}-R\left(\mathbf{n}_{3},-\phi_{3}\right)\right) & N_{3}\left(R\left(\mathbf{n}_{3},-\phi_{3}\right)-\mathbf{I}\right) & a_{34}\left(\mathbf{I}-R\left(\mathbf{n}_{3},-\phi_{3}\right)\right) & \ldots \\
\vdots & & \ddots & \vdots \\
a_{n 2}\left(\mathbf{I}-R\left(\mathbf{n}_{n},-\phi_{n}\right)\right) & a_{n 3}\left(\mathbf{I}-R\left(\mathbf{n}_{n},-\phi_{n}\right)\right) & \ldots & N_{n}\left(R\left(\mathbf{n}_{n},-\phi_{n}\right)-\mathbf{I}\right)
\end{array}\right]  \tag{22}\\
\Omega_{1}=2\left[\begin{array}{cccc}
-N_{2} \sin \frac{\phi_{2}}{2}\left(\cos \frac{\phi_{2}}{2}\left[\mathbf{n}_{2}\right]_{\times}-\sin \frac{\phi_{2}}{2}\left(\left[\mathbf{n}_{2}\right]_{\times}\right)^{2}\right) & a_{23} \sin \frac{\phi_{2}}{2}\left(\cos \frac{\phi_{2}}{2}\left[\mathbf{n}_{2}\right]_{\times}-\sin \frac{\phi_{2}}{2}\left(\left[\mathbf{n}_{2}\right]_{\times}\right)^{2}\right) & \ldots & \ldots \\
a_{32} \sin \frac{\phi_{3}}{2}\left(\cos \frac{\phi_{3}}{2}\left[\mathbf{n}_{3}\right]_{\left.\times-\sin \frac{\phi_{3}}{2}\left(\left[\mathbf{n}_{3}\right]_{\times}\right)^{2}\right)}-N_{3} \sin \frac{\phi_{3}}{2}\left(\cos \frac{\phi_{3}}{2}\left[\mathbf{n}_{3}\right]_{\times-\sin }^{2}\left(\left[\mathbf{n}_{3}\right]_{\times}\right)^{2}\right)\right. & \ldots & \ldots \\
\vdots & & \ddots & \vdots \\
a_{n 2} \sin \frac{\phi_{n}}{2}\left(\cos \frac{\phi_{n}}{2}\left[\mathbf{n}_{n}\right]_{\times}-\sin \frac{\phi_{n}}{2}\left(\left[\mathbf{n}_{n}\right]_{\times}\right)^{2}\right) & a_{n 3} \sin \frac{\phi_{n}}{2}\left(\cos \frac{\phi_{n}}{2}\left[\mathbf{n}_{n}\right]_{\times}-\sin \frac{\phi_{n}}{2}\left(\left[\mathbf{n}_{n}\right]_{\times}\right)^{2}\right) & \ldots & \Omega_{1, n n}
\end{array}\right] \tag{23}
\end{gather*}
$$

Therefore, $\lim _{t \rightarrow \infty} \dot{\mathbf{A}}_{1}(t)=\left[\begin{array}{llll}-a_{12} & -a_{13} & \ldots & -a_{1 n}\end{array}\right]$ $\times P^{-1}(W-P) \mathbf{D}=\left[\begin{array}{lll}-\mathbf{I} & \ldots & -\mathbf{I}\end{array}\right] P^{-1} \Omega \mathbf{D}$. This shows that

$$
\lim _{t \rightarrow \infty}\left\|\dot{\mathbf{A}}_{1}(t)\right\| \leq c_{2}\|\mathbf{D}\| \max _{j=2,3, \ldots, n}\left|\phi_{j}\right|
$$

where $c_{2}$ is a positive constant.
Therefore, the absolute velocities obey $\lim _{t \rightarrow \infty}\left\|\dot{\mathbf{A}}_{1}(t)\right\|=\cdots=\lim _{t \rightarrow \infty}\left\|\dot{\mathbf{A}}_{n}(t)\right\|=$ $O\left(\max _{j=2,3, \ldots, n}\left|\phi_{j}\right|\right)$, as $\phi_{2}, \phi_{3}, \ldots, \phi_{n} \rightarrow 0$. In addition, it is trivial to prove the claim for the case of $\mathbf{D}=0$.
Based on (IV), (V) is obvious.
Remark 5: Theorem 5 shows that the formation distortion and steady velocity of the formation are only related to the maximum of all the mismatch angles, and this fact holds for arbitrarily finite network size.
We next describe simulations which illustrate the validity of Theorem 5 . We consider the case three agents with a star graph. In particular, $\mathbf{D}_{12}=[0,-8,0]^{\mathrm{T}}, \mathbf{D}_{23}=[20,0,0]^{\mathrm{T}}$, $\phi_{2}=0.1 \pi$ and $\phi_{3}=0.2 \pi, \mathbf{n}_{2}=\mathbf{n}_{3}=[1,0,0]^{\mathrm{T}}$ and initial states of all the agents are chosen randomly. Figures 5 and 6 show the positions and velocities of the agents during the time interval $[0,100]$. The relative velocities converge to zero, indicating that the agents converge to a fixed formation. However, due to the existence of mismatched coordinate frame, the agents keep moving with non-zero constant absolute velocities and the final formation is distorted from the desired one.

## D. Estimation and compensation algorithms in the n-agent case

Compensation is slightly more complicated for a general graph. The TRIAD algorithm again gives the rotation matrix linking the coordinate bases of two neighbor agents. By using a tree contained in the undirected graph $\mathcal{G}$, a unique path can be found from node 1 to node $j$, and the rotation matrix linking the coordinate bases of 1 and $j$ is given by the product of the rotation matrices associated with each edge along the path. In this way, the necessary compensation matrices are straightforwardly determined and the necessary compensation introduced.

## VII. Concluding Remarks

This paper studied the formation shape control problem with mismatched orientations in three-dimensional space.

(a) The dotted lines denote the trajectories of the positions of the agents. The circles and the solid black lines denote respectively, the positions of the agents and the formation shape at $\mathrm{t}=33 \mathrm{~s}, \mathrm{t}=66 \mathrm{~s}$, and $\mathrm{t}=80 \mathrm{~s}$.

(b) The solid black line and the dotted black line denote respectively, the actual formation shape and desired formation shape at $\mathrm{t}=80 \mathrm{~s}$.

Fig. 5. Three agent case with $\mathbf{D} \neq 0$.

Such a mismatch is a consequence of the fact that it is not physically realistic to claim that all agents have a common coordinate axis orientations when obtaining relative position measurement. We examined the consequences of the mismatched orientations on a standard formation shape control algorithm. The two agent case was first studied and we showed that the agents converge to a fixed, but distorted formation exponentially fast. Unlike the matched case, the formation is not asymptotically stationary. The shape error between the actual final formation and the desired formation was established for small mismatched orientation. We then proposed estimation and compensation algorithms such that

(a) The convergence of relative velocities of the agents.

(b) The convergence of absolute velocities of the agents.

Fig. 6. Three agent case with $\mathbf{D} \neq 0$.
the desired formation shape is achieved using the TRIAD algorithm. Furthermore, the extensions to the $n$-agent case and second-order dynamics were investigated. Simulations are provided to validate the theoretical results. Future works include giving more noise-robust algorithms for estimation and compensation, discussing the case of relative velocity feedback for second-order dynamics, studying the situation of a rotating body frame, and solving the leader-following formation control problem with mismatched measurements.
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