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Abstract—In this paper, we propose a method of designing
low-dimensional retrofit controllers for interconnected linear
systems. In the proposed method, by retrofitting an additional
low-dimensional controller to a preexisting control system, we
aim at improving transient responses caused by spatially local
state deflections, which can be regarded as a local fault occurring
at a specific subsystem. It is found that a type of state-space
expansion, called hierarchical state-space expansion, is the key
to systematically designing a low-dimensional retrofit controller,
whose action is specialized to controlling the corresponding
subsystem. Furthermore, the state-space expansion enables theo-
retical clarification of the fact that the performance index of the
transient response control is improved by appropriately tuning
the retrofit controller. The efficiency of the proposed method is
shown through a motivating example of power system control
where we clarify the trade-off relation between the dimension of
a retrofit controller and its control performance.

Index Terms—Retrofit control, Hierarchical state-space expan-
sion, Model reduction.

I. INTRODUCTION

MOST existing control systems consist of different kinds
of physical and artificial dynamical components. For

example, in the frequency control of power systems [1], several
types of centralized control strategies, called load frequency
control and economic dispatch control, are implemented to
stabilize frequency variations over a few dozen minutes, while
those over a few minutes are stabilized by the inherent stability
of physical appliances, i.e., the governor droop control. To
develop such a practically working control system, it would
be desirable to make control systems retrofittable in the sense
that additional controllers can be retrofitted to accomplish
individual objectives in a distributed fashion. In particular,
it is desirable that the additional controllers can be designed
independently of preexisting controllers. Such a property is
relevant to preventing the redesign of additional controllers
when the modification of preexisting controllers is required.

With this background, this paper aims at developing
a method of designing low-dimensional retrofit controllers
for interconnected linear systems. By retrofitting a low-
dimensional local controller to a preexisting control system
using the proposed method, we seek to improve transient
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responses caused by spatially local state deflections, which
can be regarded as possible contingencies in a specific area.
This type of retrofit control enables more tractable handling
of local contingencies, such as unexpected disturbances, in
the sense that each of the spatially local state deflections can
be suppressed in a distributed fashion. In fact, the notion of
intelligent Balancing Authorities [2], which corresponds to
the portfolios of appliances responsible for local area control,
is introduced to suppress the backbone propagation of faults
in power systems control. The proposed retrofit controller
is designed such that the entire closed-loop system with
the retrofit controller is stable for any preexisting controller
that stabilizes the preexisting control system. Furthermore,
we guarantee the improved transient responses of the entire
closed-loop system as improving the performance of a low-
dimensional local controller, which is involved in the retrofit
controller. These particular properties stem from the fact that
the retrofit controller can be designed independently of the
preexisting controller.

To design such a retrofit controller for transient response
improvement in this paper, we utilize a type of state-space
expansion, called hierarchical state-space expansion [3], [4].
The hierarchical state-space expansion utilizes a projection-
based model reduction technique [5] to generate a redun-
dant realization of interconnected systems having a cascade
structure that enables the distributed design [6] of retrofit
controllers. On the basis of this state-space expansion, we
theoretically show that the performance index of the transient
response control is improved by appropriately tuning the
retrofit controller whose dimension is considerably lower than
that of the whole system to be controlled.

As a demonstration of the effectiveness of our retrofit
control, we perform numerical simulation of the transient
stabilization in power systems control [1]. In this simula-
tion, while supposing the preexistence of a broadcast-type
feedback controller with a sampling and holding time, which
corresponds to a conventional controller for automatic gener-
ation control (AGC), we show that a low-dimensional local
controller retrofitted to the preexisting control system can
improve the transient response performance for a local fault
at a specific generator. Furthermore, we show the trade-off
relation between the dimension of retrofit controllers and their
control performance, with consideration of the allocation of
input and output ports for retrofit control.

To clarify our contribution, some references regarding con-
trol system design based on additional compensation are in
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order. In [7], a method to improve the transient response of
control systems is proposed on the basis of compensation by
an additional input signal and the selection of initial controller
states. In this method, by regarding the control system as
an autonomous system, the compensation is applied in a
feedforward manner; thus, feedback control for unknown dis-
turbances is not considered. On the other hand, [8] considers
a hierarchical control architecture, where a low-dimensional
model is used to construct an additional input signal such that
the error between the output of the model and its original
system converges to zero asymptotically. However, a hierar-
chical control system is not necessarily easy to implement in
practice because it assumes an exact model reduction, i.e., the
low-dimensional model can exactly reconstruct the original
system behavior the state feedback of the original system.

We give some references regarding control system design
on multiple spatiotemporal scales. From the viewpoint of time
scale separation, we see a similarity between the proposed
transient response control method and a control synthesis
method based on singular perturbation theory [9], [10]. In the
singular perturbation-based approach, an asymptotic expansion
is generally used to analyze the degradation of control perfor-
mance due to the approximation. By contrast, our approach
has the advantage in that, on the basis of the hierarchical
state-space realization having a tractable cascade structure,
we can analytically handle an approximation error of the
low-dimensional model. This redundant realization is different
from those used in [11], [12] in the sense that we use
state-space expansion to derive a cascade realization from
the viewpoints of controllability and observability, whereas
the existing works use it to approximately decouple inter-
connected systems only from the viewpoint of quasi block-
diagonalization. A preliminary version of this paper is found as
[13]. In comparison to that paper, this paper provides detailed
proofs of the theoretical results, as well as analysis of the
performance of the transient response control.

This paper is organized as follows. In Section II, with a
motivating example from AGC, we first formulate the design
problem of retrofit controllers for transient response improve-
ment in a discrete-time setting. Then, in Section III, after
providing an overview of a control system design approach
based on the hierarchical state-space expansion, we give a
solution to the retrofit controller design problem. In particular,
we show that the performance index of transient response
control is improved by suitably tuning the retrofit controller.
Section IV provides an example of the stabilization of fre-
quency variations in a power network. Finally, concluding
remarks are provided in Section V.

Notation: We denote the set of real values by R, the identity
matrix by I , the all-ones vector by 1 , the image of a matrix M
by imM , the kernel by kerM , a left inverse of a left invertible
matrix P by P †, the finite-horizon and infinite-horizon l2-
norms of a square-summable vector sequence ft by

‖ft‖l2[T ] :=

√∑T
t=0 ‖ft‖2, ‖ft‖l2 :=

√∑∞
t=0 ‖ft‖2,

the h2-norm of a stable proper transfer matrix G by

‖G(z)‖h2
:=
√

1
2π

∫ 2π

0
‖G(ejθ)‖2Fdθ,

107

110

104

Fig. 1. IEEE 118-bus test system composed of generators and loads. Each
generator is denoted by the symbol “G” and each load is denoted by the
symbols “↑” or “↓”. An index is assigned to each of the buses.

where ‖ · ‖F denotes the Frobenius norm, and the h∞-norm
of a stable transfer matrix G by

‖G(z)‖h∞ := sup
θ∈[0,2π]

‖G(ejθ)‖

where ‖ · ‖ denotes the induced 2-norm.
With N = {1, . . . , N}, we denote the block-diagonal matrix

having matrices Mi for i ∈ N on its diagonal blocks by

diag(M1, . . . ,MN ) = diag(Mi)i∈N.

For an index set I, we denote the matrix composed of the
column vectors of I associated with I by eI . A map F is
said to be a dynamical map if the triplet (xt, ut, yt) with yt =
F(ut) solves a system of difference equations

xt+1 = f(xt, ut), yt = g(xt, ut)

with some functions f and g, and an initial value x0.

II. PROBLEM FORMULATION

A. Motivating Example from Automatic Generation Control
Let us consider a power system composed of 54 generators

and 64 loads whose interconnection structure is given as the
IEEE 118-bus test system shown in Fig. 1. With the label set
of the generators denoted by G, we suppose that the dynamics
of each generator is described as a rotary appliance [14] of

θ̇i = ωi, miω̇i + diωi + biui + ei = 0, i ∈ G (1a)

where θi and ωi denote the phase angle and the frequency,
respectively, ei denotes the electric torque from other appli-
ances, and ui denotes the mechanical torque input signal. For
the generators, the values of mi and di are selected from the
ranges of [0.01, 1] and [0.007, 0.01], respectively. Furthermore,
as the measurement output signals, we suppose that the phase
angle θi and the frequency ωi of all generators are measurable.

Similar to the generator dynamics, denoting the label set of
the loads by L, we describe each load dynamics as a rotary
appliance of

θ̇i = ωi, miω̇i + diωi + ei = 0, i ∈ L (1b)
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Fig. 2. System responses for local fault at generator on Bus 107. The subfigures plot the frequencies and phase angles of all appliances whose line colors
(blue, green, and red) are compatible with those of the appliance groups in Fig. 1.

for which we select the values of mi and di from the same
ranges as those for generators. The interconnection among
generators and loads can be represented as

ei =
∑
j∈Ni Yi,j(θj − θi) (1c)

where Ni denotes the index set associated with the neigh-
borhood of the ith appliance and Yi,j denotes the admittance
between the ith and jth appliances, the value of which is
given in accordance with [15]. The entire power system (1) is
236-dimensional. In the following, we suppose that each state
variable of generators and loads is defined as a deviation from
desirable equilibria.

We consider a situation where a frequency control mech-
anism, called automatic generation control (AGC), has been
implemented for the stabilization of the power system; see
Section 9 in [16] for an overview of AGC. For the stabilization,
centralized secondary control is often implemented to an area
composed of multiple generators and loads. Let us suppose
a zero-order hold input and a sampled output for controller
implementation. Then, the centralized secondary control can
be represented as

ui(τ) = κai
∑
j∈G ωj(t∆t) + u′i(τ), τ ∈ [t∆t, (t+ 1)∆t)

(2)
where ∆t denotes the sampling period, t denotes the time
label, κ denotes a feedback gain, ai denotes a scaling factor,
and u′i denotes another input signal injected to the feedback
system. In AGC, the aggregated frequency deviation

∑
j∈G ωj

is called an area control error often denoted by ACE, and
the scaling factor ai is called a participation factor, which is
determined based on the level of contribution of the individual
generators to the total generation control [16], [17]. The
feedback gain κ is usually chosen in an empirical manner
such that the resultant closed-loop system is stable. Note that
(2) without u′i can be seen as a broadcast-type controller.

It should be noted that the broadcast controller (2) without
u′i cannot generally perform accurate control for individual
generators because its input and output signals do not distin-
guish them. In this sense, single use of the broadcast controller
is not generally satisfactory for reducing the impact of a fault,
such as a three-phase fault, at a particular bus. We model such
a local fault as an impulsive change in the initial phase angle

of a particular generator. More specifically, supposing that the
fault occurs at the αth generator that we focus on, we model
it as

(θα(0), ωα(0))T = δ0, α ∈ G (3)

where δ0 ∈ R2 is unknown. In Fig. 2(a), we plot the transient
state response supposing that a local fault occurs at the
generator on Bus 107; see Fig. 1 for its location. The sampling
period ∆t in (2) is set as 1 [sec], the feedback gain κ is set as
0.01, and u′i is set as zero. In this subfigure, the frequencies
and phase angles of all appliances are plotted. The colors
of lines are associated with the colors of generator and load
groups in Fig. 1. From this figure, we see that the oscillation of
frequencies and phase angles due to the local fault propagates
to other appliance groups, shown by the red and green lines.

To suppress the propagation of the impact of the local fault,
let us consider implementing an additional local controller that
produces the input signal u′i in (2) using a couple of generators
as a set of input and output ports. Let us denote the label set
of such input and output port generators by Jα. For example,
Jα can be selected as the generators on Busses 104, 107, and
110 in Fig. 1, which are close to the particular generator that
we focus on. In the subsequent analysis, we assume that a
label set Jα is prespecified for the local fault (3).

One simple approach to designing such an additional local
controller is to apply a standard controller design technique,
such as the linear quadratic regulator (LQR) design technique
and the H2/H∞-controller synthesis, where the feedback sys-
tem composed of the power system (1) and the broadcast con-
troller (2) is regarded as a controlled plant. More specifically,
representing u′i in (2) as

u′(τ) = eJα û(τ) (4a)

where u′ ∈ R|G| denotes the stacked vector of u′i, one can
design a dynamical controller that produces û ∈ R|Jα| as

û(τ) = Kα
(
eTJαω(t∆t)

)
, τ ∈ [t∆t, (t+ 1)∆t) (4b)

where ω denotes the stacked vector of ωi, and Kα denotes
the controller dynamical map. The form of (4a) implies that
u′i = 0 holds for all generators such that i 6∈ Jα, and (4b)
implies that the dynamical controller feedbacks the sampled
measurement of (ωi)j∈Jα . This simple approach is, however,
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not necessarily reasonable for a large-scale power system
because the dimension of the resultant controller is generally
comparable with that of the preexisting control system of inter-
est, i.e., the feedback system composed of the power system
(1) and the broadcast controller (2). Moreover, modification
of the broadcast controller, e.g., the tuning of the feedback
gain κ, may impose the redesign of (4), because the feedback
system involves (2) as a system parameter.

In reality, a power system controller is often designed based
on the model of an isolated area in a moderate size, where
the remaining area is modeled as an infinite bus [16]. Such
an isolated area model can be regarded as a low-dimensional
model of (1) obtained by neglecting the system properties
of the remaining area and the broadcast controller (2). More
specifically, let Ĝα ⊂ G and L̂α ⊂ L denote the label sets of
generators and loads belonging to the isolated area such that
Jα ⊂ Ĝα. Then, we can describe the low-dimensional model
as

θ̇i = ωi, miω̇i + diωi + biu
′
i + ei = 0, i ∈ Ĝα

θ̇i = ωi, miω̇i + diωi + ei = 0, i ∈ L̂α
(5a)

whose interconnection is represented as

ei =
∑
j∈N̂i Yi,j(θj−θi), N̂i :=

(
Ni ∩ (Ĝα ∪ L̂α)

)
. (5b)

This low-dimensional model can represent, for example, the
dynamics of the isolated area depicted by the dashed-line in
Fig. 1, where the input and output port generators on Busses
104, 107, and 110 are involved. The application of a standard
controller design technique to such a low-dimensional model
produces a low-dimensional controller in the form of (4).
However, the stability of the resultant closed-loop system is
not ensured in general. In fact, as shown in Fig. 2(b), a 36-
dimensional local controller designed by the linear quadratic
regulator (LQR) design technique induces the instability of
the closed-loop system. As demonstrated in this motivating
example, systematic transient response improvement with a
low-dimensional local controller is not generally straightfor-
ward.

B. Description in General Discrete-Time Systems Form

For the subsequent discussion, we describe the power sys-
tem (1) with the broadcast controller (2), which we call a
preexisting controlled system, in a general discrete-time linear
systems form. Without loss of generality, we suppose that the
generator label set G and the load label set L are given as

G = {1, . . . , N}, L = {N + 1, . . . , N +M}

where N := |G| and M := |L| denote the numbers of gen-
erators and loads, respectively. Furthermore, for convenience
of discussion, we suppose that each load is associated with a
generator, namely the load label set L is partitioned as

L = L1 ∪ · · · ∪ LN , Li ∩ Lj = ∅

where each Li is associated with a generator label i ∈ G. Note
that any partition can be allowed without loss of generality in

the following discussion. Then, defining the state vector and
the output signal of the ith subsystem as

xc
i :=

(
(θi, ωi)

T, (θj , ωj)
T
j∈Li

)T
, yc

i = ωi, (6)

respectively, we can represent the power system (1) as an
interconnected system whose ith subsystem has the form of{

ẋc
i = Ac

iix
c
i +

∑
j 6=iA

c
ijx

c
j +Bc

i u
c
i

yc
i = Cc

i x
c
i ,

(7)

which is ni := 2(1 + |Li|)-dimensional. The system matrices
Ac
ii, A

c
ij , B

c
i , and Cc

i are determined in accordance with the
system parameters and structures of (1), and the input signal
ui in (1a) is rewritten by uc

i for convenience. The entire
interconnected system is given as{

ẋc = Acxc +Bcuc

yc = Ccxc

where xc, uc, and yc denote the stacked vectors of xc
i , u

c
i , and

yc
i , respectively, Ac = (Ac

ij)i,j∈G and

Bc = diag(Bc
i )i∈G , Cc = diag(Cc

i )i∈G .

The local fault (3) is represented as xc
α(0) = e1:2δ0, with

e1:2 ∈ Rnα×2 denoting the first and second column vectors of
the nα-dimensional unit matrix. This leads to the domain of
initial conditions associated with the αth subsystem of interest,
denoted as

Xα :=
{
xc(0) : xc

α(0) = e1:2δ0, δ0 ∈ R2
}
, (8)

which is assumed to be available. Based on the discretization
with the sampling period ∆t in (2), we obtain the discrete-time
system

Σ :

{
xt+1 = Axt +But
yt = Cxt,

x0 ∈ Xα (9)

where the system matrices are given as

A := eA
c∆t, B :=

(∫∆t

0
eA

ctdt
)
Bc, C := Cc.

This satisfies xc(t∆t) = xt under the zero-order hold input

uc(τ) = ut, τ ∈ [t∆t, (t+ 1)∆t).

We denote the dimension of Σ by n.
For consistency with the composite input signal in (2) with

(4a), we describe the input signal ut in (9) as

ut = vt + eJα v̂t, (10)

where vt is produced by a preexisting controller and v̂t is
produced by a low-dimensional local controller. We assume
that a preexisting controller denoted by

K : vt = K(yt), (11)

where K denotes a controller dynamical map, has been imple-
mented to stabilize the interconnected system Σ in (9), namely

ψt+1 = A+BK(Cψt) (12)

is internally stable. Note that the broadcast controller (2)
without u′i is a special case where K is the static map given
as

K(yt) = κdiag(ai)i∈G11
Tyt.
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Our objective here is to design a low-dimensional local
controller that can improve the transient response of the
preexisting control system composed of (9), (10) and (11)
using v̂t in (10) as an input signal.

C. Low-Dimensional Retrofit Controller Design Problem

Consider a preexisting control system composed of Σ in
(9) and K in (11) under the composite input signal ut in (10),
where we do not assume a particular system structure resulting
from the power system example. Then, let us formulate a
design problem of a low-dimensional local controller that can
suppress the propagation of the impact of x0 belonging to the
prespecified domain Xα in (9), which we call the local state
deflection at the αth subsystem. In this paper, we refer to
such a low-dimensional local controller as a retrofit controller
associated with the local state deflection. Without loss of
generality, we assume that x0 is contained in the unit ball,
namely

x0 ∈ X̄α, X̄α := {x0 ∈ Xα : ‖x0‖ ≤ 1}. (13)

We suppose that v̂t in (10) is produced by the retrofit
controller in the composite form of

πα : v̂t = K̂α ◦ F̂α
(
eTJαyt, vt

)
(14)

where K̂α and F̂α denote dynamical maps to be designed.
The meaning of the composite dynamical map in (14) is
explained as follows. First, F̂α can be regarded as a dynamical
compensator that performs dynamical filtration of the local
output signal eTJαyt while measuring the input signal vt from
the preexisting controller K in (11). This compensator is
implemented to avoid unexpected interference between the
preexisting controller K and an additional controller, whose
dynamical map is denoted by K̂α. For the local state deflec-
tion (13), the design of K̂α is performed based on a low-
dimensional model of (9) described as

Ξ̂α :

{
ξ̂t+1 = Âαξ̂t + B̂αv̂t
ŷt = Ĉαξ̂t,

ξ̂0 ∈ X̂α, (15)

where the system matrices Âα, B̂α, and Ĉα as well as the
initial condition domain X̂α can be seen as a set of model
parameters. More specifically, K̂α is designed such that the
closed-loop dynamics

ξ̂t+1 = Âαξ̂t + B̂αK̂α(Ĉαξ̂t) (16)

is internally stable and the control performance criterion

‖ξ̂t‖l2 ≤ ε, ∀ξ̂0 ∈ X̂α (17)

is satisfied with a given tolerance ε. We remark that one simple
example of Ξ̂α in (15) can be found as in (5), but there is a
degree of freedom to find a more suitable low-dimensional
model for the design of K̂α. From this viewpoint, the set of
Âα, B̂α, Ĉα, and X̂α in (15) can be seen as a design parameter
to construct the retrofit controller πα in (14).

On the basis of the formulation above, we address the
following retrofit controller design problem.

Problem: Consider a preexisting control system composed
of Σ in (9) and K in (11) under the composite input signal ut

in (10). Find a retrofit controller πα in (14) associated with the
local state deflection (13) such that the following specifications
are satisfied:
(i) For a low-dimensional model Ξ̂α in (15), if K̂α is

designed such that the closed-loop dynamics (16) is inter-
nally stable, then the entire closed-loop system composed
of Σ, K, and πα is internally stable for any K such that
the closed-loop dynamics (12) is internally stable.

(ii) If (17) is satisfied with a given tolerance ε, then it follows
that

‖xt‖l2 ≤ γKε, ∀x0 ∈ X̄α (18)

where γK denotes a constant that is dependent on the
design of K but not dependent on the design of πα.

(iii) The dimensions of both K̂α and F̂α are less than a given
tolerance number n̂ such that n̂ ≤ n.

Specification (i) is relevant to the capability that we can
design the retrofit controller independently of the preexisting
controller design. More specifically, the design procedure
of πα does not require information on the system model
of K in (12), while the input signal vt from K is only
used for implementation. Specification (ii) is relevant to the
transient response improvement for the local state deflection.
As designing a dynamical map K̂α such that (17) is satisfied
for a smaller tolerance ε, we can attain transient response
improvement in the sense of the upper bound (18). Specifi-
cation (iii) is relevant to reducing computational costs for the
design and implementation of the retrofit controller. Note that,
even though one may be able to design a low-dimensional
controller by regarding the preexisting control system as a
controlled plant, the resultant low-dimensional controller does
not generally satisfy Specifications (i) and (ii). This is because
the resultant low-dimensional controller should be a function
of the preexisting controller, meaning that the low-dimensional
controller is required to be redesigned when a preexisting
controller is modified.

This retrofit control is practically reasonable in the sense
that several local state deflections at respective subsystems
can be handled by individual retrofit controllers, which can
be predesigned independently. In Section III, supposing that
Jα is given in advance, we perform theoretical analysis to
solve the retrofit controller design problem. Then, through
numerical simulation in Section IV, we investigate how the
selection of Jα, as well as the dimension of πα, affects the
transient response improvement for the local state deflection.
In the numerical simulation, we show the trade-off relation
between the dimension of retrofit controllers and their control
performance.

III. RETROFIT CONTROL SYSTEM DESIGN

A. Controller Design Via Hierarchical State-Space Expansion

In this subsection, we provide an overview of the control
system design approach based on state-space expansion, called
hierarchical state-space expansion. It will be found that this
state-space expansion is a key to solving the retrofit controller
design problem in Section II. In the following, for simplicity of
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notation, we omit the subscript α, e.g., πα and Jα are denoted
by π and J , as long as there is no chance of confusion.

For the interconnected system Σ in (9) with the composite
input signal ut in (10), we first show the following fact relevant
to retrofit controller design.

Proposition 1: Let n̂ be a natural number such that n̂ ≤ n.
For a left invertible matrix P ∈ Rn×n̂ and its left inverse
P † ∈ Rn̂×n, define

Â := P †AP, B̂ := P †BeJ , Ĉ := eTJCP. (19)

Consider the cascade interconnection of systems

Σ :

{
xt+1 = Axt +B(vt + eJ v̂t)
yt = Cxt

Σ̂ :

{
x̂t+1 = Âx̂t + P †Bvt + Γxt
ŷt = eTJ yt − Ĉx̂t

(20)

where Γ := P †A− ÂP †. Assume that

imBeJ ⊆ imP, kerP † ⊆ ker eTJC. (21)

Then, the feedback system of Σ and Σ̂ interconnected by

K : vt = K(yt), K̂ : v̂t = K̂(ŷt) (22)

is internally stable for any combination of feedback controllers
K and K̂ if and only if each of the disjoint feedback systems

ψt+1 = Aψt +BK(Cψt), ξ̂t+1 = Âξ̂t + B̂K̂(Ĉξ̂t) (23)

is internally stable.

Proof: The feedback system of Σ and Σ̂ in (20) under
the interconnection of (22) is given by{

xt+1 = Axt +BK(Cxt) +BeJ K̂(eTJCxt − Ĉx̂t)
x̂t+1 = Âx̂t + P †BK(Cxt) + Γxt.

From (21), it follows that

PB̂ = BeJ , ĈP † = eTJC.

Considering the coordinate transformation of

ξt = P P
†
xt + Px̂t, ξ̂t = P †xt − x̂t,

whose inverse is given by

xt = ξt + P ξ̂t, x̂t = P †ξt, (24)

where PP † + P P
†

= I , we have{
ξ̂t+1 = Âξ̂t + B̂K̂(Ĉξ̂t)

ξt+1 = A(ξt + P ξ̂t)− PÂξ̂t +BK(C(ξt + P ξ̂t)).
(25)

This closed-loop system can be seen as the cascade system{
ξ̂t+1 = Âξ̂t + B̂v̂t
ξt+1 = Aξt +Bvt + (AP − PÂ)ξ̂t

(26)

with the controllers of

K : vt = K(C(ξt + P ξ̂t)), K̂ : v̂t = K̂(Ĉξ̂t), (27)

which are equivalent to K and K̂ in (22). Note that, owing
to the cascade structure of (25), it is internally stable for any

coordinate

Actual realization Transformed realization

trans.

Fig. 3. Signal-flow diagrams of actual and transformed dynamics.

combination of K and K̂ if and only if both systems in (23)
are internally stable. Hence, the claim is proven.

In Proposition 1, the feedback controller K in (22) corre-
sponds to the preexisting controller K in (11) that stabilizes
the interconnected system Σ in (20). On the other hand, K̂ in
(22) can be regarded as an additional controller that stabilizes
the low-dimensional model given by Â, B̂, and Ĉ. Note that
the redundant state equation (20) is equivalently transformed
to the cascade state equation (26) by the coordinate transfor-
mation (24). The essence of the state-space expansion is that
the sum of the states ξt and ξ̂t in (26) coincides with the state
xt in (20). From this viewpoint, the control system design for
the transformed dynamics (26) makes sense also for the actual
dynamics Σ in (9). We refer to this state-space expansion of
Σ, which yields the cascade system (26), as the hierarchical
state-space expansion.

The relation between the actual and transformed systems
with the controllers K and K̂ in (22) is depicted in Fig. 3,
where the dynamics of ξ̂t and ξt in (26) are denoted by Ξ̂
and Ξ, respectively. From this figure, we see that Σ̂ in (20)
can be regarded as a compensator that performs dynamical
filtration of the output signal yt sent to the additional controller
K̂. Because the feedback system on the right of Fig. 3 is
composed of the cascade of two feedback systems, stability
analysis and control performance analysis can be performed in
a systematic manner. In this sense, the hierarchical state-space
expansion has good compatibility with the retrofit controller
design.

It should be noted that, for the implementation of the com-
pensator Σ̂ in (20), we require an additional output signal Γxt
measured from the interconnected system Σ, unless P = I
that leads to Γ = 0. In general, such a particular signal is not
available due to the limitations of practical sensor allocations.
To eliminate this unrealistic hypothesis, we show the following
fact based on unobservable subspace matching, attained by
selecting P as being compatible with the output ports of J .

Proposition 2: Consider the compensator Σ̂ in (20) and let
ŷ′t denote the output signal ŷt when xt = 0 is imposed for all
t ≥ 0. For a natural number τ , if

kerP † ⊆ ker


eTJC
eTJCA

...
eTJCA

τ−1

 , (28)
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then it follows that

ŷt = ŷ′t, t = 0, 1, . . . τ − 1 (29)

for any sequences of vt, xt, and yt.
Proof: From (28), we see that

eTJCA
kPP † = eTJCA

k, k = 0, 1, . . . , τ − 1.

Using this relation iteratively, we have
t∑

k=1

ĈÂk−1Γxt−k =

t∑
k=1

(eTJCA
k − eTJCAk)xt−k = 0

for all t = 0, 1, . . . , τ−1. This implies that the input-to-output
map of Σ̂ from xt to Ĉx̂t is zero within the finite-time interval.
Thus, the claim follows.

Proposition 2 shows that, if we select P such that (28) holds,
then the implementation of the compensator Σ̂ in (20) does not
require the additional output signal Γxt within the finite-time
interval, as in (29). Note that (28) represents the condition of
unobservable subspace matching, which leads to

Ĉx̂t = eTJCxt, t = 0, 1, . . . , τ − 1,

where each x̂t and xt obeys the dynamics of

x̂t+1 = Âx̂t + P †Bvt, xt+1 = Axt +Bvt

with x̂0 = P †x0 and a sequence of vt. This output matching
is crucial for observer design based on the low-dimensional
model. The value of τ , which is relevant to the rank of P ,
is one of design parameters in the retrofit controller design
described below.

B. Retrofit Controller Design with Performance Analysis

In this subsection, on the basis of Propositions 1 and 2,
we give a solution to the retrofit controller design problem
in Section II. It will be found that the retrofit controller π in
(14) is obtained as the composite dynamics of Σ̂ and K̂ in
Proposition 1.

As shown in Proposition 2, if (28) holds, the input-to-output
map from Γxt to ŷt of Σ̂ in (20) is zero within the finite-time
interval [0, τ). This implies that, during the time interval, Σ̂
can be implemented as

Σ̂ :

{
x̂t+1 = Âx̂t + P †Bvt
ŷt = eTJ yt − Ĉx̂t,

(30)

which corresponds to a state-space realization of the dynamical
map F̂α in (14). In order to be compatible with the time
interval, let us consider giving the state-space realization of
K̂ in (22) as a switching state feedback controller that is
based on a finite-time output feedback observation. This can
be described as

K̂ :

{
ẑt+1 = Âẑt + B̂v̂t + σtĤ(ŷt − Ĉẑt)
v̂t = σtF̂ ẑt + (1− σt)Ĝẑt

(31)

where F̂ , Ĝ, and Ĥ denote feedback gains designed below,
and σt denotes the switching signal given by

σt =

{
1, t = 0, 1, . . . , τ − 1
0, otherwise.

(32)

The dynamics of ẑt aims at calibrating the observation error
based on the finite-time output feedback associated with σt
in (32). The switching controller K̂ in (31) corresponds to a
state-space realization of the dynamical map K̂α in (14). Thus,
the retrofit controller π in (14) is represented as

π :


x̂t+1 = Âx̂t + P †Bvt
ẑt+1 = Âẑt + B̂ŵt + σtĤ

{
eTJ yt − Ĉ(ẑt + x̂t)

}
v̂t = σtF̂ ẑt + (1− σt)Ĝẑt.

(33)

This can be seen as the composite dynamics of Σ̂ in (30) and
K̂ in (31), which are both n̂-dimensional.

For selection of the image of P , let us consider

X + im [BeJ ABeJ · · · Aν−1BeJ ] ⊆ imP, (34)

where X is the available domain of the local state deflection
(13), and the value of ν can be regarded as another design
parameter. Note that

im [BeJ ABeJ · · · Aν−1BeJ ] ⊆ imP,

is sufficient to the left condition in (21), and it corresponds to
the controllable subspace matching condition, which leads to

P ẑt = xt, t = 0, 1, . . . , ν,

where each ẑt and xt obeys the dynamics of

ẑt+1 = Âẑt + B̂v̂t, xt+1 = Axt +BeI v̂t

with ẑ0 = 0, x0 = 0, and a sequence of v̂t. This controllable
subspace matching is crucial for the transient response im-
provement based on the low-dimensional model. On the other
hand, the inclusion

X ⊆ imP, (35)

implies that, for any value of x0 ∈ X , there exists some ξ̂0
such that

x0 = P ξ̂0. (36)

This implies that ξ0 = 0 in (24), or equivalently, the initial
condition of Σ̂, involved in (33), is to be given as x̂0 = 0.
Note that ξ̂0 is supposed to be unknown. Thus, its dynamical
evolution is to be estimated by the aforementioned finite-time
output feedback observer. Generalization to the case where
X 6⊆ imP will be given in Section III-D.

For the switching controller K̂ in (31), the closed-loop
dynamics in the right of (23) is stable if Â is stable and the
feedback gain Ĝ is given such that Â+ B̂Ĝ is stable. Under
these suppositions, Proposition 1 shows that the feedback
system composed of the interconnected system Σ in (9), the
preexisting controller K in (11), and the retrofit controller
π in (33) is internally stable, i.e., Specification (i) in the
retrofit controller design problem is attained. We remark that
the choices of F̂ and Ĥ are not dependent on the closed-loop
system stability because the feedback control with these gains
is switched off for t ≥ τ , but they are relevant to the transient
response improvement relevant to Specification (ii).

For Specification (ii), let us determine the design criteria
for the feedback gains F̂ , Ĝ, and Ĥ in (33). Consider the
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n̂-dimensional model Ξ̂ in (15), whose system matrices are
given as in (19). The initial condition domain X̂ is given as

X̂ = {P †x0 ∈ Rn̂ : x0 ∈ X̄}. (37)

We analyze the l2-norm of ξt under the implementation of
the switching controller K̂ in (31). To this end, we suppose
that the feedback gains F̂ and Ĥ are designed such that the
closed-loop dynamics[

ξ̂t+1

ẑt+1

]
=

[
Â B̂F̂

ĤĈ Â+ B̂F̂ − ĤĈ

] [
ξ̂t
ẑt

]
(38)

satisfies the finite-horizon criteria of

‖ξ̂t − ẑt‖l2[τ−1] ≤ γ1, ‖ξ̂τ − ẑτ‖ ≤ δ1,
‖ẑt‖l2[τ−1] ≤ γ2, ‖ẑτ‖ ≤ δ2,

∀ξ̂0 ∈ X̂(39)

with given tolerances γ1 and γ2, which are relevant to the
finite-time l2-norm, and δ1 and δ2, which are relevant to the
terminal states at t = τ . On the other hand, Ĝ is designed
such that the closed-loop dynamics

ẑ′t+1 = (Â+ B̂Ĝ)ẑ′t (40)

satisfies the infinite-horizon criterion of

‖ẑ′t‖l2 ≤ γ3, ∀ẑ′0 ∈ U (41)

with a given tolerance γ3, where U denotes the unit ball. See
Section III-C below for a way to find desirable F̂ , Ĝ, and
Ĥ . In this formulation, the following performance analysis is
performed.

Lemma 3: Consider the closed-loop system composed of
the n̂-dimensional model Ξ̂ in (15) and the switching controller
K̂ in (31), whose system matrices are given as in (19). If the
feedback gains F̂ , Ĝ, and Ĥ in (33) are designed such that
(39) and (41) hold, then (17) is satisfied with

ε =
√

(γ1 + γ2)2 + (
√
q0δ1 + γ3δ2)2 (42)

where q0 > 0 denotes the maximal eigenvalue of the positive
definite matrix Q such that

ÂTQÂ+ I = Q. (43)

Proof: Let êt := ξ̂t− ẑt denote the observation error. The
closed-loop system of interest is equivalent to[

êt+1

ẑt+1

]
=

[
Â− ĤĈ 0

ĤĈ Â+ B̂F̂

] [
êt
ẑt

]
(44)

during the time interval of t ∈ [0, τ) and[
êt+1

ẑt+1

]
=

[
Â 0

0 Â+ B̂Ĝ

] [
êt
ẑt

]
(45)

for t ≥ τ . Note that the l2-norm of ξ̂t is decomposed as

‖ξ̂t‖2l2 =

τ−1∑
t=0

‖ξ̂t‖2 +

∞∑
t=τ

‖ξ̂t‖2 = ‖ξ̂t‖2l2[τ−1] + ‖ξ̂′t‖2l2

where ξ̂′t := ξ̂t+τ . For the first term, we see from (39) that

‖ξ̂t‖l2[τ−1] = ‖(ξ̂t − ẑt) + ẑt‖l2[τ−1] ≤ γ1 + γ2, ∀ξ̂0 ∈ X̂ .

In a similar manner, the second term is bounded as

‖ξ̂′t‖l2 ≤ ‖ê′t‖l2 + ‖ẑ′t‖l2

where ê′t := êt+τ and ẑ′t := ẑt+τ . Note that the norm of
ẑ′0 = ẑτ is bounded as in (39). Thus, (41) implies that

‖ẑ′t‖l2 ≤ ‖ẑτ‖ sup
ẑ′0∈U

‖ẑ′t‖l2 = γ3δ2, ∀ξ̂0 ∈ X̂ .

On the other hand, for the observability Gramian Q in (43)
associated with the pair (I, Â), we see that

sup
ê′0∈U

‖ê′t‖2l2 = sup
ê′0∈U

{
(ê′0)TQê′0

}
= q0.

Because the norm of ê′0 = ξ̂τ − ẑτ is bounded as in (39), we
have

‖ê′t‖2l2 = ‖ξ̂τ − ẑτ‖ sup
ê′0∈U

‖ê′t‖l2 ≤
√
q0δ1, ∀ξ̂0 ∈ X̂ .

This proves the claim.

Lemma 3 shows that the upper bound ε in (17) can be found
as a monotone increasing function of the upper bound values
γ1, γ2, γ3, δ1, and δ2 in (39) and (41). This implies that, if we
design the feedback gains F̂ , Ĝ, and Ĥ as decreasing these
upper bound values, then we can decrease the resultant value
of ε in the sense of (42). Note that the observer initial condition
ẑ0 can be fixed as an arbitrary value, which corresponds to an
initial guess of ξ̂0. The dynamics of ẑt evolves as decreasing
the observation error êt in (44) and (45) based on the finite-
time output feedback of eTJ yt. In particular, provided that ẑ0 =

ξ̂0, (44) and (45) are reduced to the state-feedback system

ẑt+1 = (Â+ B̂F̂ )ẑt, êt = 0 (46)

where F̂ = Ĝ is supposed. Thus, the value ε in (42) can be
replaced with the upper bound value of

‖ẑ′t‖l2 ≤ ε, ∀ẑ0 ∈ X̂

for the state-feedback system (46).
For simplicity, let us assume that the preexisting controller

K in (11) is given as a static controller denoted by

K : vt = Fyt, (47)

which guarantees the stability of

AK := A+BFC. (48)

Generalization to the case of dynamical preexisting controllers
will be discussed in Section III-D. Then, we state the following
theorem relevant to Specification (ii).

Theorem 4: Under the composite input signal ut in (10),
consider the entire closed-loop system composed of the inter-
connected system Σ in (9), the preexisting static controller K
in (47) and the retrofit controller π in (33). If the feedback
gains F̂ , Ĝ, and Ĥ in (33) are designed such that (39) and
(41) hold, then (18) holds with ε in (42) and

γK :=
∥∥(zI −AK)−1(AK − PP †A)P + P

∥∥
h∞

(49)

where AK is defined as in (48).
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time

Fig. 4. Sequential implementation procedure of retrofit control.

Proof: From (24), we see that

‖xt‖l2 = ‖ξt + P ξ̂t‖l2 = ‖H(ξ̂t) + P ξ̂t‖l2 (50)

where the dynamical map H corresponds to the dynamics of
ξt in (26) with the control input vt in (27), given by

ξt+1 = AKξt + (AK − PP †A)P ξ̂t, ξ0 = 0.

Considering the z-transformation of xt, we have

‖xt‖l2 = ‖WK(z)ξ̂(z)‖h2
≤ ‖WK(z)‖h∞‖ξ̂(z)‖h2

, (51)

where ξ̂(z) denotes the z-transform of ξ̂t and

WK(z) := (zI −AK)−1(AK − PP †A)P + P. (52)

From Lemma 3, we see that

‖ξ̂(z)‖h2
= ‖ξ̂t‖l2 ≤ ε, ∀ξ̂0 ∈ X̂ .

Thus, (50) is bounded as in (18).

In Theorem 4, we see that γK in (49) is independent of the
feedback gains F̂ , Ĝ, and Ĥ . Thus, as long as we appropriately
tune the feedback gains such that ε in (42) is decreased, the
transient response improvement for the local state deflection
is achieved in the sense of the bound (18). Our systematic
performance analysis is fully reliant on the hierarchical state-
space expansion in Section III-A.

Notice that the compensation signal Ĉx̂t in the dynamics of
ẑt in (33) is used only within the finite-time interval associated
with σt. Thus, the computation of the dynamical evolution of
x̂t, i.e., the implementation of Σ̂ in (30), can be removed after
t = τ . In this sense, the compensator Σ̂ in (30), involved in
the retrofit controller π in (33), can be regarded as a temporal
memory for dynamical filtration of eTJ yt. Fig. 4 depicts the
sequential implementation procedure of π.

Let us remark on transient response improvement in com-
parison with the preexisting control system before the retrofit
control. For simplicity, let us consider the case of ẑ0 = ξ̂0,
i.e., the state-feedback case of (46), which leads to

‖xt‖l2 =
∥∥WK(z)

(
zI − (Â+ B̂F̂ )

)−1
ξ̂0
∥∥
h2
, (53)

where WK is defined as in (52). In this representation, it
turns out that the l2-norm of xt without the retrofit control
corresponds to the case of F̂ = 0. Because the minimization
of (53) is a standard LQR design problem, we see that there
exists a feedback gain F̂ such that the l2-norm performance
specification is improved (or at least a feedback gain does
not make it worse). Even though, in principle, we can always

find a minimizer F̂ as long as we know WK , the minimizer
depends on the parameters of the preexisting control system.
To avoid redesigning π according to the modification of K, it
would be reasonable to suppress the upper bound as in (51).
The design scheme of π corresponds to an extreme case where
WK is supposed to be the all-pass system γKI .

C. Remarks on Implementation

We provide several remarks on the implementation of
retrofit controllers. The first is relevant to the trade-off re-
lation between the dimension of retrofit controllers and their
control performance. The rank of P , which is identical to the
dimensions of Σ̂ in (30) and K̂ in (31), can be regarded as
a design criterion to regulate the degree of transient response
improvement. Indeed, as seen from (28), the value of τ is
necessarily less than the rank of P . Recall that τ corresponds
to the width of the time interval, within which the specified
output signal eTJ yt is fedback to the retrofit controller in order
to decrease the observation error ξ̂t− ẑt. As a dual argument,
the rank of P is also relevant to the value of ν in (34),
which corresponds to the dimension of the subspace that is
controllable by the retrofit controller. Thus, there is a trade-off
relation between the dimension and the control performance,
which will be shown by numerical simulation in Section IV.

Next, we give a remark on finding feedback gains F̂ , Ĝ, and
Ĥ such that the design criteria (39) and (41) are satisfied. The
problem of finding Ĝ corresponds to a standard LQR design
problem, whose optimal solution can be found via a convex
program, e.g., solving a system of linear matrix inequalities
[18]. On the other hand, because the problem of finding F̂
and Ĥ corresponds to a finite-horizon control problem, to
find an optimal solution is not very simple, but a sufficient
solution can be found by applying an existing method such as
in [19]–[21]. Note that, even though these existing methods
may produce time-variant (or state-dependent) feedback gains,
generalization of K̂ in (31) to such a time-variant feedback
controller is straightforward because Proposition 1 is valid for
any dynamical controller K̂ stabilizing the closed-loop system
in the right of (23). More generally, the dynamics of K̂ in
(31) during the time interval [0, τ) can be replaced with any
observer-based feedback controller{

ẑt+1 = f̂t(ẑt, ŷt)
v̂t = ĝt(ẑt)

such that the criteria of (39) are satisfied for the n̂-dimensional
model Ξ̂ in (15).

For an algorithm to find P such that (28) and (34) hold, the
following biconjugation process can be used. Denote some
desirable coordinates by the sets of vectors ui and vi, which
are given in advance. Our objective here is to find P such that

imP = span{u1, . . . , uk}, kerP † = span{v1, . . . , vk}⊥,

where ⊥ indicates the orthogonal complement. To this end,
we consider the biconjugation process given by

pi := ui −
i−1∑
j=1

uTi qj
pTj qj

pj , qi := vi −
i−1∑
j=1

pTj vi

pTj qj
qj , (54)
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for which we give p1 := u1 and q1 := v1. In [22], it is shown
that pTi qj = 0 holds for all i 6= j, or equivalently

QTP = D, D := diag(pT1 q1, . . . , p
T
kqk)

where P := [p1 · · · pk] and Q := [q1 · · · qk]. Furthermore, it
follows that

imP = span{u1, . . . , uk}, imQ = span{v1, . . . , vk}.

Thus, this leads to P of interest, whose left inverse is given
as P † = D−1QT.

This biconjugation process is closely related to the two-
sided Lanczos procedure in the Krylov projection [5], which
is used to compute the eigenvalues of large matrices as well
as for model reduction. Unfortunately, due to the fact that
the eigenvalues of Â in (19) are uniquely determined by the
selection of the image of P and the kernel of P †, the process
in (54) does not necessarily produce a stable matrix Â, whose
stability has been assumed in the retrofit controller design.
To resolve this difficulty, as long as Σ in (9) is originally
stable, it can be expected that a stable approximant would
be obtained when we increase the dimension of Â, because
the eigenvalue distribution of Â tends to approximate that of
A. The validity of this expectation will be demonstrated in
Section IV numerically. Devising a systematic way to find a
stable minimal approximant is currently under investigation.

D. Generalization

We provide several guidelines for generalizing our retrofit
controller design method. In Section III-B, we have assumed
that the domain of the local state deflection, denoted by X ,
satisfies the inclusive relation in (35), which allows the decom-
position in (36). To relax this assumption, let us consider the
case of X 6⊆ imP . Note that, even in this case, the stability
of the entire feedback system is still guaranteed because the
closed-loop system is made internally stable. In addition,
control performance analysis alternative to Theorem 4 can be
carried out in a similar manner. This is explained as follows.
Because the sum of the images of P and P covers the whole
space, there exist some ξ̂0 and ξ̂′0 such that

x0 = P ξ̂0 + P ξ̂′0

for any value of x0. This corresponds to a generalized version
of (36). Then, we can obtain a bound alternative to (18) as

‖xt‖l2 ≤ ‖AtKP ξ̂′0‖l2 + γKε, ∀x0 ∈ X̄ .

This implies that the state of P ξ̂′0, i.e., the component of
x0 lying in the image of P , can never be controlled by the
retrofit controller π in (33), whose controllable subspace is
determined by the image of P . Therefore, to improve the
transient response for the local state deflection, it is desirable
that the norm of P ξ̂′0 be as small as possible, or equivalently,
that X is covered by the image of P as much as possible.
Note that the image of P is a function of the selection of
J as shown in (34). Similar to this, the selection of J is
also relevant to decreasing the observation error ξ̂t− ẑt. From
this viewpoint, we can see that the explicit association of the
domain X with the selection of J is essential to improving

the control performance. This aspect will also be demonstrated
in Section IV. We remark that the theoretical analysis above
can be simply generalized to the case where the input ports
and the output ports are not identical.

Furthermore, in Theorem 4, we have assumed that the
preexisting controller is static and its sampling and holding
times are equal to the sampling time of Σ, denoted by ∆t.
To relax these assumptions, notice that Proposition 1 is valid
for any dynamical controller K, regardless of its dimension,
its sampling and holding times, and other details. Thus, we
can straightforwardly generalize the arguments in Theorem 4
to the case where a preexisting controller is dynamical and its
sampling and holding times are larger than ∆t. More specif-
ically, by denoting the sampling time by m∆t, a dynamical
preexisting controller can be described as

K :

{
ηm(t+1) = Gηmt +Hymt
wmt = Fηmt

(55)

whose input holding is represented as

vmt = vmt+1 = · · · = vm(t+1)−1 = wmt.

The controller parameters are designed such that[
Am

[
B AB · · · Am−1B

]
F

HC G

]
is stable. In fact, replacing the value of γK in (49) with that
corresponding to the dynamical version of K in (55), we
can perform control performance analysis similar to that in
Theorem 4.

Finally, let us consider the case where two different retrofit
controllers, denoted as πα and πβ , are simultaneously im-
plemented to the preexisting control system. The resultant
composite input signal, corresponding to a generalized version
of (10), can be represented as

ut = vt + eJα v̂t + eJβ v̂
′
t,

where v̂t and v̂′t denote input signals from πα and πβ to the
input ports associated with Jα and Jβ , respectively. Let us
regard π in (33) as πα. In this formulation, what we have to
modify for πα is to replace the input signal vt with vt+eJβ v̂

′
t

in the dynamics of x̂t. Clearly, πβ can be designed in a manner
similar to that of πα. Generalization to the case of more than
two retrofit controllers can be done in the same way.

IV. NUMERICAL EXPERIMENTS

For the power system (1) with the broadcast controller (2)
in Section II-A, we consider designing the proposed retrofit
controller to improve the control performance for a local fault
at the generator on Bus 107. In the following discussion, we
compare the response of the retrofit control system by varying
the input and output ports, i.e., Jα, as well as the dimension
of the retrofit controller, i.e., the rank of P . In particular, for
comparison with regard to the allocation of input and output
ports, we consider three cases: (i) one generator on Bus 107
is used, (ii) two generators on Busses 107 and 110 are used,
and (iii) three generators on Busses 104, 107, and 111 are
used; see Fig. 1 for the locations of the specified generators.
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Fig. 5. The values of ‖ωt‖l2 and ‖θt‖l2 versus the rank of P .

The retrofit controller provides individual input signals to the
specified generators while measuring their average frequency
as an output signal. The feedback gains F̂ = Ĝ and Ĥ in
(31) are designed by the LQR design technique, in which
we consider minimizing a quadratic cost with respect to P ξ̂t,
which corresponds to the state variable associated with the
local state deflection.

We consider giving the initial value ẑ0 in (33) as

ẑ0 = P †x̃0

where x̃0 denotes a guess of the local state deflection x0.
Note that if it is possible to give the guess as x̃0 = x0, then
we have ẑ0 = ξ̂0, which corresponds to the ideal situation
where complete information of the state deflection is available.
Complying with the supposition that only the frequency of
the generators is measurable, we associate the elements of x̃0

only with the generator frequency identical to those of x0. On
the other hand, because the elements of x̃0 associated with
the phase angles are not measurable, they are supposed to be
zero. Based on this, we simulate a situation of ẑ0 6= ξ̂0. The
observation error ξ̂t − ẑt is to be dynamically decreased by
the finite-time output feedback of eTJ yt in (33).

In Fig. 5, we plot the values of ‖ωt‖l2 and ‖θt‖l2 ver-
sus the rank of P , which determines the dimension of the
retrofit controller. The lines with asterisks, squares, and circles
correspond to the cases of (i), (ii), and (iii), respectively.
Because Â in (19) is not necessarily stable for all P , we plot
the values only when Â is stable. Furthermore, to make the
comparison fair, we adjust the scales of weighting matrices
in the LQR design technique such that the norms of resultant
input signals are comparable. From the figure, we find that
the values of ‖ωt‖l2 and ‖θt‖l2 tend to decrease, i.e., the
control performance improves, as the rank of P increases.
Furthermore, we see that the indices of control performance
reach some particular limits, denoted by the dashed lines,
which are obtained when P is of the maximal rank, i.e., P = I .
This result suggests that we should determine the dimension,
as well as the allocation of input and output ports of retrofit
controllers, while also considering the trade-off relation with
respect to control performance.

For the cases of (i) and (iii), we plot the resultant system

responses with the retrofit control in Figs. 6(a) and (b), where
we use P being of rank 39 and 36 for (i) and (iii), respectively.
From these figures, we see that the transient responses improve
as we increase the number of input and output ports for retrofit
control. Furthermore, the propagation of the local fault to
other appliance groups are well suppressed in comparison
to Fig. 2(a), where we use only the preexisting broadcast
controller. In fact, the resultant values of ‖ωt‖l2 and ‖θt‖l2
are 3.88 and 4.99 in (i), and 2.19 and 2.76 in (iii), which are
less than 8.67 and 15.96 found for the preexisting broadcast
control. These results demonstrate the effectiveness of our
retrofit control.

V. CONCLUDING REMARKS

In this paper, on the basis of the hierarchical state-space
expansion, we have proposed a low-dimensional retrofit con-
troller design method for interconnected linear systems. The
proposed method is practically reasonable in the sense that a
set of local faults can be handled by a set of particular retrofit
controllers, which can be predesigned individually. Further-
more, we do not need to redesign a preexisting controller
that focuses on accomplishing an objective from a global
viewpoint. The efficiency of the proposed method has been
shown through an example of power systems control.

In the controller design based on the hierarchical state-
space expansion, a projection-based model reduction method
is utilized to extract a low-dimensional model that is controlled
by the retrofit controller. Because the sizes of controllable
and unobservable subspaces of the low-dimensional model
increase as the model dimension increases, a trade-off relation
is found between the dimension and the control performance
for local state deflections. Furthermore, the dimension and
control performance are both relevant to the allocation of input
and output ports for retrofit controllers. A theoretical analysis
to appropriately determine input and output port allocation,
associated with individual state deflection scenarios, as well
as the dimension of the retrofit controller is a future work to
pursue.
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