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Antenna Gain Against Interference in CDMA
Macrodiversity Systems

Halim Yanikomeroglu, Member, IEEE,and Elvino S. Sousa, Senior Member, IEEE

Abstract—In a multiantenna system, there is a potential an-
tenna gain against interference, in addition to the diversity gain
achieved against fading. It is well known that in order to attain
most of the diversity gain (against fading), the antenna elements
should be placed apart with a distance (many times) greater than
the wavelength= [speed of light] [frequency] of the carrier. The
results presented in this paper indicate that in order to attain most
of the antenna gain (against interference) in the reverse-link of
finite-bandwidth interference-limited CDMA systems, the inter-
antenna distance should be (many times) greater than a new pa-
rameter which is defined as the chiplength = [speed of light]
[chip rate] of the spreading code.

Index Terms—CDMA, interference analysis, macrodiversity,
multiantennas, wireless communications.

I. INTRODUCTION

T HE CDMA1 reverse-link capacity of a network of antenna
elements (AEs) is investigated in [1]. It is reported there

that the capacity increases linearly with the number of AEs and
it is further stated that this linear gain is valid irrespective of
the user2 and AE positions (as long as neither AEs nor users
are located at the same point).3 This result is obviously very
important due to its fundamental nature.

The assumptions, under which the above reported result (that
the capacity can be increased linearly without a bound simply
by placing more AEs anywhere in the service region) is valid,
need to be investigated carefully, since such a remarkable per-
formance return sounds, even intuitively, too good to be true in
a practical system.
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1In this paper, the term CDMA is used to denote DS-CDMA.
2Throughout this paper, user refers to a wireless user.
3Less general results are given in [2] as well.

There are many assumptions made in [1] some of which may
not be practical; it is important to note, however, that these as-
sumptions (which correspond to logical limits) are crucial in
understanding the dynamics of a CDMA multi-antenna system
and in evaluating its performance upper bound. Once the upper
bound is obtained, the assumptions can be removed or relaxed
and the performance returns in more realistic systems can be de-
termined.

The key condition in attaining a linear capacity gain in such a
macrodiversity system is that the interference picked up by dif-
ferent AEs have to be uncorrelated. This condition is satisfied,
irrespective of the user and AE positions, only when the spread
spectrum bandwidth goes to infinity since in that case the inter-
ference behaves like white noise.

It will be shown in this paper that the consequence of a fi-
nite bandwidth, on the other hand, is the possibility of corre-
lated interference, the severity of which would depend on the
relative positions of the AEs and users. This would degrade the
performance by yielding a mean output SIR (signal-to-interfer-
ence ratio) which is less than the sum of the mean branch SIRs
and therefore, would impose a dampening effect on the capacity
increase with respect to the number of AEs used.

A. CDMA Macrodiversity System Description

We consider the reverse-link of a network ofomnidirec-
tional AEs which are physically distributed in a service region
(we note that the reverse-link of a CDMA multi-antenna system
is inherently different from its forward-link due to the fact that in
the reverse-link performance gains can be achieved without in-
jecting extra energy into the system). The outputs of the AEs are
conveyed to a central station (CS) with separate feeders for de-
coding and combining, through the use of a maximal ratio com-
biner (MRC). We assume that the outputs of all the AEs in the
service region are involved in the combining process rather than
a subset. Such a system constitutes the logical limit of all prac-
tical macrodiversity implementations with linear combining.

There are basically two methods of realizing such a macrodi-
versity system. In the first approach, the received signals from a
particular user would be demodulated at each AE and the corre-
sponding decision variables would be relayed to the CS for com-
bining. In this case, the complexity of an AE would almost be
equal to that of a conventional base station. Alternatively, all the
signal-specific processing can be centralized and performed at
the CS. This would yield affordable and simple AEs, but would
require wideband analog links between the AEs and CS [3]–[5].
The choice of realization does not affect the mathematical anal-
ysis; without loss of generality, we consider the second type of
realization in this paper.
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Here are some further system-level assumptions.

• The service region is isolated in the sense that there is no
interference coming from outside.

• The system is interference limited (thermal-type back-
ground noise is omitted).

• Only a single-class service is considered for the sake of
simplicity, but the results and discussions can readily be
extended to systems with multiclass services.

• An optimal power control scheme which yields SIR-bal-
ancing is employed [1], [6], [7]. Toward this end, it is as-
sumed that: 1) all the link gains are known; 2) power levels
are adjusted precisely and instantaneously; and 3) there are
no constraints on the transmit power levels.

The distributed (limited-knowledge) implementation of SIR-
balancing through iterative power control algorithms is demon-
strated in the literature for conventional systems with single an-
tennas [8]. The investigation of such distributed power control
algorithms in multi-antenna systems constitutes an interesting
research topic.4

B. Antenna Gain Against Interference Versus Diversity Gain
Against Fading

The analytical treatment of macro- [11], [12] and microdi-
versity5 [13]–[15] schemes are different in the literature since
these two diversity schemes are conventionally implemented in
different ways. While coherent combining is possible in micro-
diversity schemes, selection (or switching) combining is used
(mostly on a frame by frame basis) in macrodiversity types (e.g.,
the soft handoff scheme in IS-95 [16]), due to the distance be-
tween the AEs.6 However, since here we consider a macrodi-
versity scheme with instantaneous coherent combining, the an-
alytical treatment for both cases would be similar.

In the macrodiversity system that we consider, at each branch
of the combiner, in the receiver corresponding to a particular
user at the CS, there will be a term due to the signal from the
user of interest (this term will be referred to as the signal com-
ponent) and an additional term due to the aggregate interference
(background noise will be insignificant in the interference-lim-
ited systems).

When the number of AEs with independently fading signal
components increase, the mass in the probability density func-
tion of the SIR at the output of the combiner concentrates more
and more around the mean value. In the limit the probability
density function becomes a delta function at its mean; this cor-
responds to the nonfading channel. This gain, as a result of the
elimination of fades, is known as the diversity gain. In both
macro- [16] and microdiversity [14], [18], most of this diver-
sity gain is attained by using only a few AEs and the returns
diminish quite rapidly by the addition of further AEs.

It is important to note that there is a potential for an addi-
tional gain when multiple AEs are utilized since more energy

4It can even intuitively be stated that the required power control dynamic
range will be less in a multi-antenna system [9], [10], therefore, the implemen-
tation of such distributed power control algorithms is expected to be more fea-
sible.

5Although microdiversity can be realized in various ways, in this paper it
refers to the particular realization with multiple receiving AEs.

6Various suboptimal macrodiversity schemes which utilizes multiple AE have
been suggested in the literature, such as the majority logic decoding [17].

is collected through multiple AEs; this results in an increased
mean value for the SIR at the combiner output in addition to
yielding a smoother SIR. This gain in the mean is simply due to
building a more effective antenna and is known as the antenna
gain. Conventionally, the antenna gain is not incorporated in the
performance returns due to diversity combining (for instance,
refer to [14, Fig. 14.4-2], in the context of microdiversity); it is
understood that the antenna gain is in addition to the diversity
gain [14, eq. (14.4-34)].

In a microdiversity system, in order to achieve diversity gain
against multipath fading, the signal components at the com-
biner branches are not supposed to be significantly correlated.
In a similar way, the extent of the antenna gain is inversely re-
lated to the severity of correlation between the interference or
noise terms at the combiner branches, depending on whether the
system is interference- or noise-limited, respectively. In a white
noise-limited system, the noise terms at the combiner branches
will be uncorrelated no matter how close the AEs are as long as
they are not at the same point. It is this uncorrelatedness prop-
erty that yields a mean output SNR (signal-to-noise ratio) in an
MRC scheme which is the sum of the mean branch SNRs in
white noise-limited systems [15], [18].

In this paper, we consider the reverse-link of an interfer-
ence-limited finite-bandwidth CDMA macrodiversity system
with maximal ratio combining.7 As it will be shown in the
sequel, there is a possibility in this case that the interference
terms at the combiner branches may turn out to be correlated if
the AEs (or the interferers) are too close to one another. In such
a case, the mean output SIR will be less than the sum of the
mean branch SIRs. In the logical limit of identical interference
terms, the combiner would reduce to that which has only one
effective branch; therefore, there will not be any antenna gain
at all, since amplification does not increase the SIR.

The notion of closeness of the AEs in the context of achieving
antenna gain in a macrodiversity system is different than that
in the context of achieving diversity gain in a microdiversity
type. In a microdiversity system, the distance between the AEs
is compared against the carrier wavelength—if the AEs are sep-
arated in the order of a few wavelengths, the level of correla-
tion between the signal components at the combiner branches
drops to insignificant levels and almost all of the diversity gain
is attained [18], [21]. The major contribution of this paper is
to introduce a similar parameter against which the distance be-
tween the AEs can be compared in interference-limited CDMA
macrodiversity systems in the context of achieving antenna gain.
It will be shown that the parameter which we will define as the
chiplength([speed of light]/[chip rate]) of the spreading code
plays this role.

The scope of this paper is not the diversity gain (which is al-
ready well known), but the antenna gain that can be achieved
in addition to the diversity gain, in the reverse-link of inter-
ference-limited CDMA macrodiversity systems. Therefore, we
will analyze the correlation of the interference components at
the combiner branches, not the correlation of the signal compo-

7We consider only the maximal ratio combining in this paper. It is important,
however, to note that while the maximal ratio combining is the best combining
technique in the presence of additive background noise, it is optimum combining
that yields the best performance in the presence of interference [19], [20].
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Fig. 1. The baseband transmitters and receivers with the propagation delays in the system.

nents. Since the nature of the antenna gain and diversity gain are
different as explained in this section, we decouple the analyzes
for these two types of gains and investigate here the antenna gain
only. Toward that end, we consider a multi-AE system where the
diversity gain against fading has already been obtained and thus,
without loss of generality, where the fading is averaged out.

The rest of this paper is organized as follows. In Section II,
the correlation coefficient analysis for the simplest nontrivial
case of two AEs with two users is presented through the use of
the concept of caution zones introduced in that section. In Sec-
tion III, a way of approximating the caution zones is shown; and
in Section IV, the effects of system parameters on the caution
zones are discussed. The study of the spatial correlation effects
is generalized to the case of many AEs with many users in Sec-
tion V and the simulation results are presented in Section VI.
A summary is given in Section VII with concluding remarks.
Finally, the derivation of the correlation coefficient expression
for Gold codes is provided in Appendix A and a systematic way
of finding the approximate caution zones is explained in Ap-
pendix B.

II. CORRELATION COEFFICIENTANALYSIS FOR TWO AES

WITH TWO USERS

We consider a system with two AEs (AEand AE ) and
two wireless users ( and ). In the sequel, the indices
and are used to denote a user and an AE, respectively, with

, . We assume that is the user of in-
terest. The propagation delays in the system are illustrated in
Fig. 1 along with the structure of the baseband transmitters and
receivers. The total propagation time fromto the CS through
AE , , is equal to the sum of the propagation time in the air,

and that in the cable, .
The spreading code for is represented as

(1)

where denotes the spread spectrum processing gain defined
as the number of chips per bit (i.e., with and

showing the bit and chip durations, respectively), denotes
the chip sequence with values equal to1 and denotes
the rectangular chip shaping function as follows: , if

and , otherwise. The cross-correlation
between the spreading codes of and , denoted by
where is an integer, is defined as

(2)

where shows the inner product, i.e.,
.

The baseband signal transmitted by (refer to Fig. 1) is
, where is the binary data with equiprobable

values 1 and is the code phase for (asynchronous users).
At ’s receiver, the despreading at theth branch is performed
by multiplying the received signal by .

We note that although
(since the right-hand side is the time-shifted version of the
left-hand side), the following equation holds:

. Fig. 2 illustrates the difference between
the product and inner product of two spreading codes; note that
the former is a time function while the latter is a number. We
also note that although

(3)

where , and denote some arbitrary delays

(4)

for ; but rather, the left-hand side in (4) depends on the
actual values of and .

Now, let be the interference component (after de-
spreading) at the branch of the MRC of , due to ,
corresponding to AE

(5)
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Fig. 2. Comparison of the product and inner product of two spreading codes:
although (a)c (t � � �)c (t � � �), (b) c (t � � �)c (t) and (c)
c (t)c (t � � �), are all different time functions,hc (t � � �)c (t �
� �)i = hc (t �� �)c (t)i = hc (t)c (t �� �)i.

A. Dependence of Correlation Coefficient on
Propagation Delays

As a starting point, we consider the case where the users are
synchronized, in other words, . The general case,
where will be considered in Section II-C and it willbe
apparent that the results obtained for synchronous users in this
section can readily be generalized with minor modifications.

For the case of synchronous users, (3) can be used to simplify
, given by (5), as

(6)

where

(7)

(a)

(b)

Fig. 3. Correlation coefficient as a function oft , for t = 0:00, 0.10,
0.25, 0.50, 0.75, 0.90 and 1.00, for synchronous users (Bernoulli codes).

It is observed from (7) that depends only on the propagation
delays in the air.

Let us first consider the case where . For this
region, can be evaluated from (1) and (6) as (refer to Fig. 2
as well)

(8)

which can be rewritten using (2) as

(9)

The expression given in (9) for can be
generalized for any value as

(10)

where and denote the floor and ceiling functions, respec-
tively.

It is easy to show that , where denotes
the expected value, since is zero-mean. We are interested in
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evaluating the correlation coefficient of the random variables
and , , which is defined as

(11)

In this section8 we consider the case where constitutes an
equiprobable Bernoulli process9 with values equal to 1. In this
case, will be a random variable. It can be shown from
(2) that

and
(12)

where is the Kronecker delta. Then, it follows from (10) and
(12) that

(13)
It can be observed from (8)–(10) and (12) that and
thus , will be nonzero only when

(14)

which is equivalent to . Finally,
from (11)–(13) can be obtained as (15) at the bottom
of the page.

For the sake of illustration, is plotted in Fig. 3
for various values of , in the range of [0,1] and for

. In Fig. 5, the general expression for
given in (15) is plotted with respect to and . We note
that in Fig. 5, the intersection of the vertical
plane with the three-dimensional plot at certain values of
yield the curves shown in Fig. 3.10

It is observed from (14), (15) and Fig. 5 that is shown as
(16) at the bottom of the page. In (16), is an integer.

B. Dependence of Correlation Coefficient on User
and AE Locations

Our goal in this section is to find the region for which will
result in a nonzero , for a given set of AE and

8Most of the intermediate steps in the development of the expressions in this
section, especially those for (13) and (15), are omitted since they are straight-
forward. A more detailed discussion is presented in [22], but for a less general
case with a different notation.

9The correlation coefficient analysis for Gold codes is presented in Ap-
pendix A.

10Similar curves for the case of Gold codes are shown in Fig. 4 (refer to Ap-
pendix A).

(a)

(b)

Fig. 4. Correlation coefficient as a function oft , for t = 0:00, 0.10,
0.25, 0.50, 0.75, 0.90 and 1.00, for synchronous users (Gold codes).

locations; this region will be formally defined as thecaution
zonefor later in this section. The time domain requirements
for this region is already known from (16). Therefore, the task
is to find the equivalent of (16) in terms of distances involved.

As it is well known, the propagation time,, depends on the
distance, , as , where is the speed of light which will

(15)

for and
for

for and
for (16)
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Fig. 5. Correlation coefficient as a function oft andt , for synchronous
users.

Fig. 6. For synchronous users, the shaded area shows the following region:
0 < (h � h ) < 0:075 and�0:075 < (h � h ) < 0:15 (s = 400
andR = 10 MHz).

be taken as 3 10 m/sec. Therefore, from (7), can be stated
as

(17)

where is the Euclidean distance betweenand AE . There
are two inherent assumptions in (17). First, it is assumed that
the delay spread is much less in comparison to the propagation
time in the air. Second, a direct path between each user and AE
is implied due to the Euclidean distance assumption. In general,
especially in urban environments where multi-antenna systems
are more likely to be used, a user’s signal is likely to arrive to an
AE through a reflected path. In those cases, the caution zones
will not have such regular shapes as will be shown in Figs. 6–14.
However, since the actual propagation times will be greater or
equal to those corresponding to direct paths, the actual caution
zones will in general be smaller in real systems, which means
that our performance results are conservative.

Fig. 7. Thecaution zonefor w (s = 400 and R = 10 MHz), for
synchronous users.

Fig. 8. Thecaution zonefor w (s = 400 and R = 10 MHz), for
asynchronous users with� = 0:5.

We will work on a unit square region with side length equal
to 1 meter. Distances in this unit region will be denoted by. In
other words, is the normalized distance which is related to the
actual distance,, as

(18)

where is the scaling factor. For instance, corresponds
to a square region with side length 500 m. Also, we define the
chip rate, , as .

We will first find the region corresponding to
. This region is a function of the locations of and

and AE (but, not AE ). Then, we will find the region
corresponding to , which is a function
of the locations of and and AE (but, not AE ).

For , using (17) and (18), we can write

(19)

(20)

It is observed from (16) that the intersection of these two regions
yields the nonzero region for , for . In a
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Fig. 9. The�t = �2;�1, 0, 1 and 2 lines along with the caution zone
for w , for the case of synchronous users, withs = 400 andR = 10MHz.

Fig. 10. The�t = �2;�1, 0, 1 and 2 lines along with the caution
zone forw , for the case of asynchronous users (� = 0:5), with s = 400

andR = 10 MHz.

similar way, the corresponding regions for othervalues can
also be found. We call the union of all such regions thecaution
zonefor ; because, the interference resulting from a user in
this zone, at the th branch of ’s combiner at the CS, will
be correlated with the corresponding interference at thend
branch.

As an example, we consider a system with and
MHz (Megachips/sec), which results in .

We assume that AEs, and are placed at the coordinates
(.25,.5), (.75,.5), and (.375,.625), respectively, on the unit ser-
vice region.

Fig. 6 shows the regions given by (19) and (20) as follows. In
the figure, the numbers “0” and “1” on the left circles indicate
that for any location on these circles, and 1, respec-
tively. The region for which would
then be the area between these two circles. Similarly, the num-
bers “ 1” through “2” on the circles in Fig. 6 indicate that for
any location on those circles, , through 2, respec-
tively. Therefore, the region

Fig. 11. The hyperbolic grid and approximate caution zone, fors = 400,
R = 10 MHz andw location (.375,.625).

Fig. 12. The hyperbolic grid, actual and approximate caution zones, fors =

800, R = 10 MHz andw location (.375,.625).

would now be the area between the two circles marks as -1 and
2. The intersection of these two regions are shown by the shaded
area in Fig. 6. Similarly, using (16)–(18), the corresponding
regions for other values can also be obtained. We realize
that for , the conditions given in (19) and (20) do not
yield an overlapping region. In Fig. 7 thecaution zonefor
is shown, which is the union of the regions corresponding to

.

C. Correlation Coefficient Analysis for Asynchronous Users

We note that the analysis presented so far is for the case where
the users are synchronized. In this section, we turn our attention
to the effect of the chip phase in the correlation analysis.

We define (normalized) differential code phase, , as the
difference between the spreading code phases ofand ; i.e.,

. Without loss of generality, is modeled
as a uniform random variable in the interval . With this
definition and based on (5)–(7), can be written as

(21)
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Fig. 13. The hyperbolic grid and approximate caution zone, fors = 400,
R = 10 MHz, w location (.375,.625) and AEI & II locations (.45,.5) and
(.55,.5), respectively.

Fig. 14. The approximate caution zone, fors = 400, R = 10 MHz, w
location (.375,.625) and AEI & II locations (.125,.875) and (.875,.125),
respectively.

Defining as

(22)

(21) can be rewritten as

(23)

Comparing (23) with that for the synchronous users, namely,
(6), we notice that both equations are in the same form with
the only difference that in (6) is replaced with in (23).
Therefore, we conclude that the expressions found in
Section II-A [such as (15)] as well as the curves plotted in Figs. 3

Fig. 15. A system withL = 2 andK = 10 and the corresponding correlation
matrix,U, for s = 400 meters andR = 10 MHz.

and 5 are still valid provided that and are substituted
by and , respectively.

Based on (22) and the above observation, (16) can be modi-
fied as shown in (24) at the bottom of the page.

Following the same steps presented in Section II-B, the time
domain region given in (24) for the nonzero values can
be converted into the expressions in terms of distances on the
unit service region.

In Fig. 8, thecaution zonefor is shown for the case of
. The shaded regions in Fig. 8 correspond to

. Similar to Fig. 7, the numbers “4.5” through “0.5”
on the circles in Fig. 8, which have centers at AE, indicate
that for any location on those circles, , through
0.5, respectively. In the same way, the numbers “4.5” through
“1.5”, on the circles which have centers at AE, indicate that
for any location on those circles, , through 1.5,
respectively.

III. A PPROXIMATION OF THECAUTION ZONES

We start by defining the differential delay, , from
and (refer to (7) and (22)) as

(25)

which can be rewritten as

(26)

We remark based on (25) and (26) that is independent
of the differential code phase, , that is, is the same
for both synchronous and asynchronous users.

We notice from (15), (16) and (24) that depends on
the actual values of and , rather than their difference,

(refer to (4)). In fact, it is observed from Fig. 5 that
exhibits periodicity with respect to when

. The correlation analysis would have

for and
for

for and
for .

(24)
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Fig. 16. A system withL = 4 andK = 10 and the corresponding correlation matrix,U, for s = 400 m andR = 10 MHz.

been much simpler if were constant (rather than being
periodic) with respect to . In that case, a two-dimen-
sional plot of , as a function of would have
been sufficient.

It is clear from Figs. 3 and 5 that corresponds
to the worst case in the correlated interference analysis and that

guarantees uncorrelatedness. In other words,
it can be stated using (25) that

(27)

(28)

One other important observation from Fig. 3 is that

(29)

Obviously, it is desirable to have . However, it is
important to note that even in the case of a very close
to unity, there will still be some gain against interference from
combining, although this gain will be minuscule. In a practical
system, however, if is close to unity, the insignificant
returns in mean SIR will not justify the increased processing,
complexity and thus, cost.

It would be efficient if a threshold value for is deter-
mined, say , such that it can be argued that if
, then practically there would not be much antenna gain. We

note that in order for the mean output SIR in a MRC scheme to
be the sum of the mean branch SIRs, should be equal to
0. Therefore, for , as described above, the mean
output SIR will be less than the sum of the mean branch SIRs.
We choose . Based to (27) and (29), setting to 0.5 is
equivalent to the following inequality:

(30)

The implication of (30) is that the caution zones (the shaded
areas) in Figs. 9 and 10 can be approximated by the area be-
tween the and 1 lines. We know from (29)

that is less than 0.5 in the shaded regions outside the
approximated caution zones, therefore, the performance degra-
dation introduced by such an approximation is not expected to
be significant.

Note that and 1 lines are hyperbolas. If we
draw all the hyperbolas for which is an integer, then
we construct ahyperbolic grid. The “origin” of the hyperbolic
grid is the hyperbola on which is located. A systematic way
of finding the approximate caution zones on the unit service
region is presented in Appendix B (see Fig. 11).

To the best of our knowledge, the only work in the litera-
ture on space-related interference correlation analysis in CDMA
widely-spaced multi-antenna systems is presented in [1, Sect. 7]
which is rather brief and qualitative.

It is stated in [1] that the correlation will depend on
. We have shown in this paper, however, that
corresponds only to an approximation of the

areas where the correlated interference exists. The actual such
areas (caution zones) depend on the values of and
(refer to, for example, Figs. 3 and 5).

Also, in [1], a small area around a user is considered as the
caution zone (in our terminology). However, we have demon-
strated analytically and shown in numerous figures that the cau-
tion zones are, in fact, much broader due to the geometry of the
problem. Two users thatare at differentsidesof the service region
may cause significant correlated interference to one another.

IV. A N EW SYSTEM PARAMETER: CHIPLENGTH

It is obvious from the discussion so far that the existence and
severity of the correlated interference depend on the value of

. It is observed from (44) that , in turn,
depends on two factors: the term and the relative posi-
tions of the users and AEs (which are captured through’s).



YANIKOMEROGLU AND SOUSA: ANTENNA GAIN AGAINST INTERFERENCE IN CDMA MACRODIVERSITY SYSTEMS 1365

It is noticed that for a certain value of , the actual values
of and do not matter. Hence, as long as the correlated in-
terference analysis is concerned, a system with and

MHz, for instance, is equivalent to that with
and MHz.

It is well known that in microdiversity systems, in order to
attain a gain against fading, the inter-AE distance should be
at least a few times greater than the wavelength of the carrier,

, where denotes the carrier frequency [18], [21]. In a
CDMA macrodiversity system, a similar quantity which we will
refer to as the “chiplength” of the spreading code can be defined
as follows:

m (31)

It will become apparent through the simulation results presented
in Section VI that the role plays in macrodiversity systems (in
regards to gain against interference) is indeed similar to that
plays in microdiversity types (in regards to gain against fading).

With (31), reduces to . For a large value, the
hyperbolic grid will be denser; in other words, the hyperbolas,
for which is an integer (see Appendix B), will be
closer to each other. Since the approximate caution zone is the
area between the hyperbolas1 and 1, this area will be smaller.
Therefore, it is desirable to have a large value. In Fig. 12,
the hyperbolic grid, the actual and approximate (thick lines) cau-
tion zones for are shown for the case of , with

location (.375,.625). This may, for instance, correspond to a
system with and MHz. We note that in the
example given in Section II-B, (see Fig. 11).

The density and orientation of the hyperbolic grid also de-
pend on the AE locations in the service area. For a given
value, the density of the hyperbolic grid will increase with the
increasing distance between the AEs. Therefore, to minimize
the caution zone (and thus, the effects of the correlated interfer-
ence), AEs must be placed as far apart as possible11—an intu-
itively satisfying result.

We will demonstrate this result by two examples. Fig. 13
shows the hyperbolic grid and the actual caution zone for a
system where the two AEs are in very close proximity. In this
case, the approximate caution zone covers almost half of the
service area! Fig. 14, on the other hand, shows the hyperbolic
grid and the approximate caution zone for a system where the
two AEs are far apart. As expected, the corresponding approx-
imate caution zone is much smaller. Note that for both of the
systems illustrated in Figs. 13 and 14, value ( and

MHz) and the location (.375,.625) are the same.
In the rest of this paper, the termcaution zonewill be used to

indicate the approximate caution zone (that is, the area between
the hyperbolas and 1), unless otherwise stated.

These results are in agreement with those presented in [1]: in
the limiting case of infinite bandwidth ( , thus )
the caution zone reduces to a line and the probability ofbeing
on this line approaches zero.

11This is true for an isolated system. If, however, there are adjacent or
neighboring systems, the effect of inter-system interference on the AE locations
should be taken into account.

V. PERCENTCORRELATION ANALYSIS

In this section, we further the investigation of the spatial cor-
relation analysis by considering, first, two AEs with many users
and then, the most general case of many AEs with many users.
Due to the computational complexity, however, we work with
an intermediate performance metric, which we call percent cor-
relation, instead of the correlation coefficient itself.

A. Two AEs With Many Users

In a system with users, for each user, we determine whether
the remaining users are in the caution zone for that partic-
ular user. By this way, we construct a correlation matrix,

, such that

if is in the caution zone for
otherwise.

(32)

We note that , since a user does not
create interference to itself. Also, it can be shown that ifis
in the caution zone for , then must be in the caution zone
for . It can further be shown that if is in the caution zone
for and is in the caution zone for , then this does not
necessarily mean that will be in the caution zone for .
Therefore, is a symmetric nontransitive matrix.

In Fig. 15, a system with and is illustrated
and the corresponding matrix is given ( m and

MHz). In Fig. 15, the caution zones are not drawn. But, if
we were to draw the caution zone for , for instance, then
and would be in that caution zone. Consequently, ,

and all the other entries in the 8th row of thematrix
are 0’s.

In the worst case, all of the entries in a row of will be
1’s and in the best case, all of those entries will be 0’s. Based on
this observation, we define the percent correlation for, ,
as follows:

(33)

It is worth noting that although is not equal to the correlation
coefficient, there is a direct relation between them;
and 100% correspond to (but not necessarily identical to)

and , respectively.

B. Many AEs With Many Users

Obviously, the most interesting case is the most general type
of AEs with users. We assume that the AEs are evenly
placed on the service region, so that the coordinates of theth
AE on the unit square region can be represented by the pair

mod
(34)

Now, for each user, a total of caution

zones exist, each of which corresponds to a particular AE pair.
Therefore, the matrix is composed of submatrices
(one for each antenna pair), with sizes . Consequently,
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the correlation matrix, , is three -dimensional with
size , and

if is in the caution zone for
with respect to therth antenna pair

otherwise.
(35)

Such a system, for the case of and , is illustrated
in Fig. 16.

For a , the most disadvantageous situation will occur if
all of the remaining users are in all of the
caution zones for . Obviously, this is an event with a very low
likelihood! Such a situation will yield 1’s
in the two-dimensional th row of the matrix. Based on this
observation, can be stated as

(36)

We note that (36) reduces to (33) for .

VI. SIMULATION RESULTS

Simulations have been run to obtain thevalues for various
combinations of the system parameters with the assumption of
uniform user distribution. For each such combination, a total
of approximately 40 000 values are collected and the corre-
sponding cumulative distribution function is plotted.

It is worth noting that if the number of users are identical in
two systems which are compared, then the users in the system
with higher (lower) values will experience a lower (higher)
balanced mean SIR value. In order to compensate for (exploit)
this effect, the number of users in that system has to be reduced
(can be increased).

Before presenting the simulation results, we would like to
make the following remarks for the proper interpretation. An
increase in antenna gain by a certain factor will yield an in-
crease in the mean SIR level by the very same factor, which
in turn, will yield a capacity increase almost by that factor as
well. The relation between the number of AEs and the antenna
gain, on the other hand, depends on the severity of correlated
interference—an increase by the same factor will happen only
when the spreading bandwidth is infinite as stated throughout
this paper. Therefore, a capacity penalty will be incurred due
to the presence of the correlated interference effects when the
bandwidth is finite. The simulation results given in this section
do not quantify this penalty; but, they rather show the degree
of interference, in terms of , with respect to the key system
parameters (namely, the spread spectrum bandwidth [chip rate]
and the inter-AE distance which itself depends on the service re-
gion size). Obviously, a high value implies a greater departure
from the linear capacity gain. In the limiting case of ,
there will be almost no antenna gain from using multiple AEs
instead of a single AE.

A. Percent Correlation and (Service Region Size)/(Chiplength)

In Fig. 17, the relation betweenand is shown by fixing
the number of AEs to 4. Each of the three sets of curves in
this figure, labeled as I, II and III, corresponds to a different

Fig. 17. Cumulative distribution function of� for various s=� values:
interpretation (a) chip rate is kept constant and service region size is changed;
interpretation (b) service region size is kept constant and chip rate is changed.

ratio: 33.3, 13.3 and 3.3, respectively. Fig. 17(a) and (b)
provide two different interpretations for the above given
values. In Fig. 17(a), is kept constant at 30 meters (that is,

MHz) and the size of the service region is changed
by reducing from 1000 to 400 to 100. Note that since the AEs
are uniformly placed, decreasing the service region size results
in decreasing the inter-AE distance as well. In Fig. 17(b), on
the other hand, the size of the service region is kept constant
( ) and is increased from 12 to 30 to 120 m (that is,

is decreased from 25 to 10 to 2.5 MHz).
In order to investigate Fig. 17 closely, let us assume that

the number of users is fixed ( or ).
The curves in Fig. 17 confirm our expectation that for a given
number of AEs, decreasing (i.e., decreasing the service
region size while keeping the spread spectrum bandwidth fixed,
or decreasing the spread spectrum bandwidth while keeping
the size of the service region fixed) yields greater correlation
between the interference components received at different
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Fig. 18. Cumulative distribution function of� for various inter-AE distances.

AEs. Furthermore, the increase in correlation is relatively more
significant when is reduced from 13 to 3.3, in comparison
to when it is reduced from 33 to 13. This suggests a nonlinear
relationship between and .

Let us reiterate one main point by considering scenarios I and
III depicted in Fig. 17(b) and by comparing them with scenarios
having only single AE while keeping all other parameters un-
changed. When is increased from 1 to 4, there will be some
diversity gain and in addition to that, some antenna gain which
is the topic of this paper. The cumulative distribution functions
for shown in Fig. 17 suggest that the antenna gain will be
close to 4 in scenario I ( MHz), but that gain will be
more modest in scenario II ( MHz). However, as it was
stated previously, the curves do not reveal the actual values of
the antenna gains in those scenarios.

One other observation from Fig. 17 is the following: for a
given value, the effect of the number of users onis mar-
ginal in all three cases (I, II, and III).12 This is due to the fact
that the user locations are taken to be two-dimensional uniform
random variables. Statistically, the percentage of users that are
in a caution zone are determined by the size of that caution zone
(in percentage) in comparison to the total size of the service re-
gion. Therefore, increasing the number of users reduces the sta-

12Obviously, asK increases (decreases) while the other parameters remain
unchanged, the balanced SIR value that users will experience will decrease (in-
crease) accordingly.

tistical variations and as increases the tails of the distributions
become less significant. However, the median values remain al-
most the same in each set, as expected.

B. Percent Correlation and Inter-AE Distance

The change in with respect to the number of AEs is investi-
gated in Fig. 18 for a fixed value of 13.3. In a fixed service
region, increasing means decreasing the inter-AE distance. In
this figure, the ratio of the number of users to AEs is also kept
constant ( ).13 It is observed, as expected, thatin-
creases with the increasing; however this increase in percent
correlation is quite mild. For instance, the increase in the median
values of for the and case, in comparison to
the and and to the and cases,
are less than 1% and around 7%, respectively. This would mean
that the output SIR for a system with and will
only be slightly lower than that with and .

The conclusion from this figure is that in systems with rela-
tively high values, even though the increase in antenna gain
with the increasing number of AEs will be less than linear, this
increase will not saturate rapidly. Therefore, there is room for
significant capacity gains with the use of multiple AEs in such
systems.

13We note based on Fig. 17 that ifK is varied for a givenL value, the tails of
the distribution will be affected, but the median value will not change noticeably.
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Fig. 19. Cumulative distribution function of� that shows the effects of pooling the resources.

C. Percent Correlation and Statistical Multiplexing

Finally, in Fig. 19, the effects of pooling the resources are
shown. In this figure, and are kept fixed at 30 m and
25, respectively, and the size of the coverage region is changed
in such a way that the inter-AE distance (or the number of AEs
per unit area) is kept the same. It is observed from Fig. 19 that
a higher and pair yields a lower value due to statistical
multiplexing. Thus, if the maximum number of users a system
with can accommodate is 100, then a larger service region
with (arranged in the way shown in Fig. 19) can actually
accommodate more than 625 users.

VII. SUMMARY AND CONCLUSIONS

It is reported in the literature that in the reverse link of a
CDMA macrodiversity system a remarkable-fold capacity in-
crease can be attained by usingAEs provided that the spread
spectrum bandwidth approaches to infinity [1]. In a finite-band-
width system, however, the increase in capacity as a result of
the utilization of multiple AEs will be less than linear due to the
presence of the correlated interference effects. In this paper, the
effects of the system parameters on the severity of the spatial
correlated interference are investigated. Further research is re-
quired for translating the correlated interference level into the
actual loss in antenna gain (and thus in capacity).

We first analyzed the simplest nontrivial case of two AEs with
two users, in order to develop some insight into the problem
of correlated interference in the spatial domain. For this special
case, we were able to obtain the correlation coefficient as a func-
tion of the distances involved in the service region. Hence, for
a given user location, we were able to determine the portions of
the service region in which other user(s) would cause correlated
interference to the given user; we called this region the caution
zone for the given user. We then found an approximate expres-
sion (and an approximate caution zone) in simpler terms.

Next, we investigated the most general case of many AEs and
many users. Due to the computational complexity, however, we
worked with a performance metric which we called percent cor-
relation, instead of the correlation coefficient itself. The direct
relation between the correlation coefficient and percent correla-
tion is obvious.

The results presented indicate that the distance between the
AEs in interference-limited CDMA macrodiversity systems can
be compared against the parameter which we defined as the
chiplength ([speed of light]/[chip rate]) of the spreading code.
In this respect, it is observed that the inter-AE distance should
be (many times) greater than the chiplength. It can be concluded
that in systems where this condition is satisfied, close to linear
antenna gains can be achieved with multiple AEs placed as far
apart as possible in the service region. We emphasize that this
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TABLE I
NORMALIZED CROSS-CORRELATION PROPERTIES OFGOLD CODES

antenna gain achieved against interference is in addition to all
types of diversity gains. If, on the other hand, the service region
size is not large enough to enable such a separation between the
AEs, then the returns in capacity (due to the antenna gain) will
not be as high.

Since the chiplength is inversely related to the spread spec-
trum bandwidth, a wider bandwidth will enable the efficient uti-
lization of multiple AEs in a macrodiversity system, in addition
to wideband CDMAs many other benefits reported in the litera-
ture (such as, the finer resolution of the multipath components).

How often should a wireless signal be collected?It is impor-
tant to determine a practical figure for the number of AEs to
be placed in a given service region; such a figure should con-
stitute a practical operating point given the law of diminishing
returns with the increasing number of AEs and the associated
complexity. The main result of this paper, the idea of comparing
the inter-AE distance (which is determined by the size of the
coverage region) against the chiplength (which is determined
by the spread spectrum bandwidth), constitutes a step toward
answering this question. Our hope is that further research in this
area will result in a “spatial sampling theorem.”

APPENDIX A
GOLD CODES

In Section II, correlation coefficient is obtained for Bernoulli
spreading codes. In this section, a similar analysis is presented
for Gold codes.

Let be the normalized cross-correlation between
the spreading codes of and (refer to (2) for the definition

of ). The three-level normalized cross-correlation prop-
erties of Gold codes is given in Table I [23, pp. 607–609].

We model the normalized cross-correlation as an independent
three-valued discrete random variable with probability values
equal to the corresponding frequencies of occurrence given in
Table I. In this case, it is straightforward to show that

(37)

(38)

(39)

Equations (37)–(39) are valid for all (shift-register length)
values which are odd, or even and not divisible by 4. It is
observed comparing (37)–(39) with (12) that the probabilistic
cross-correlation properties of Gold codes are not too different
from those of Bernoulli codes.

It follows from (10), (38), and (39), that when Gold codes are
used, (40)–(41) is obtained, as shown at the bottom of the page.

Now, for Gold codes can be obtained by inserting
(40) and (41) in (11). In the and ex-
pressions given in (40) and (41), respectively, the terms with

factor will dominate when compared to the terms with
only factor, for large . It then follows that the correlation
coefficient for Gold codes will asymptotically approach to that
for Bernoulli codes as increases. Therefore, although (14)
which holds for Bernoulli codes is not valid anymore for Gold
codes due to (39) (i.e., although will be nonzero for the
entire - plane for Gold codes), the value of
outside the region given by (14) will approach to zero asymp-
totically as increases. In Fig. 4, is plotted for Gold
codes with for various values of , in the
range of [0, 1] and for . Comparing Figs. 3
and 4, we conclude that the correlation coefficient analysis pre-
sented in Section II with Bernoulli codes can be considered as a
close approximation of a similar analysis with the more realistic
Gold codes as long as is not small.

(40)

for or

for

for

for

(41)
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APPENDIX B
THE HYPERBOLIC GRID

In this section, a systematic way of finding the approximate
caution zones on the unit service region will be presented. We
assume that AE locations are fixed and given.

For a given location, we calculate [refer to
(18)] and denote this difference by . Since “a hyperbola is
the set of all points in a plane the difference of whose distances
from two fixed points is a constant” [24, p. 595], for the given

location, a hyperbola can be drawn for representing all the
points which satisfy

(42)

We note that for a given AE and locations, there is only a
unique hyperbola through the location.

For an arbitrary location, we similarly calculate
and denoted it by . A corresponding hyperbola can also be
drawn for representing all the points which satisfy

(43)

The importance of the expression has been
discussed in Section III; now, we will express this expression
in terms of and . From (17), (18), (26), (42) and (43),

can be written as

(44)

We emphasize that location is given and our goal is to
find the approximate caution zone for ; in other words, is
known but is to be found. For a given location, we first
compute from (42). Next, in order to find the boundaries of
the approximate caution zone, we solve the equation [refer to
(30)]

(45)

for and denote the two solutions as and . Then, using
(43), we draw the hyperbolas corresponding to and .
The approximate caution zone is the area between these two
hyperbolas.

For the exemplary system given in Section II-B, these two
hyperbolas and the approximate caution zone forare shown
in Fig. 11. In this figure, all the hyperbolas for which

is an integer are also shown; we call this set of hy-
perbolasthe hyperbolic grid. On each hyperbola in the hyper-
bolic grid, the corresponding value is written; it
is observed from (44) that these integers are indeed
values. We note that the “origin” of the hyperbolic grid is the
hyperbola on which is located.

It is worth emphasizing that in Fig. 11, if were not at the
given location but were at some other location on the same hy-
perbola which satisfies (that is, the hyperbola

indicated by “0” in Fig. 11), the locations of the other hyper-
bolas and the approximate caution zone would still be the same.
Similarly, as far as the correlation analysis is concerned, as long
as is on a particular hyperbola, it does not matter where it is
on that hyperbola.
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