arXiv:0908.2941v1 [cs.IT] 20 Aug 2009

TO BE APPEARED IN IEEE TRANS. WIRELESS COMMUN. 1

Delay-Sensitive Distributed Power and Transmission
Threshold Control for S-ALOHA Network with
Finite State Markov Fading Channels

Huang HuangStudent Member, IEEBnd Vincent K. N. LauSenior Member, IEEE

Abstract—In this paper, we consider the delay-sensitive power obtained in two and three user cases [2]. The study of the
and transmission threshold control design in S-ALOHA netwok  stability region for general number of users is difficult bese
with FSMC fading channels. The random access system consist the transition probability of the state space of the inttinac

of an access point withK competing users, each has access to the lters f th t tv buff 3
local channel state information (CSl) and queue state infamation queues alters from the non-empty to empty buffer case. In [3]

(QSI) as well as the common feedback (ACK/NAK/Collision) the authors proposed @ominant systentechnique to obtain
from the access point. We seek to derive the delay-optimal a lower bound for the stability region for the general case. |

control policy (composed of threshold and power control). fie
optimization problem belongs to the memoryless policyK -agent
infinite horizon decentralized Markov decision process (DE-

MDP), and finding the optimal policy is shown to be computatim-

ally intractable. To obtain a feasible and low complexity stution,

we recast the optimization problem into two subproblems, neely

the power control and the threshold control problem. For a

given threshold control policy, the power control problem &
decomposed into areduced state MDP for single user so that the
overall complexity is O(NJ), where N and J are the buffer size
and the cardinality of the CSI states. For the threshold coniol

problem, we exploit some special structure of the collisioghannel
and common feedback information to derive a low complexity
solution. The delay performance of the proposed design is skvn

to have substantial gain relative to conventional throughpt

optimal approaches for S-ALOHA.

Index Terms—S-ALOHA, delay, Markov decision process
(MDP), local channel state information (CSl), local queue tate
information (QSI), threshold control, power control.

I. INTRODUCTION

Random access network is a hot research topic due
its robustness in system performance. In particular, ALOH
is a popular example of random access protocol which h

attracted a lot of research attention over the past two dfscac%] etwork to support realtime applications. In [7], the augho

One important application is the access network (such as

for transmission opportunity to transmit data to an acceg#p

(AP). In [1], the authors considered the design and analy
of the traditional buffered slotted ALOHA (S-ALOHA) in

which finite users with infinite buffer attempt to transmit
backlogged packet according to teansmission probability
in one slot, and the packet is successfully received
only if exact one packet is transmitted. In asymmetric n
work (heterogenous users), the stability region has ongnb
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it aer:%\_dditive write Gaussian noise (AWGN) channel with no queue

e

symmetric ALOHA network (homogeneous users), all users
are statistically identical and hence, the stability regie
degenerated to one dimension. It is shown in [1], [4] that
the system is stable as long as the arrival rate is less thean th
average throughput. As a result, stability analysis is\eent

to the throughput analysis. The authors in [4] extended the
protocol to an adaptive ALOHA over the multi-packet recep-
tion (MPR) channel to maximize the system throughput. For
instance, the transmission probability is a function of Il
channel state information (CSI). In [5], the authors ex&hd
to the adaptive transmission rate and power control w.r.t to
CSI to maximize the throughput. In [6], it is shown that a
simple adaptive permission probability scheme, namelgryin
scheduling, is throughput optimal for homogeneous usets wi
adaptive transmission rate in collision channel. In theabin
scheduling scheme, there is a transmission threshold inhwhi
user could attempt to transmit its backlogged packet onkrwh
its local CSI exceeds the threshold.

In all the above works on stability and throughput analysis
to VR _

2\nd optimization, the delay performance has been ignored
completely. In practice, applications are delay-sersitwnd
s critical to optimize the delay performance in S-ALOHA
shuerveyed the recent works on delay analysis of traditional S
KLOHA network in which exact delay can be obtained only
iri15tw0 user case. In [8], the delay performance for finite user
inite buffer is analyzed using the tagged user analysis (TUA
method. Although the channel fading is considered, adaptiv

Fransmission probability and rate with power control is not

allowed. In [9], the trade-off between delay and energy in
state information (QSI) is investigated. However, theyiassd
multi-access coding to ensure successful reception foh eac
user even if all competing users transmit simultaneously. |
[10], the authors proved that the longest queue highestigess
rate (LQHPR) policy, which is a centralized control policy
requiring perfect knowledge of global QSI and global CSlI, is
delay-optimal in symmetric network. While the above works
deal with the delay performance of S-ALOHA network, there
are still a lot of technical challenges to be solved. They are
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listed below Threshold Power

e Queue-aware power and threshold control for S- Aﬁm ¥ Bl H,
ALOHA: Previous literature focused either on the power ][ ][[}—»>— = Colfision pveves
T

Channel Point

control (under a fixed and common threshold for all users) * ¥ .
for throughput optimization, or on the delay analysis of
uncontrolled S-ALOHA network. Both the transmission - []]
threshold control and power control policies are important N ¥
means to optimize the delay performance of S-ALOHA.
However, due to the lack of global knowledge on CSI. _ _
and QSI, it is quite challenging to design delay-sensitived: 1 The system model in symmetric S-ALOHA network.
control schemes for S-ALOHA networks.
« Exploiting memory in the fading channels: Existing

works have assumed memoryless adaptation in which

the control actions are done independently slot by slot|n this section, we shall elaborate the system model, includ
(assuming fading is i.i.d). While i.i.d fading could leadng source and physical layer model, as well as the control
to simple solution, it fails to exploit the memory of thepolicy in symmetric network, and extend to the asymmetric
time varying fading channels, which is critical to boosgase in sectioh V. We consider/a users S-ALOHA network
the delay performance of S-ALOHA network. in this paper. The time dimension is partitioned istots(each

« Utilization of local QSI and common feedback in- siot lastsT seconds). Then-th slot means the time interval
formation from the AP: Existing control policy on (mr, (m+1)7), m =0,1,2---. Fig.[ illustrates the top level
throughput optimization only adapts to the local CSI angystem model in symmetric network. THé competing users

did not exploit the local QSI as well as common feedbacire coupled together via the transmission threshold angpow
information from the AP. These side information areontrol policy.

also critical to improve the delay performance of the S-
ALOHA network.
A. Source Model

In this paper, we shall propose a delay-sensitive power
and transmission threshold control algorithm for S-ALOHA For simplicity, the arrival packet rate of all the users
network which addresses the above three important issuiésassumed to follow independent Poisson distribution with
We consider a S-ALOHA network withi( users. The trans- arrival rates\ (number of packets per second). The packet
mit power and threshold control policies adapt to the loc&ngth of the data sourcd’, follows exponential distribution
CSl, local QSI as well as common feedback informatiowith mean packet sizeV, (bits per packet), and the buffer
(ACK/NAK/Collision) from the AP. The delay-optimization size is N (packets). The QSI of the whole system at the
problem belongs to the memoryless polié§agent infinite m-th slot is denoted byQ,, = {Qkm}i—, € N, where
horizon decentralized Markov decision process (DEC-MDR)x, is the number of packets in theth user’s buffer, and
[11]. The problem of finding the optimal policy is proved toV = {0,1,2,..., N} denotes a finite state space of local QSI
be NP-hard[12], [13], which means that the optimal solutiorfor single user. When the buffer is full, i.€x,,,, = IV, it will
is computationally intractable. To obtain a feasible ana lonot accept any potential new packets.
complexity solution, we recast the optimization problenoin

two subproblems, namely thgower controland thethreshold ) )
control problem. For a given threshold control policy, thé- Physical Layer Model and Feedback Mechanism

power control problem is decomposed intoremluced state  \We consider a block fading channel between each user

MDP for single user so that the overall complexity®N.J?), and the AP. The CSI atn-th slot is denoted byH,, =
where N and J are the buffer size and the cardinality Of{Hk,m}szl € SK, where Hy,,, is the channel gain for

the CSI states. On the other hand, we solve the threshokkrk, and S = {S;}/_, denote a set off CSI states for

control problem by exploiting the special structure of the Ssingle user{H,.,,}>°_, is modeled as a stationary ergodic

ALOHA network and common feedback information to del‘ivgrocess [14], which is independent among users. Specjficall

a low complexity solution. The delay performance of thgst pij = Pr{Hp,, = S;|H.m-1 = Si} be the state

proposed design is shown to have substantial gain relaivetiansition probability andr; = Pr{H;. = S;} be the

conventional solutions. stationary probability. All the users share a common spectr
This paper is organized as follows. In sectidn II, we outlin@ith a bandwidth of WHz using S-ALOHA protocol. The

the system model of S-ALOHA network and define the delagignal received by the AP at-th slot is given by:

optimal control policy. In sectiofiIll, we shall formulatbet X

delay-optimal problem and introduce the DEC-MDP model. y[m] = Z VHimae[m] + z[m) 1)

In section[1\, we exploit the special structure in symmetric k=1

network. We also extend to asymmetric case in setfibn V andhere z;[m] is the transmit signal for thé-th user atm-th

illustrate the performance via simulations in sectiod VI. Alot, and{z[m]}5°_, is the i.i.d A(0, Np) noise. Suppose that

brief summary is given in sectidn VIl finally. only the k-th user attempts to transmit its packet to the AP at

Hy

Feedback

Il. SYSTEM MODEL
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the m-th slot. The maximum achievable data rate (b/s) of the Denote x,, = {Qm,Hm-1,%m-1,Zm-1,Hn} to be
k-th user is given by: the global system stateat the m-th slot and xx,, =
Py Hy {Qk,m> Heym—1:Ym—1, Zm—1, Hp,m } 10 be thelocal system
W) (2) statewhich is observable locally at the-th user. Note that

. ) {¥m-1,Zm-1} is the common information for all users, and
where Py, ,,, and Hy, ,,, is the power and channel gain bfth {Qrm> Hem—1, Him } is the local information for thek-th

user atm-th slot. user. Given the observed local system state realizaion,

_ To decouple the delay-optimal design from the detailefle ;. th yser should adjust the transmission power according
implementation of the modulation and coding in the physicgl o stationary power control policyrp, which is formally
layer, we assumed that the data rate (2) is achievable. tn ffefined below.

it has been shown [15] that the Shannon's limit i (2) can pefinition 2 (Stationary Power Control Policyl The sta-
be achieved to within0.05dB SNR using LDPC with2K o nower control policy for single users : A x S x
byte block size all% PER. We consider a collision channels . =" ' .  is defined as the mapping from current local
for the S-ALOHA random access and hence, the AP couldqio state fok-th user, to current slot's transmit power
only decode the data successfully when there is only one U (Xt.m) = Pem. The set of all feasible stationary policies

transmitting in any time slot. At the end of each slot, thgp is defined asPp = {np : 7p(xkm) > 0}. Note that
AP broadcasts the ACK/NAK/Collision feedback, denoted 3, .. =0 for all Hy.,, <~ becaus’gcu?rent' slot’s CSI is

2 = (1,0,¢) [16], to all the K users in the network. For | o than the threshold.
instance, ACK(Z = 1) means that exactly one user has
transmitted the packet, and data was successfully decodﬁ
NAK (Z = 0) means that none of users has transmitted afy joint control policy is given byP = {P,,Pr} . As
hence, no data was received; Collisioh £ ¢) means that at a result, 7, ) = {7V 1, Zom 1) {WP(kan;)}K Vo
least two users have transmitted, and the data was CB”Upt{Vm, {Pl; m}kénﬁ- v ’ ’ m) S k=1

R(Pyym, Him) = Wlog, (1 +

-or simplicity, letm = {n,,7p} denote the joint control
icy of all the K users. The corresponding set of station-

C. Control Policy In practice, the user with empty buffer will not transmit

' even if its local CSI exceeds the system threshold, and this

Each user decides whether to transmit a packet at 3epne important technical challenge in the delay analysis o
beginning of a slot using ahreshold mechanismDue to S.ALOHA network. Instead of dealing with the delay for the
symmetry, a user will transmit if the buffer is not empty an@riginal S-ALOHA network, we shall utilize the technique of
its local CSI exceeds a common system threshofdl If there  gominant systenid] to obtain an upper bound of the delay
are more than one backlogged users’ local CSI exceeding Hi&formance. In the dominant system, we assume users always
threshold, then collision will occur and none of the packet‘%\/evirtua| packetgo send (even if the buffer is empty) and
could get through. As a resul,,, determines the priority on therefore, the delay performance associated with the damhin
the access opportunity of each user. In this paper, we shglktem is always an upper bound of the actual system. Yet,
consider an adaptive threshold control to exploit the fgdirhe bound is asymptotically tight in the large delay regime.
memory to minimize the system delay.stationary threshold
control policy, is defined below:

Definition 1 (Stationary Threshold Control PO|iC)BZ A
stationary threshold control policy, : S x Z — S is defined In this section, we shall first formulate the delay-optimal
as the mapping from the previous slot’s system threshat@ntrol policy problem, and then formally introduce DEC-
Ym—1 and common feedbacl,,_, from the AP to the MDP model. We show that our problem belongs to the

system thresholdr, (Vm—1,Zm-1) = ~m in current slot. me_moryles_s pplicy case d_ZﬁEC—M_DP in which finding the
The set of all feasible stationary policies, is denoted as optimal policy is computationally intractable.
Py ={my : 7y (Ym-1,Zm-1) € S}.

The threshold control is adaptive to the common informatiog System Delay

for all the K users and hence, each user could determine the

system threshold just from the feedback from the AP. Due to the nature of random access, the queues ofithe
users are coupled together via the control policy. When the

!Since we assume strong coding is used by each user, we igroase system threshold is small, there will be a high probability o

with transmission error. o . having more than one users sending packet, leading toioallis
In symmetric network, users are statistically identicag(esame fading
channel, same arrival packet rate and same average powstraint) and a and wastage of power resource. On the other hand, when the

common threshold is reasonable for fairness considerédiciiieving the same system threshold is high, there is non-negligible protigtmif

average delay performance). On the other hand, for the asjmicnmetwork, ; ; ; ; ;
we have considered the flexibility of different thresholds @ifferent users h.aVI.ng no.usgr. Sendlng packet, Ieadmg .to wastage of idle. tlm.
(because the users are not statistically identical anymore Similarly, individual user may want to increase the trartsmi
SWe have assumed the deterministic threshold control pdiene. In fact,
the same formulation and approach can be used to deal witmamission 4When transmission  probability approach is applied, The
probability approach rather than threshold approach. The users wiiimain  local system state for the power control policy should be
a probability at different CSI state according to a probgbilinction p(H) €  Xkx,m = {Qk,m> Hie,m—1,9m—1(H), Zm—1,Hy m}. We further
[0,1]. The transmission control policy is defined &g (¢m—1,Zm—1) = discretize the transmission probability functign({) to make the system
»m, 1.€, mapping from the common information to current sla#ssmission state discrete. The optimization of the control policy is #imilar solution
probability function. path as the threshold approach.

I1l. PROBLEM FORMULATION
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power when the local CSI is good but if there is collisiondy, it is called memoryless or reactive policy. In that case, th
the transmitted power is wasted. In this paper, we seek to fipbblem isNP-hard[12], [13]. As a result, it is very difficult to
an optimal stationary control policy to minimize the averagobtain the optimal solution for the Problérn 1. Instead otéru
delays of theK competing users subject to average transnfitrce solution, we shall try to exploit the special struetwf
power constraint for single user. Specifically, the aveidglay our problem to obtain low complexity solutions.

for the k-th user is

M -
[Zm_l Qk,m] VE e {1,..K} (3) IV. DELAY-OPTIMAL CONTROL PROBLEM IN SYMMETRIC

—_ 1
T =i —E
k() 1eSUp M NETWORK

M

and average transmit power constraint is given by: In this section, we will focus on exploiting the special
L 1 M structure of the symmetric network. We shall first solve an

Py(m) = limsup ME [Zml Pk,m:| <Pk (4) optimal power control policy by a reduced state MDP for

M - any given threshold control policy. To solve the threshold

where Py, is the transmitted power determined bYxx,), control problem, we utilize the collision channel mechanis
and I is the average power constraint for single user. Thghd derive a low complexity solution.

delay-optimal control problem can be formally written as:
Problem 1 (Delay Optimal S-ALOHA Control Policy):

Find a stationary control policy that minimizes é\ I_Embedded Markov Chain under a Given Threshold Control
olicy
JT0a) = Zk m(w)Jrgm (5) For a given threshold control policy, the observed local
. 1 system state for single user is actually evolved as a Markov
lm];up M Zm,k 91 Oceams 7 Okem))] chain. Specifically, the transition probability conditexh on

Where gi (Xion: T(Xk.m)) = Qiom + EPim is the per-stage the power control pqlicyrp is giygn in the following Iemma..
system pric@ function ands¢ > 0 is the Lagrange multipliers Lemma 1 (Transition Probability of Local System State):

corresponding to the average power constraint§lin (4). At m-th slot, the current state of the:-th user is
Xieom = {Qkms Him—1,Ym—1, Zm—1, H,m }. Conditioned

on wp, the transition probability to the next slot is given by:
B. DEC-MDP Model TP ton p ity X is giv y

Problem[1 in [(b) in fact belongs to the class of infinite P {Xk,m+1[Xk,ms TP (Xk,m) } = T(ym = Wv(%nw:lazm—l))
horizon DEC-MDP, which is formally defined below [11]: X Pr{Hrk.mt1|Hrm} Pr{Zm|Zm 1, { Hri, v }iZp 1}
Definition 3 (DEC-MDP): An K-agent DEC-MDP is given % Pr{Qx,m+1[xk,ms Zm> TP (Xk,m) }

6)
as a tuple . . . S (
/ wherel(X) is an indicate function, which is equal to 1 when
{1, 5,4, P(s']s,a), R(s, a), po} eventX is true and O otherwise.
wherel = {1,.., K} is a set of agents = {5} is a finite Proof: Please refer to appendiX A. |

set of statesA = { A} is a set of joint actionsS), and Ay, is
available to agent, P(s’|s, a) is the transition probability that
transits from states to s’ given joint actiona taken, R(s, a)
is the price function given in stateand joint actiona taken,
po is the initial state distribution of the systeﬁn For a given threshold control policy ifl(5), we seek to find

The association between Problém 1 and DEC-MDP is as optimal power control policy to minimize
follows: We havesy, = xk,m, ar = 7, P(s'|s,a) can be easily 1
obtained from local system state transitiBfis}, sy, ax) given J™(x1) = lim i Zk ElgOkm: e Otrm))] ()
in lemmall, andR(s, a) = 3"y [gk (xkm» T (Xk,m))]- L .

When the policy is given by a mapping from histories oNote that, power control pol_lcy is a function of local sys_t_em
local system statd sy, ...sx.m, ...} t0 actionsa;, € Ay, the state, a_ujd _for _thdc-t_h user, its Iocgl system state tran3|t_|on
problem isundecidablé [21]. When the policy is given by a Probability is given in (). The optimal power control pglic
mapping from current local system statg to actionsay, € I (@) could be decoupled intd{ single-user optimization

problems, which can be modeled as a MDP and summarized

SIn [17], it is namedprice, yet calledcostin [18]. If it is called areward ~ as following lemma.

then the problem is to maximize the reward. _ , Lemma 2 (Power Control Optimization for Single User):
More details about the infinite horizon DEC-MDP is provided19] and Th imal | I'Ey S h hol
the references therein. e optimal power control poli€y minimizing the whole

"Undecidability is a formal term in the computational comtle theory  System delay can be modeled as a single user MDP
used to address the computability and complexity issue oiside problems. problem, with state space given by local system state

A decision problem is called (recursively) undecidable af algorithm can . . . L A
decide it, such as for Turings halting problem. It has nghio do with (ignoring user index). The transition probability is given by

whether an optimal solution of an optimization problem erisnot (or have

multiple solutions), because that depends fundamentailghe structure of 8The power action set is compact, due to finite transmit powearactice.
the problem. Yet, even if an optimal solution of an undecidgivoblem exists By Theorem 8.4.7 in [17], there exists a stationary and dstestic policy
theoretically, there is no algorithm (iterative) to obtdire optimal solution that is average optimal. Thus, it is no loss of optimality this power control
and terminates [20]. policy.

B. Reduced State MDP Formulation and Optimal Power Con-
trol Policy
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Pr{xm+1|Xm,7Tr(xm)} from lemma[l, and average price isvherea(x.») = mp(xm) IS @ single power allocation action

given by: at statey,, and a(y.,) = wp(Xm) IS the collection of
power allocation actions under a given reduced state
J™P(x1) = hm — Z lg(xm, mp(xm))] (8) Furthermoreg(x.m,a(Xm)) is the conditional per-stage price

function given by:

For the infinite horizon MDP, the optimal policy can be _, . . B . N

obtained by solving thebellman equationrecursively w.r.t I(Xm>alXm)) = E[g(Xm, Hm, a(Xm))|Xm] (11)
(8,{V(x)}) as below: = Qu+¢(X,, PriHulHu }Py)

. As a result, the original MDP is equivalent to a reduced
Vixm) +0 = a&lﬁ){g(xm, alxm)) + state MDP, which is summarized in the following lemma.
Lemma 3 (Equivalent MDP on a Reduced State Space):
> Pr{Xm+1|vaQ(Xm)}V(Xerl)} (9) The original MDP in lemm&l2 is equivalent to the following
Xm+1 reduced state MDP with state space given y, average

wherea(xm) = 7p(xm) is the power allocation when state i”"1® 9Ven by:

xm- If there is a(6, {V(x)}) satisfying [9), therd is the op- TP e LM ~ o
timal average pr(ice{pe(r sgagléfP (x1) and the corresponding T 0a) = hmﬁup M Zm:l E [§(Xm, alkm))] (12)
optimizing policy is given bya*(x.,), the optimizing action Pr{{m1
of (@) at statey,,.

Value or policy iteration can be used to solve the bellman Pr{{m+1[Xm,a(Xm)} (13)
equapon [B_a) [1.7], [18].. The challenge of the two iteration - Z Pr{H,|Hp—1} Pr{Xmr1|xm, a(xm)}
algorithm lies in the size of the local state space. To re- Hm
duce the complexity, we shall recast the original MDP in The bellman equation for reduced state MDP is given in
lemmal2 into areduced state MDPLet’s partition the policy (@0). Note that while the reduced state MDP is defined over
7p into a collection of actions, the above MDP could b#he partial state, the power allocation is still a function of the

further reduced to a simpler MDP over @duced state original complete local system state. In fact, for realmatof
Xm = {QmsHm-1,Ym-1,Zm-1} onl)E. Specifically, we the reduced statg,,, the solution of the reduced MDP gives

have following definition: the conditional actions for different realization &f,,.
Definition 4 (Conditional Action):Given a policyrp, we
define mp (Xm) = {mp(xm) : Xm = (Xm,Hm)VHn,} as C. Delay-Optimal Power Control Solution
the collection of actions under a given reduced stfe  vjajue or policy iteration can be used to solve the bellman

for all possible current slots CSH.,,,. The policy 7p IS gquation[[ID), and the convergence of the iteration algorst
therefore equal to the union of all condmonal actions,, i.65 ensured by the following lemma.

[Xm,a(Xm)} is the states transition kernel given by:

P = _Ux WP(X)_ _ _ - Lemma 4 (Decidability of the Unichain of Reduced State):
Taking conditional expectation (conditioned of) on  The ynichain of the reduced state MDP in lemnia 3 is

both sides of[(9), and letting’(x,n) = E[V(xm)[Xm] = decidable under all power control policy.

1; Pr{H|Hm-1}V (xm), the Bellman equation becomes: Proof: Please refer to appendi® B. -

The number of unichains of the reduced state MDP in
~ (3) depends on the number of recurrent classes of local
V(Xm) +0 = inf {ZPr{Hm|Hm1}(g(Xmaa(Xm)) system state (excluding the queue st&® in x,., i.e.,

alxm) Hp, ®,, = {H;,vi,Zi}i=m—1- The value or policy iteration
could be applied to different unichains respectively, whiie
} convergence and unique solution is ensured [17]. Spedyfical
the bellman equatiorf (10) could be elaborated in an offline

+> Pr{xm+1|xm,a(xm>}v<xmﬂ>>

Xm+1

_ aégf){ZH Pr{ Hy| Ho1 9 (s @(xom)) manner as follows:
A V(m) + 6= inf {~ s 75 (o)) +
£ 3 S Pr{H ol Hyrt Pr{Sma s )} Gon) 6=, 7 0imome (i)
Xm+1 Hm Z Pr{fbm+1|<1>m} |:T)\V((qm + 1)/\ N (I)m+1)+
S Prlt )V (. Hon) | s
X It ddm Xm+15 Am+1 ~ ~
Hpmia TNV((qm - 1)+7 (I)erl) + (1 —TA— T,LL) V(va (I)erl)} }
) (14)
- agjﬁ 9(Xm,a(Xm)) + where i = (1(Xm, Zm,7p(xm)) is the mean packet service
_ rate in [34),25 y = min{z, N}, and letP(x,,) = 7p(Xm)-
Zx Pr{f(mﬂlf(m,a(f(m)}V(f(mH)} (10) In the right hand side of(14)P(x..) only influencex and
m—+41

10In [17], unichain is defined as a single recurrent class plymssibly
9A similar technique was also used in [22], [23] empty set of transient states.



TO BE APPEARED IN IEEE TRANS. WIRELESS COMMUN. 6

g in [@d). Specifically,Pr{®,,,1|®.,} is presented simply wherePr{only 1 user transmits,,_1, Zm,_1} is given by:
asPr{H,,|Hy—1} Pr{Z,.|Zn-1}. Hence, the optimal power

. . . P i m—1» m—
control policy for a system statg,, is thus given by: r{only 1 user transmits,, 1, Zpn—1}

Kv (p) &Y if Zp_1 =0
—(K—1 (K —2 i —
P(Xm) = arg Pl?in){ [<U( ) + (K - 1)CUU( )] if Zp1=1
Xm — —k—1
> Pr{HonlHn-1} [€P(tm) + Pr{Zm = 1|Zm 1} ol if Zp 1=
™, log, (1 + W)é(qm, Hyp, 7771)} } (18)
where pff;’k) given in [30), is a function ofy, and

= -WrPr{Zy = 1|Zm-1}6(¢m, Hpm,Ym)/ (Np€ 1In 2 e ; . ; . .
< 7Pr{ | 1}ole m)/ (Nig 10 2) {v,7,¢, ¢} given in [2T) (ignoring user indek) are functions

of {~;}™,. 4. The way to obtain[(17) is to treat the previous
slot's transmitted and non-transmitted users separafaya
B (15) sanity check, note that when the CSI are i.iid= v and
where 6(qm, Hin,vm) = V((@m — VDY Ho, Yy Ze = ¢ = o for all {'ym,l,Zm,l%», equation [(II7) is reduced to
1) = V(gm, Hym, Ym, Zm = 1). Note that the optimal power = = argmax.,, Kv (7)" V. 4z, is the same for all the slot
control action depends on the local CSI via the standagsl maximize the probability that only one user will transmit
water-filling form. On the other hand, it also depends on
the local QSI and common feedback through the water- E. Summary of the Solution in Symmetric Network

leveft]. Using the optimal power allocation policy, the tran- .

sition probability of reduced state i®r{{miiltm} = The overall power and threshold control solution in sym-

Pr{QmsiXm: Zom 70 (xm) } Pr{®pms1|® }. The stationary metric network consists of an offline procedure and an online
m my m m m mJ-

distribution of {, denotedw(x), could be found by the Procedure and they are summarized below.

linear equationso(x;) = >_;w(x:) Pr{X;|x:}. Finally, the [Offline Procedure: The output of the offline procedurg is
Lagrange multipliers is chosen to satisfy the average powefoptimal power allocatiorr (), which will be stored in &

+
—NOW/Hm)

constraint per usefy: table and used in the online procedure.
. o Step 1) Determination of the threshold control
Po = w(Xm) HZPr{Hm|H’”_1}P(Xm) (16) policy: Figure out the threshold control policy fram

(@X3) for different realization of v,,—1, Zym—11}-

o Step 2) Acquire unichains of reduced statefrom

D. Threshold Control Policy the given threshold control policy, obtain the recurfent
classes of the reduced statefrom lemma%.

o Step 3) Determination of the optimal power
control policy: For a given ¢, determine 6(¢),
{V(Qums Hm-1,Vm-1,Zm—-1;€)} of the bellman
equation [(TH) in every unichain of reduced state by
policy or value iteration algorithm. The optimal power
control policy7p (xm; &) is then determined i .(15)

« Step 4) Transmit power constraint: For a giveng¢,
the average transmit powé&t can be obtained in_(16).
On the other hand, we could use root-finding numerical
algorithm to determing that satisfies a give®,.

Threshold control policy is determined based on the com-
mon information {v,,—1, Zm-1}. The full exploitation of
the known information is critical to improve the delay per;
formance of the system. In fact, the common information
{¥m-1,Zm-1} could be used to exploit the memory of all
the K competing users’ fading channels, and predict thej
transmission events at the current slot. Specifically, i@ th
collision channel, data will be successfully received bg th
AP in the S-ALOHA network, if and only if exactly one user
transmits at one slot. Consequently, the known informatian
shall be chosen to ensure the user with the largest CSI
will transmit alone with the highest probability. Based or
this observation, we propose larger CSI higher priority
(LCSIHP) threshold control policy as follows:

-

Online procedure: The homogeneous users obsgfye=
{QmsHm-1,Vm-1,Zm—1, Hn}, the local system state re-
alization at the beginning of the:-th slot and transmits
(17) at a power given byrp(xm). If Hp < 7y (Ym—1; Zm—1),
P, =mp(xm) =0, i.e., the user will not transmit.

*

Tm = Tr’v('ym*lvszl)
= argmaxPr{only 1 user transmits,,_1, Zp,—1}
Ym

The complexity of the online procedure is negligible be-
1IAs a sanity check, when the CSI are i.i.d and the the contrétips cagse It is 5|mply a table Iookmg up. The complexﬂy of the
are not function of QSI (ie..nt, (H) : S — S,7p(H) : S — R)), using Offline progedure.depends. mostly on .the solufuon of power
similar reduced state MDP technique, the optimal power robriiolicy is ~ control policy, which contains an iteration algorithm tdveo
represented ag—W'r (3, ., )" 7!/ (No€ In2)—NoW/Hm)*. Where the bellman equation ifi{14). Specifically, the complexify o
3 :_éV(fgn) - V((%{ - 1?+))/§] is tg?_nﬁw Lagrange mp_ge[_' arl‘d the reduced state MDP is given in following theorem.
considered as a constant since the Q Influence Is Igno N optimal Theorem 1 (CompIeXIty Of the Reduced State MDH)E

threshold~ can be obtained. It is the same as the binary scheduling with - ;
power control w.r.t the CSI studied in the [5] calledriable-Rate Algorithms Worst case complexity of the reduced state MDR{F (KX))),
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where f(K) is a monotonic decreasing function of numbe| Pr{H; -1}/ > [l Pr{Him-1} is the belief of

of usersK. Furthermore, there exists a constafif > 0 such #k ) H_pm-1 .
that for all K > K, the complexity is reduced tO(N.J). the possible realization G, 1 conditioned On\I}’“”_”_l'
Proof: Please refer to Appendix C. - Then, the feedback transition probability is given by:
Theoren{ll implies that wheK is large enough, there is Pr{Zpn| Zm—1, {Hgs, Ti} 0, 1} =

no need to exploit the memory of the fading channels. The
threshold is fixed taS; regardless of the common feedback. ZH,k,m Pr{H—t,m[Wrm—1, Urm} (21)

This is reasonable because the more competing users we havgg 3 result. the power control solutiemy, (. ) for the k-
’ k )

the smaller the chance for single user to transmit. Henge, {§ \ser is similar to lemmid 3 except that transition prolighbil
sufficiently large K, the users are only allowed to transmibys feedback state,, is replaced by[(21).
when local CSI reaches the largest statg so as to reduce

the intensive collision. Note that, the complexity of théioé .
procedure is substantially reduced, compared to the coxityple B. Threshold Control Policy

O(N.J3) of the brute-force solution in the original MDP in The system threshold’,, determined by the threshold
lemmal2. control policy will influence the successful transmissiontp

ability of each user. Specifically, let;, ., (I',,) represent the
probability that userk transmits alone atn-th slot, i.e.,

V. EXTENSION TOASYMMETRIC NETWORK pedm. > H Note that
_ | — s im < Yi,m (- NOte that an

In this section, we shall extend the delay control framé‘fk’m r{ k’"} - %,mkUz?le wit ; %ma} Y
work to asymmetric S-ALOHA network, in which heterogelncrease it 0T LSCT T W TS & oo oaSe thim

nous users have different fading channels. Specifically. Fé)r alli # k. Hence, there is a tradeoff relationship among the
S, — {S‘}Jk denote a set off, CSI statesp* denote’ probability of successful transmission of th& users. Unlike
= ifi=1 Wi 5

the state transition probability anmtlj-c denote the stationary the symmetric case, the threshold control policy shall mdy o

probability for userk. The common threshold for all users Prove the delay performance, but also consider the faime

: . gmong theK heterogenous users. In S-ALOHA network [6]
is not applicable for the heterogenous users and hence, and centralized system [24], the authors proposed the ptodu
system threshold,,, is extended td",,, = {7vk,m }r_,, Where y ' prop P

~k,m 1S the threshold for usek. As a result, the threshold g?rﬂ?a:flauwe t;o(:rr:;i(;(;rt:kse sttr:n f;':gsﬁ(s)l Jnégmcrgrsff ratt;ﬁn.
control policy is extended td@,,, = mr(T'i—1, Zm-1), and Y Y policy

power control policy for uselk is denoted asrp, (Xk,m)- maximizes the product-probability:

The set of joint control policyr = {1, {mp, }.<,} is easily I'* = argmaxr,, Hk Q. (22)

m
redefined as in sectidn] II. o )
The product-maximization could prevent users from having

) ) ] very low successful transmission probability. Similar et
A. Optimal Power Control Policy under a Given Thresholdy mmetric case, we shall exploit the common information
Control Policy {T'sn_1,Zm_1} to enhance the probability of successful trans-
For a given threshold control policy, Lemrh& 1 still holdsmission of K competing users over a collision channel. Given
Due to the extension of single threshalgl to system thresh- all the transmission evedtB; ,,1}X ; (defined in definition
old I',,,, the transition probability of local system state of thi) at the previous slot, the probability that ugetransmits

k-th user should be rewritten as: alone at current slot is given by:
Pr{Xk,m+l|Xk,m7 TPy, (Xk,m)} = (19) ak,m(rma mela {Bi,mfl}fil) =
I (Fm =Tr (mely mel)) Pr{Hk,m+1 |Hkm} Pr{Ak,m|7k,m7 Yk,m—1, Bk,m—l}
X Pr{Z|Zm—-1,{Hpi,Ti}itm_1} H#k Pr{Ai m|Yi,msVism—1s Bim—1} (23)

P m my Z’ma m . . . . .
X PriQrmlx, 7 (k) } Substituting into[(22)I", could be decoupled into single user

where the transition probability of the feedback stateis optimization problem, i.e.,
not as simple as the symmetric case shown in appéndix A-A. .
For instance, the memory of channel fading of othkr— 1) Tk
users should also be exploited through the known informatio (24)
Uim—1 = {Hgm-1,T'm-1, Zm—1} Of userk. Hence, the joint
probability of CSI for other users at-th slot is given by: From{T,,_1, Zn—1}, we can calculate the probability that
any specific user transmitted before and hence, the théshol
Pr{H_pm|Urm-1} = (20) control policy can be solved by single user optimization

m = arg max Pr{ Ay m|Yim, Yom—1, Brn—1}
k,m

(Pr{zk,mh/k,mv Yk,m—1, Bk,mfl}) et

roblem given by:
S Pr{Hk,mnwm1}<HPr{Hz—,m|Hi,m1}> P gwen by o
H_pom_1 i£k argmax vy (1 —vg)" if Zymo1=0
Vk,m
where H_j = {H; m}YE, iz, 1s the  set Viym = Pk (1 — )71 :
of all users CSI at the m-th slot, excluding A o oG (11—t it Zm—1 71

the k-th one, and Pr{H 4, 1|%m 1} = (25)
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where {uv,(r} are obtained in [27), px =

Pr{Akm-1|Tm-1,Zm-1} is the conditional probability that
; 1 - T~ Binary Scheduli
userk transmits at thgm — 1)-th slot, andp, = (1 — pg). asp - ey Seeddng
Hence, we have Fixed Power
P
M Lo i/ 200 e [z i W Zia =11 g S aselines
Pk = Uk(l_l_L#kﬁi) if 7 —e (26) §3-5’ N
(171_[1 ﬁifzj Hi;ﬁj njﬁi) m—l § Variable Rate
. g 3
Wherenk = Pr{Ak,m—l|7k,m—l} = Zsj>’7k S 7'1';—c is the g Proposed Scheme
transmission probability of usek, given the threshold is < 25t
- Binary Scheduling(Baseline 1)
Ve,m—1, andnk =1- Nk Al Fixed Power(baseline 2)
— - — Variable Rate(baseline 3)
LCSIHP(Proposed Scheme)
C. Summary of the Solution in Asymmetric Network 15 . s I " = pr=

The overall solution of the control policy in asymmetric Average Power Fy(d8)

network also consists of an offline procedure and an online
procedure. Compared with the symmetric case, the optim®). 2. Comparison of the delay performance between prapasatrol
power control policyrp, (x) is not the same for all the ?nggua?gr tahllretiebT]SoerErc]JeSerjgoz)s/munslsgcVr\}gtvgcs)rsﬁm\héh?h;t:st:]g:gg:hl Eﬂ
heterogenous users. ln_ the offline prqcedm@,(x) Shou'q be N = 5, packet arrival rate‘g\1 —lforall K =5 users, with mean packetgsize
calculated and stored in corresponding user’s table fanenl v, = 1K bits.
looking up.

Similarly, the online procedure is a table looking up and
hence, the complexity is negligible. Since the thresholumb
policy is decoupled to one dimensional optimization prable oor ]
for single user, the complexity of the offline procedurel stil osf Proposed Scheme P
depends mostly on the iteration algorithm. Due to the ex-
tension of the system threshold, the number of reduced state
Xk,m 18 O(N [], Jx). However, theoreri]1 still holds in the
asymmetric network. For sufficiently largk’, the threshold
control policy will increase the threshold of each user stoas

avoid intensive collision. As a result, the number of pdesib

0.7

0.6 _ 4

0.5 Variable Rate

- Baselines
0.4r

Average Throughput(bits/slot)

03l Binary Scheduling

states is substantially reduced and the asymptotic cortylex 02t - LCSIHP(Proposed Scheme)
. . — - — - Variable Rate(Baseline 3)
of userk becomesD(N J;,) as in the symmetric case. oal Fixed Power Fixed Power(Baseline 2)
Binary Scheduling(Baseline 1)
0 ‘ ‘ ‘ ‘ ‘ ‘
VI. NUMERICAL RESULTS AND DISCUSSIONS ® ° ° neragepowern®)

In this section, we shall illustrate the delay performante o
the proposed control policy via n_umerlcal simulations. \& SFig. 3. Comparison of the throughput performance betweepgsed control
the time of a slotr = 1ms, bandwidti? = 1KHz. We model policy and three baselines in symmetric network. The cordigen is the same
the packet arrival and CSI event follows the assumption én ths Fid2.
system model (Sectidn I1). With different simulation sceos,
we calculate the optimal policies in offline. In the online
application, the users simply implement the policy at edsh s
corresponding to the system state observed in that slot. The
packet will stay in the buffer until it is successfully sered,
and the performance is evaluated with sufficient realiratio

Fig[2-Figl4 compares the LCSIHP threshold control policy
(corresponding optimal power control policy) in symmetric
network with three reference baselines. Baseline 1 cooretp
to the binary scheduling algorithm in [6]. Baseline 2 corre-
sponds to the LCSIHP threshold control policy without power
control. Baseline 3 corresponds to the variable-rate élguar
with power control proposed in [5]. We observe that there
is a significant gain in both delay and throughput of the o 5 : m = P e
proposed policy over these three baselines[Fig.4 compare: Average Power Fy(dB)
packet dropping probability (packet arrives when the bufe
full @ = N). It shows that packet dropping performance iﬁig. 4. Comparison of Packet Dropping Probability (Comdigd on Packet
also improved by the proposed policy. This scenario can alsoival) between proposed control policy and three bassliin symmetric
be inferred from the optimal power control policy, which kil "etwork. The configuration is the same as[Hig.2.

Binary Scheduling(Baseline 1)
0.9f Fixed Power(Baseline 2)
— - — - Variable Rate(Baseline 3)

0.8 LCSIHP(Proposed Scheme)

0.7 Binary Scheduling

06 Fixed Power
0.5

0.4} Variable Rate
0.3

0.21 Proposed Scheme

01k Baselines T

Pakcet Dropping Probability(Conditioned on Pakcet arrival)
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TABLE |
Two FSMC CSI| MODELS WITH THE SAME STATES YET DIFFERENTTRANSITION PROBABILITY (USERL/USER2)
Hy Ho Hj Hy Hsy Hg H~ Hg Hog Hio

States| 0.055 0.074 0.112 0.153 0.237 0.531 0.894 1.343 2.588 4.493
Hq 0.2/0.25| 0.8/0.75 0 0 0 0 0 0 0 0

Ho 0.2/0.25| 0.3/0.3 | 0.5/0.45 0 0 0 0 0 0 0

H3 0 0.25/0.3 | 0.35/0.35| 0.4/0.35 0 0 0 0 0 0

Hy 0 0 0.3/0.34 0.3/0.3 0.4/0.36 0 0 0 0 0

Hs 0 0 0 0.33/0.37| 0.34/0.34| 0.33/0.29 0 0 0 0

Hg 0 0 0 0 0.33/0.37| 0.34/0.34| 0.33/0.29 0 0 0

Hr 0 0 0 0 0 0.4/0.36 0.3/0.3 0.3/0.34 0 0

Hg 0 0 0 0 0 0 0.4/0.35 | 0.35/0.35| 0.25/0.3 0

Hy 0 0 0 0 0 0 0 0.5/0.45 | 0.3/0.3 | 0.2/0.25
Hio 0 0 0 0 0 0 0 0 0.8/0.75| 0.2/0.25

7r]1~ 0.0137 | 0.0548 0.1097 0.1463 0.1755 0.1755 0.1463 0.1097 0.0548 | 0.0137

nj 0.0342 | 0.1027 0.154 0.1586 0.1529 0.1201 0.0979 0.0951 0.0634 | 0.0211

BSP-user2
45r

¥ _BSP-network
\

— - — - BSP-user2(Baseline)

BSP-network(Baseline)
Asymm-user2
Asymm-network

— — — Asymm-userl

— —  BSP-userl(Baseline)

3.5r

Asymm-user2

Average Delay(packets)

Asymm-network

Asymm-userl
25

2 L L L

T~ BSP-userl

2 4 6 8

I I
10 12 14 16 18

20

Average Power PD(dB)

Fig. 5.

Comparison of delay performance between BSP (powatra
w.r.t CSI additionally) and proposed Asymm policy in asyntricenetwork
with two heterogenous users, and their CSI models are ligtedable

T
— BSP(Baseline)
—— Asymm(Proposed Scheme)

Average Delay(packets)
o
.

. . .
15 20 25
Average Power PO(dB)

. .
5 10

Fig. 6. Comparison of delay performance between BSP (powosetra w.r.t
CSlI additionally) and proposed Asymm policy in asymmetrétwork with
10 heterogenous users. Every group has two homogeneouws user

[ (userl/user2). Specifically, BSP-user2 denotes the detajormance for
user 2 under BSP policy, while BSP-userl is denoted for useBIP-

network denotes the average delay performance of the tws useler BSP
policy. Correspondingly, the notation started with Asymendtes the delay

performance under Asymm policy.

potentially put more power on the node with larger QSI t

reduce the delay.

Fig[H compares the delay performance in asymmetric nefr
work for two heterogenous users. The mean packet arri\fﬁg
rate is assumed to b = 2. Other settings are the sam
as the symmetric case. We compare the performance of t
proposed scheme in sectibh V (denofesymn with another
baseline scheme designed for heterogeneous users in

metric network. There are 10 heterogeneous users which
are divided into 5 groups. In each group, there are two
homogeneous users. Furthermore, we assume a larger buffer
size N = 10, and A = 0.4. It can be observed that in a
@rger network, the fairness improvement is less obviohss T

IS because the threshold is increased to avoid the intensive
collision both under Asymm or BSP policy, and the freedom
the improvement for Asymm policy is reduced. However,
delay performance is obviously guaranteed due to the
dditional dimension in QSI for the Asymm policy.

%ig[}] compares the delay performance of the random access
Tg]annel with capture effédt We set3 = 0.9 to leave margin

Specifically, we consider power control w.r.t CSI under the 12jn our original formulation, we have set the transmit data gccording to
binary scheduling scheme in [6] to form a competitive bameli the instantaneous mutual information of the channel, ig.~= W log, (1 +

(namely BSP. Observe there is discontinuity in the delayév
performance of BSP, and this is because in small SNR regime

kow ) (see[(?)). As a result, the transmitted packet could be detatly
hen there is exactly one user transmits. In order to aIIowgmssibiIity
> K Hi

tapture, we set the data rate to by, = SWlogy(1 + W) in

the system threshold for user 2 is lower than that of us@g simulation, where3 < 1. As a result, we leave some margin in the
1 but they become the same in |arge SNR regime_ Obsetg@smit data rate so that when there is collision, the tréindata rate may

that the proposed scheme has significant performance gai
terms of fairness or delay performance compared with the B

baseline.

t'Ihbe smaller than the instantaneous mutual informatigp(collision)

Plog2(1+ %) and packet detection is possible. The criteria

to determine the success of capture is based on comparingﬁhand
Cy(collision). If R, < Cy(collision), then the packet from thé-th user

Fig[@ compares the delay performance in a larger asyman be successfully decoded. Otherwise, it will be cormipte
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A. Feedback State Transition

10

ol Baselines | From the position of uselk, common feedbackZ,,

o oo and {Hym—1,Ym—1} could provide the information how
R . many other(K — 1) users have transmitted at the previ-
§ o Tl Binary Scheduling | ous slot. It can be ultilized to improve the prediction of
% 6l \\\ . ] their transmission behavior at current slot. Moreover, twee
g .| T~ N | user k transmits at current slot will influence the realiza-
g Proposed Scheme . _’: T~ tion of Z,, and hence, the feedback transition is deter-
L \\ variable Rate mined only by{Z,, 1, {Hy,7vi}™,, 1 }. Next we shall find

31 Binary Scheduing@aseline 1| 1 P_r{Z{n!me_la {Hk,iv%}?;m—l} (denotePr{Zy,|Z,, .} for

ol - Cemnatenne?) ] simplicity) given in [6).

LCSIHP(Proposed Scheme) \'\ In fact, the common feedback information could modify the

10 12 14 16 18 20 stationary probability of CSI states. For instanég, ;1 = 0

Average Power PO(dB)

is equal tolJ, He,m < Ykm—1. Given Hy,, < =, the
stationary probabilityPr{H} ,, = S;} should be modified
k

Fig. 7. Comparison of the delay performance in 10 users symune ~k _ T mi i
network with capture effect at the AP. Specifically, we cdesinarrow band as m; (’7) D S Similarly, Given Hym > 7, the

isp -
transmission I/ = 1KHz). The data rate is given big;, = SW logy(1+  stationary probab|lwltyPr{Hk_,m = S;} should be modified
k

Pka) where 3 = 0.9, buffer length N = 10, and packet arrival rate
NQW ’ - gy = - , /\k _ 7Tj . pe . .
A = 0.4, with mean packet sizéV, = 1K bits. When collision occurs, asm; () Y5y T Specifically, we introduce following

the packet sent by the-th user will be successfully detected at the AP ifdefinition for uslérk,' where v, ,,, is the threshold fork-th

Ry, < Cy(collision) = Wlogy (1 + Mﬁ%). Otherwise, it will yser, utilized in sectiof V.

be corrupted. Definition 5 (Transmission Event of theth User): Let
Ay denote the event that usér attempts to transmit at

the m-th slot, i.e., Hyw > Ykm, While Ay, denote the

for the possibility of capture in case of collision. It can b%omplimentary event, i.e.Hym < i Furthermore. let
observed that there is significant performance gain of tf)gk € {Apm, Ak }' " " '
,m N m -

proposed scheme when there is capture.

As aresult, the probability of the transmission event igiv

by:
VII. SUMMARY Pr{ Ak m |Yk,ms Ye,m—1, Beym—1} =
We considered delay-sensitive transmit power and thrdshol[ v, = > > T (Vem—1)PE it Bem—1 = Akm1
control design in S-ALOHA network. The users adaptively Si<7k,M*1SjZ'Yk,mAk .
adjust their transmission threshold and power, to achikee t G = SV>Z S_>Z T (Vem—1)Di i Bem—1 = Ak.m—1
minimal delay of the network. The jointly optimal policy is TR 2= e 27)

revealed to be computationally intractable and hence bryigy simplicity, let), = 1 — vy, and¢, = 1 — (4. Note that,

force solution is simply infeasible. However, for a given, symmetric network| J, vy = v and|J,, ¢x = . Therefore,
threshold control policy, we decompose the optimal powgfe jgnore the user indek in the symmetric network.

control policy into a reduced state MDP for single user, in . Feedback transits from Z,,_; —= 0 : All the other
which the overall complexity iD(N.J). Threshold control (K — 1) users did not trangrr_ﬁt at the'previous slot. and
policy is proposed by exploiting the special structure of th transition probability is given by: '
collision channel and the common feedback to derive a low '

complexity solution, which is a one dimensional optimiaati Pr{Z,|Zm-1=0} =
problem in symmetric and asymmetric networks. The delay R (Agm) if Zp =0
performance of the proposed design is illustrated to hafse su TR Agn)+ i 71
stantial gain relative to conventional random access amres (K — D)oot ~21(4y ) T am =
in both networks. (1 =5 1) I(Akm)+ 7
(1-oK V= (K = D)oo —2) [(Ap) 7€
(28)

APPENDIXA
PROOF OFLEMMA [I: TRANSITION PROBABILITY OF
LOCAL SYSTEM STATE

o Feedback transits from Z,,_; = 1: Only one user’s
CSI exceeded,,,_; at the previous slot, which could be
divided into two cases.

Note that the transition event is frofy ,»,, 10 Xkm+1 = If Hem—1 > Yem—1 (Ar.m—1 happens), all the other
{Qk,m+1, Hiem, Yms Zm, He.m+1}. Specifically, the system users did not transmit at the previous slot. The CSI
threshold~,, is given by the threshold control policy, i.e., information of other users are the same4as | = 0
Ym = Ty(Ym-1,Zm—1) With certainty, andPr{Hy 41 = case, so the transition probability Br{Z,,|Z,,—-1 =

S;i|Hgm = Si} = pij;, independent of other states. The 1, Apm—1} = Pr{Z|Zm-1 = 0}.
transition probability of feedback and queue state is given If Hy 1 < Ym—1 (Ax.m—1 happens), only one of other

below. users transmitted at the previous slot. Then the transition
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probability is given by: B. Queue State Transition

The queue state transition is correlated with the feedback.
For instance, ifZ,, # 1, the probability of decreased queue
state should be zero, because of no successful data receival
if Z,, =1 To obtain simple solution, we consider the case the same as

Pr{Zm|Zm—1 = 17Zk,m—l} =
CoE21(Akm) if Zm =0
ZUK?QH(Ak,m)‘F

(T2 + C(K — 2)vt"~2) I(Ak,m) [22], where the time slot duration is substantially smaller
{(1=¢o"2) (A m)+ if Zm =€ than the average packet inter-arrival time and averageepack
(1-¢oR2 —¢wh2— service timed (7 < 1 andr < 1), wherey is the average

C(K = 2)0t" ) I(Ag,m) } packet service rate defined later.

(29) e . .
. ] « Packet arrival: Since packet arrival follows Poisson
» Feedback transits from Z,_, = e: At least two users distribution with mean arrival ratg, the transition prob-

transmitted at the previous slot, which should also be - N
g . L - ability of the queue state related to packet arrival is given
divided into two cases. We first find the probability of ex- Y g P g

. . o i . by:
act users involved in the transmission. Specifically, given y
thresholdy, the probability thak oltJtK users wil(llzrakr;s- Pgg+1 = Pr{Qrm+1 = ¢+ 1|Qxm = q} = A7 (33)
K,k -
mit is p A( ) = (k) (Zs]gy Wj) (Zsj@ T . « Packet departure: The packet length follows exponential
Given add|t|onal information that at least users will distribution with mean packet siz&,, so the packet
transmit, the probability is improved as service time also follows exponential distribution. Con-
- ditioned on the statéxy .., Z,) and data rate given in
PR = piem /Z_io (1 —]BQK-VZ')) Vk>n (30) @), the mean packet service rate is:
If Him-1 > Ym-1 (Ax.m_1 happens), at least one of M(XV’;}W’ZW’WP%’“E)) (34)
other users transmitted, i.e., = — log,(1 + —mZhmypz 1
~ ogy(1+ NoW )I( )
Pr{fﬂZm_l =€ Apm-1} = where Py, ,,, = 7wp(Xk,m) IS the power transmitted at
(K=Lk) (FF_K—1-k\ 1/ 4 i — current slot determined by power control policy. Further-
> opy o I(Ak.m) if Z,,=0
— ' more, Z,, # 1 will lead to zero service rate. Another
KZ p(K1 1, k){ (C —K—1— k) I(Apm)t  if Zp =1 case leads to zero service .rateH;sym < Yg,m» iN Which
-1 " ’ the power control policy will set, ,, = 0. Hence, the
(kgf’“_ng—l—k probability for packet departure is given by:
—k —
+C (K —1— k)UUK_k_z)H(Ak,m)} Dq,q—1 =
K-1 (K—1,k) Pr{Qk,erl = (q - 1)+|Qk,m = 4, Xk,m> vaﬂ'P(Xk,m)}
kzl p’Y 1 { = M(Qk,m =4, Xk,m, Zm7 ﬂ-P(Xk,m))T
n kK k-1 I(A (35)
( —(o ) (Ak,m) if Z, =¢ « No change in thek-th user: The transition probability
+(1 _ Z oK—k-1 _ kgz’“*lglﬂlfk corresponding to no change in queue state is given by:
~C (K = 1= R)os" = 2)I(A) | Pag =
- (31) Pr{Qk,m-i—l = quk,m =4, Xk,m; Zma 7-‘—P(X}’c,wz)}
If Him—1 < Ym-1 (Ak,m-1 happens), at least two of = (1 = Pgq-1 — Pg.g+1)
other users transmitted, i.e., (36)
. Since A\t <« 1 and ur < 1, the probability of multiple
Pr{Zn|Zm-1 = e, Axm-1} = packet arrivals or packet departures is negligible and denc
K—-1
(K—1,k) (—k_K_l_k) (A it 7, —0 Pap = 0 for |p — q| > 1. Thus the transition probability
kgz Pr2 v (Aem) of queue state is given BYr{Qx.m-+1[xk,m: Zm, TP (Xkm)},
K1 (g —k_ g1 which completes the proof.
POF e S U i P
=2 .
(kczkflgl@lfh_ if Zyp =1 APPENDIX B
Zk(K R s ) (¢ m)} PROOF OFLEMMA [4]: DECIDABILITY OF THE UNICHAIN OF
REDUCED STATE
Bl (k—1k) . :
> Dya { Denote the state (excludin@) in x as® = (H,~,Z2),
k=2 kg1 whose transition probability has been given in lempa 1,
(1 —( )H(Akvm) if Z,, =e independent of@ and power control policy. Specifically,
—|—(1 —Z pi—k=1 _ k(Zk_lﬁK_l_k Pr{®,,11(®} = Pr{Hu|Hpn-—1}Pr{Zn|®m, Hyn,¥m},
2 ko \ where ~,,, is determined from the given threshold control
—¢ (K —1-Fk)vv )]I(Ak,m)} policy. Then, the recurrent classes @& could be found.

(32)  Furthermore, the queue state evolves as a birth-deathgsroce
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under every power control policy, forming an unichain itsel [7]
As a result, the unichain of the reduced stgte- (Q, @) is

decidable. (8]

APPENDIXC
PrROOF OFTHEOREM[I: COMPLEXITY OF THE REDUCED
STATE MDP

El

[10]

{¢k,vx} in [2D) are functions of~,,—1,vm }- Specifically, [11]
we assume(;, > v for the same{vy,,—1,vm}. This is a
practical assumption for fading channels, because the CSI
states will not change fast [14]. Then, we have followinbu]
lemma about the threshold control poligy, in (17).

Lemma 5 (Monotonic Increasing Function gf, w.r.t K):
Given {’}/mfl, mel}, if K> > Ky,
"y;‘n("ymfl, mel, KQ) > ’}/:;,L(’}/m,h mel, Kl) SpeCiﬁca”y, [14]
if v (Ym-1,Zm-1, K1) < ym—1, then for a sufficiently large
Ko, v (Ym=1, Zm—1,K2) > 7, (Ym—1, Zm—1, K1).

Proof: Given {vm-1,Zm-1}, vm Jjust influence the
{¢,v,¢, v} parameter in[(17), and frorh (7, v} are mono-
tonic decreasing{(,7} are monotonic increasing) function
of v,,. As a result, lemma]5 is obvious whéfy,_; # e. If
Zm—1 = e, When K, is increased td<,, by comparing each [18]
term of the samé case and in additiond = (K +1)--- Ko (19]
case, using the assumption©# v for the same{~,,,—1, Vi }
the monotonic increasing characteristic is also obviouss

As the reduced state ig = {Q, H,v, Z}, the worst case [20]
complexity is corresponding to the total number of stateg,of [21]
i.e.,O(NJ?). On the other hand, since the QSI and CSI states
are recurrent, the least number of states in a recurrens clas
is O(NJ). Next we will show that the number of states of22]
the system thresholgl decreases ak” increases, ang = Sy
regardless of the feedback whén is large enough, which 23]
completes the proof.

Given K, let vy, (K1) be the minimal threshold in
a recurrent reduced state class. Specificallyin (K1)
Vi (Vi, s ZKe,, K1), whereyg, > ymin(K1). By lemmalb,
for a sufficiently largeKs > K1, Ymin(K2) > Ymin (K1) and
hence, the minimal threshold in the recurrent class is aszd.
Following the argument, the minimal threshold will increas
to the largest CSI stat§;, when K is increased to a large
numberK.

[13]

[15]

16]
17]

[24]
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