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Optimization of Transceivers with Bit Allocation to
Maximize Bit Rate for MIMO Transmission

Chien-Chang Li, Yuan-Pei Lin, Shang-Ho Tsai, and P. P. Vaidyanathan

Abstract—There have been many results on designing
transceivers for MIMO channels. In early results, the transceiver
is designed for a given bit allocation. In this paper we will jointly
design the transceiver and bit allocation for maximizing bit rate.
By using a high bit rate assumption, we will see that the optimal
transceiver and bit allocation can be obtained in a closed form
using simple Hadamard inequality and the Poincaré separation
theorem. In the simulation, we will demonstrate the usefulness
of the joint design. Simulation results, in which a high bit rate
assumption is not used in allocating bits, show that a higher bit
rate can be achieved compared to previously reported methods.

Index Terms—MIMO systems, transceivers, transmitters, re-
ceivers, communication systems.

I. INTRODUCTION

MULTIPLE-INPUT multiple-output (MIMO) channels
arise in applications such as wireless communication

systems that use multiple antennas and also telephone cables
that consist of many twisted wire pairs. The information
capacity for MIMO transmissions was analyzed in [1]-[2]. A
lower bound on the bit error rate for nonuniform bit loading
was derived in [3]. Optimal transceivers of different design
criteria for MIMO channels have been considered in the
literature earlier, e.g., [4]-[12]. Optimal transceivers for two
design criteria: maximum signal to noise ratio under zero-
forcing constraint and minimum mean-square error (MMSE),
are developed in [4] for a given bit allocation. The optimal
zero-forcing transceiver that minimizes the bit error rate (BER)
is derived in [5]. Assuming the bit allocation is given, the
system is optimized for a given transmit power. A minimum
BER design with a channel independent transmitter is consid-
ered in [6]. Zero-forcing solutions with the aim of minimizing
the total transmit power for a given BER are developed in
[7]. Transceivers with two design criteria: minimum mean-
squared error and minimum error rate for a given power
constraint, are proposed in [8]. To incorporate quality of
service criterion in the design, a weighted minimum mean-
squared error criterion subject to a transmit power constraint
is proposed in [9]. A unified framework for designing MIMO
systems with an MMSE receiver is proposed in [10]. A
number of useful objective functions can be considered in
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Fig. 1. MIMO communication system.

this framework. For example, for a given bit allocation, the
optimal MMSE power minimizing system can be designed
using this unified approach. As an extension of [10], the
transmit power is minimized in [11] with different quality
of service requirements such as mean-squared error, signal
to interference ratio, and bit error rate. In these works [4]-
[11], the constellations of the input symbols are assumed to
be given. In [12], bit allocation is considered based on a
suboptimal transceiver structure that had been obtained using
a power minimization criterion in [11].

In this paper, we consider the design of zero-forcing
transceivers over a MIMO channel for a given error rate.
Unlike earlier designs that optimize the system for a given
bit allocation or design the bit allocation and transceiver sep-
arately, we jointly optimize the transceiver and bit allocation
to maximize the transmission rate. Using the high bit rate
assumption, we can simplify the optimization problem. The
solutions are obtained in two steps. Firstly, we design the
optimal bit and power allocation for a given transceiver and
a given power constraint. Secondly, we design the optimal
transceiver that maximizes the bit rate based on the optimal
bit and power allocation. In the second step, the optimal
transceiver can be easily found by the Hadamard inequality
and the 𝑃𝑜𝑖𝑛𝑐𝑎𝑟𝑒 separation theorem. The proposed design
does not assume a given bit allocation as in earlier works.
Rather, the transceiver and bit allocation are jointly designed.
Although the high bit rate assumption is used to derive the
optimal transceiver, the assumption is not used in allocating
bits in the simulations. Simulations show that a higher bit rate
can be achieved due to the incorporation of bit allocation in
the design.

II. SYSTEM MODEL

A generic MIMO communication system is shown in Fig. 1.
The MIMO channel is modeled by a 𝑃×𝑁 memoryless matrix
H. The 𝑃×1 channel noise q is additive white gaussian noise
with variance 𝑁0. The transmitter matrix F is of size 𝑁×𝑀 .
The receiver matrix G is of size 𝑀 × 𝑃 . The input of the
transmitter is s, an 𝑀 × 1 vector of modulation symbols. The
symbols are assumed to be zero mean and uncorrelated; hence
the autocorrelation matrix Λ𝑠 = E[ss†], where † denotes the
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transpose conjugate, is a diagonal matrix with [Λ𝑠]𝑘𝑘 = 𝜎2
𝑠𝑘

.
The total transmit power is E{x†x} = Tr(FΛsF

†), where x is
the transmitter output. To achieve the zero-forcing condition,
the transceiver needs to satisfy GHF = I𝑀 , where I𝑀 is
𝑀 × 𝑀 identity matrix. The output noise vector is denoted
by e = Gq with 𝜎2

𝑒𝑘 = 𝑁0[GG†]𝑘𝑘 , where the notation [X]𝑘𝑘
denotes the 𝑘-th diagonal element of X. Assume the symbol
error rates (SER) are the same for all the subchannels. Let 𝑏𝑘
be the number of bits carried by the 𝑘-th symbol. For QAM
modulation,

𝑏𝑘 = log2

(
1 +

𝜎2
𝑠𝑘

𝜎2
𝑒𝑘
Γ

)
, (1)

where Γ = 1
3 [𝑄

−1(SER/4)]2 is determined by the prescribed
symbol error rate [13]. The function 𝑄(𝑥) is the area under a
Gaussian tail, i.e., 𝑄(𝑥) = 1√

2𝜋

∫∞
𝑥

𝑒−𝑢2/2𝑑𝑢. The derivation
in this paper is given for the QAM case. The results for the
PAM case can be obtained in a similar way (For the PAM
case, there is an additional scalar of 1

2 ). In this paper, we will
use the high bit rate assumption, i.e., 2𝑏𝑘 ≫ 1, and

𝑏𝑘 = log2

(
𝜎2
𝑠𝑘

𝜎2
𝑒𝑘Γ

)
. (2)

We will see in section 3 that such an assumption facilitates
the derivation of the optimal transceiver. The problem of
maximizing bit rate subject to a zero-forcing constraint and
a total transmit power constraint 𝑃0 can be formulated as

maximize
G, F, {𝜎2

𝑠𝑘
}

𝑏 =
∑𝑀−1

𝑘=0 log2

(
𝜎2
𝑠𝑘

𝜎2
𝑒𝑘

Γ

)
, 𝜎2

𝑒𝑘
= 𝑁0[GG†]𝑘𝑘

subject to

{ Tr(FΛsF
†) ≤ P0

GHF = I𝑀
𝜎2
𝑠𝑘 ≥ 0, 𝑘 = 0, 1, ⋅ ⋅ ⋅ ,𝑀 − 1.

(3)

III. OPTIMAL ZERO-FORCING TRANSCEIVER

First, we will find the power allocation that maximizes the
bit rate for a given zero-forcing transceiver. To this end, we
use the Karush-Kuhn-Tucker (KKT) condition [14]. Let 𝜎2∗

𝑠𝑘
be a local maximum for the optimization problem in (3). Then
there exists constants 𝛼 and 𝛽𝑘, for 𝑘 = 0, 1, ⋅ ⋅ ⋅ ,𝑀 −1 such
that:

1) 𝛼 ≤ 0.
2) 𝛽𝑘 ≤ 0, for 𝑘 = 0, 1, ⋅ ⋅ ⋅ ,𝑀 − 1.

3) ∂
∂𝜎2

𝑠𝑘

(∑𝑀−1
𝑘=0 log2

(
𝜎2
𝑠𝑘

𝜎2
𝑒𝑘

Γ

)
+ 𝛼(Tr(FΛsF

†) − P0) +

M−1∑
k=0

𝛽k(−𝜎2
sk)

)∣∣∣∣
𝜎2
sk

=𝜎2∗
sk

= 0.

4) 𝛼(Tr(FΛsF
†)− P0)

∣∣∣∣
𝜎2
sk

=𝜎2∗
sk

= 0.

5) 𝛽𝑘(−𝜎2
𝑠𝑘
) = 0

∣∣∣∣
𝜎2
𝑠𝑘

=𝜎2∗
𝑠𝑘

= 0, for 𝑘 = 0, 1, ⋅ ⋅ ⋅ ,𝑀 − 1.

By solving the above conditions, the optimal power allocation
is given by

𝜎2
𝑠𝑘

=
𝑃0

𝑀 [F†F]𝑘𝑘
. (4)

From (4), we can see that the power allocation depends only
on the transmitter for the given 𝑃0 and 𝑀 . Using (4), the bit
rate is given by

𝑏 =

𝑀−1∑
𝑘=0

log2

(
𝑃0

𝑀Γ[F†F]𝑘𝑘𝜎2
𝑒𝑘

)
(5)

= log2

(𝑀−1∏
𝑘=0

𝑃0

𝑀Γ[F†F]𝑘𝑘𝜎2
𝑒𝑘

)
. (6)

Next, we will design the optimal zero-forcing transceiver that
maximizes the bit rate in (6). Suppose the 𝑃 × 𝑁 channel
matrix H has rank 𝐾 . Let the singular value decomposition

of H be H = U
[

Λ 0
0 0

]
V†,where the 𝐾 × 𝐾 diagonal

matrix Λ contains the nonzero singular values of H. The 𝑃×𝑃
matrix U and the 𝑁×𝑁 matrix V are unitary. We assume that
the elements of Λ are in nonincreasing order and 𝐾 ≥ 𝑀 so
that solutions of zero-forcing transceivers exist.

Lemma 1: Without loss of generality, we can express F to
be of the following form:

F = V

[
A
0

]
, (7)

for appropriate 𝐾 ×𝑀 matrix A of rank 𝑀 .
Proof: Suppose (G, F) is a transceiver pair that satisfies
the zero-forcing condition. As V is unitary, F can always
be represented as F = V[ A𝑇 A𝑇

1 ]𝑇 , where A is a
𝐾 × 𝑀 matrix, A1 is an (𝑁 − 𝐾) × 𝑀 matrix, and the
notation 𝑇 denotes the transpose. Define a new transceiver
F

′
as F

′
= V[ A𝑇 0 ]𝑇 . Then we have GHF

′
= GHF.

Therefore, when we replace the transmitter by F
′
, the new

system still satisfies the zero-forcing condition GHF = I𝑀 .
As the receiver is not changed, the new system has the
same subchannel noise variances and hence the same bit rate
performance. Now, let us compare the transmit power of F
and F

′
for the same Λ𝑠. The transmit power when we use

F is Tr(FΛsF
†) = Tr(AΛsA

†) + Tr(A1ΛsA
†
1). Note that

the transmit power with F
′
is Tr(F

′
ΛsF

′†) = Tr(AΛsA
†) ≤

Tr(FΛsF
†). This means a transmitter of the form in (7) is no

loss of generality. △△△
Lemma 2: It is no loss of generality to choose G as the

pseudo inverse of HF. That is,

G = (A†Λ2A)−1[ A†Λ 0 ]U†, (8)

where A is the matrix given in (7). In this case, the noise
variance at the 𝑘-th subchannel is given by

𝜎2
𝑒𝑘

= 𝑁0[GG†]𝑘𝑘 = 𝑁0[(A
†Λ2A)−1]𝑘𝑘. (9)

Proof: Suppose (G, F) is a transceiver pair that satisfies the
zero-forcing condition, and F is of the form in (7). Let G

′
be

the pseudo inverse of HF, i.e.,

G
′
= (F†H†HF)−1F†H† (10)

= (A†Λ2A)−1[ A†Λ 0 ]U†. (11)

Define Δ = G−G
′
. Since (G,F) and (G

′
,F) are both zero-

forcing, we have ΔHF = 0. It follows that ΔG
′† = 0. When

we use G, the noise variance at 𝑘-th subchannel is given by
𝑁0[(G

′
+Δ)(G

′
+Δ)†]𝑘𝑘 ≥ 𝑁0[G

′
G

′†]𝑘𝑘, where we have
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used ΔG
′† = 0 and [ΔΔ†]𝑘𝑘 > 0. Therefore, we will have

smaller subchannel noise variances when we replace G with
G

′
and hence a higher bit rate can be achieved. Using (8), we

have the subchannel noise variance 𝜎2
𝑒𝑘

as in (9). △△△
Note that the transmitter and receiver in Lemma 1 and

Lemma 2 have the same form as those in [3] and [7]. The
transceivers in [3] and [7] are designed for minimizing the
transmit power for a given bit allocation, while we jointly
design the optimal transceiver and bit allocation for maximiz-
ing the transmission rate. Lemma 1 and Lemma 2 lead us
to conclude that the matrix A in (7) is the only part of the
transceiver left to be designed. Using the expression of F in
Lemma 1 and the expression of 𝜎2

𝑒𝑘 in Lemma 2, the bit rate
in (6) becomes

𝑏 = log2

[
(

𝑃0

𝑀𝑁0Γ
)𝑀

1

Φ

]
, (12)

where Φ =
∏𝑀−1

𝑘=0 [A†A]𝑘𝑘[(A
†Λ2A)−1]𝑘𝑘. To maximize 𝑏,

we need to find A that minimizes Φ.
Optimal structure of A: Applying the Hadamard inequality
[15], we have

Φ =
𝑀−1∏
𝑘=0

[A†A]𝑘𝑘[(A
†Λ2A)−1]𝑘𝑘 (13)

≥ det[A†A]det[(A†Λ2A)−1]. (14)

The equality holds if and only if the matrix A satisfies the
following two conditions:
1). A†A is diagonal, and 2). A†Λ2A is diagonal. The first
condition means that the columns of A are orthogonal, while
the second means that the columns of ΛA are orthogonal.
As ΛA is orthogonal, we can express it as ΛA = QD,
for some 𝐾 × 𝑀 unitary matrix Q such that Q†Q = I𝑀 ,
and some 𝑀 × 𝑀 nonsingular diagonal matrix D. As Λ
is nonsingular, we can write A = Λ−1QD. Then the
product of the two determinant quantities in (14) becomes
det[A†A]det[(A†Λ2A)−1] = det(Q†Λ−2Q). Hence the bit
rate in (12) is simplified to

𝑏 = log2

[
(

𝑃0

𝑀𝑁0Γ
)𝑀

1

det(Q†Λ−2Q)

]
. (15)

Note that the bit rate in (15) is independent of D. Without loss
of generality, we can choose D to be any 𝑀×𝑀 nonsingular
diagonal matrix. For example, we can choose D = IM. To
achieve the maximal bit rate, we need to find Q that minimizes
det(Q†Λ−2Q).
Optimal Q: We can find Q with the help of the Poincaré
separation theorem [15], which is presented below for conve-
nience.

Poincaré separation theorem [15]: Let B be an 𝑛 × 𝑛
Hermitian matrix and C be an 𝑛 × 𝑟 unitary matrix with
C†C = I𝑟. Then we have 𝜌𝑖(B) ≤ 𝜌𝑖(C

†BC) ≤ 𝜌𝑛−𝑟+𝑖(B),
𝑖 = 0, 1, ⋅ ⋅ ⋅ , 𝑟−1, where the notation 𝜌𝑖(X) denotes the 𝑖-th
smallest eigenvalue of X.

By the Poincaré separation theorem, we have [Λ−2]𝑖𝑖 ≤
𝜌𝑖(Q

†Λ−2Q), 𝑖 = 0, 1, ⋅ ⋅ ⋅ ,𝑀 − 1, where we have used
the property that the diagonal elements of Λ are in nonin-
creasing order. Since the diagonal matrix Λ is nonsingular,

we know that Λ−2 is positive definite and [Λ−2]𝑖𝑖 > 0 for
𝑖 = 0, 1, ⋅ ⋅ ⋅ ,𝐾 − 1. Therefore, we have

det(Q†Λ−2Q) =

𝑀−1∏
𝑖=0

𝜌𝑖(Q
†Λ−2Q) (16)

≥
𝑀−1∏
𝑖=0

[Λ−2]𝑖𝑖 = det(Λ−2
M ), (17)

where Λ𝑀 is an 𝑀 × 𝑀 diagonal matrix whose diagonal
elements consist of the 𝑀 largest singular values of H. The
inequality in (17) becomes an equality when we choose Q =
[ I𝑀 0 ]𝑇 . With this choice of Q and D = I𝑀 , we have
A = Λ−1QD = [ Λ−1

𝑀 0 ]𝑇 . Using Lemma 1 and Lemma
2, the optimal transceiver is given by

F = V

[
Λ−1

𝑀

0

]
, G = [ I𝑀 0 ]U† . (18)

The maximal bit rate in (15) is given by 𝑏 =
log2[(

𝑃0

𝑀𝑁0Γ
)𝑀det(Λ2

M)]. Substituting (18) into (4) and (9),
we have 𝜎2

𝑠𝑘 = 𝑃0[Λ
2
𝑀 ]𝑘𝑘/𝑀 and 𝜎2

𝑒𝑘 = 𝑁0. Using (1), the
number of bits allocated to the 𝑘-th subchannel becomes

𝑏𝑘 = log2

[
1 + (

𝑃0

𝑀𝑁0Γ
)[Λ2

𝑀 ]𝑘𝑘

]
. (19)

We can see that more bits are assigned to subchannels that
correspond to larger singular values of the channel.
Remarks:

1) Note that if we choose D = Λ𝑀 , we have
F = V[ I𝑀 0 ]𝑇 , G = [ Λ−1

𝑀 0 ]U†.
In this case, 𝜎2

𝑠𝑘 = 𝑃0/𝑀 and all subchannels are
assigned the same power. The bit allocation and bit rate
are the same as the case when we choose D = I𝑀 .
This is because the signal to noise ratio 𝜎2

𝑠𝑘/𝜎
2
𝑒𝑘 is not

affected by D. Therefore, bit assignment and hence bit
rate performance will be the same.

2) In (19), the bits are not integers in general. We can
use truncation, i.e., 𝑏̃𝑘 = ⌊𝑏𝑘⌋, where the notation ⌊𝑧⌋
denotes the largest integer that is less than or equal to 𝑧.
Zero bits may be assigned to some subchannels (𝑏̃𝑘 = 0
if 𝑃0[Λ

2
𝑀 ]𝑘𝑘 < 𝑀𝑁0Γ) and the power allocated to these

subchannels is wasted. In this case, we will remove the
worst subchannel and compute bit and power allocation
in the remaining subchannel. We continue like this until
all the power is used by subchannels with nonzero bits.
The iterative bit allocation algorithm is given below.
Integer bit allocation algorithm:
Let 𝑀0 be the number of subchannels that will be
assigned nonzero bits. Initially, set 𝑀0 = 𝑀 .

a) Compute 𝜉𝑘 =
𝑃0[Λ

2
𝑀 ]𝑘𝑘

𝑀0𝑁0Γ
for 𝑘 = 0, 1, ⋅ ⋅ ⋅ ,𝑀0−1.

b) If 𝜉𝑘 ≥ 1 for 𝑘 = 0, 1, ⋅ ⋅ ⋅ ,𝑀0 − 1, then go to
step (c). Else, if 𝜉𝑘 < 1 for some subchannels, set
𝑀0 = 𝑀0 − 1 and go to step (a).

c) Compute the bit allocation by 𝑏𝑘 = ⌊log2(1 + 𝜉𝑘)⌋
for 0 ≤ 𝑘 < 𝑀0. For 𝑀0 ≤ 𝑘 < 𝑀 , we set
𝑏𝑘 = 0.

IV. SIMULATIONS

In the simulation, we evaluate the performance of the
proposed method. The number of subchannels 𝑀 is 4. The
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channel used is a 4 × 4 MIMO channel (𝑃 = 𝑁 = 4).
The elements of H are complex Gaussian random variables
whose real and imaginary parts are independent with zero
mean and variance 1/2. The noise vector q is assumed to
be complex Gaussian with E[qq†] = I4. QAM modulation is
used for the input symbols. Optimal zero-forcing transceiver
in (18) is used for the proposed method. Although the high
bit rate assumption (𝑏𝑘 ≫ 1) is used in the derivation of
the optimal transceivers, the assumption is not used in the
computation of transmission bit rate in the simulations. We
will use the integer bit allocation in remark 2 instead. Fig. 2
shows the transmission rates for different transmit power to
noise ratio (𝑃0/𝑁0). The symbol error rates are 10−2 for all
the subchannels. The transmission rates are averaged over 104

random channel realizations. For comparison, we have also
shown the results of three zero-forcing systems: the maximum
signal to noise ratio (MSNR) transceiver in [4], the unit noise
variance (UNV) transceiver in [7], and the SVD-waterfilling
solution in [2], and also the results of two optimal transceivers
in [8] that are designed using a minimum mean square error
(MMSE) criterion and a maximum mutual information (MMI)
criterion. Both of the MMSE [8] and MMI [8] systems use
MMSE reception. In the UNV [7] and MSNR [4] systems,
as all the subchannels have the same signal to noise ratios,
the same bits are assigned for all subchannels. For the MMSE
and MMI systems, we use the bit loading method mentioned in
equation (46) of [8]. Fig. 2 shows that the proposed method
can achieve a bit rate considerably higher than MMSE [8],
UNV [7], and MSNR [4], and slightly better than MMI [8]
and SVD-waterfilling [2]. We should note that, although the
proposed system is zero-forcing, it is still better than the
two MMSE systems in [8], in which the noise statistics is
also taken into consideration. In Fig. 3, we plot the bit error
rates averaged over 104 random channel realizations when
the total number of bits per block is fixed to eight for the
same six systems. For the proposed method, we compute the
bit allocation that is obtained when 𝑃0/𝑁0 = 12 dB (the
corresponding bits per block is eight in Fig. 2) and the same
bit allocation is used in generating the plot in Fig. 3. Similarly,
we allocate bits for the other five system such that the number
of total bits is eight. In Fig. 3, we can see that the proposed
method has the smallest bit error rate. The bit error rate of the
proposed zero-forcing system is even smaller than the MMI
[8], which use a MMSE receiver.

V. CONCLUSION

In this paper, we have designed the transceiver over an
MIMO channel for maximizing transmission rate. The bit
allocation and transceiver were jointly optimized subject to
a total power constraint for a fixed error rate. Using a high
bit rate assumption, we showed that we can simultaneously
obtain the optimal bit allocation and transceiver easily We have
demonstrated through simulations that the proposed method
can indeed achieve a higher transmission rate although the
high bit rate assumption is not used in the computation of bit
allocation.
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