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Group-Decodable Space-Time Block Codes

with Code Rate> 1

Tian Peng Ren, Yong Liang Guan, Chau Yuen, Erry Gunawan and ErYang Zhang

Abstract

High-rate space-time block codes (STBC with code rate> 1) in multi-input multi-output (MIMO) systems

are able to provide both spatial multiplexing gain and diversity gain, but have high maximum likelihood (ML)

decoding complexity. Since group-decodable (quasi-orthogonal) code structure can reduce the decoding complexity,

we present in this paper systematic methods to construct group-decodable high-rate STBC with full symbol-wise

diversity gain for arbitrary transmit antenna number and code length. We show that the proposed group-decodable

STBC can achieve high code rate that increases almost linearly with the transmit antenna number, and the slope

of this near-linear dependence increases with the code length. Comparisons with existing low-rate and high-rate

codes (such as orthogonal STBC and algebraic STBC) are conducted to show the decoding complexity reduction

and good code performance achieved by the proposed codes.

Index Terms

Space-time block codes (STBC), group-decodable code structure, code construction.

I. INTRODUCTION

Space-time codes (STC) in multi-input multi-output (MIMO)systems have been extensively studied for

their ability to provide transmit diversity gain and spatial multiplexing gain [1]. Space-time trellis codes

(STTC) [2] and space-time block codes (STBC) [3]–[12] are able to provide diversity gain and have code

rate limited by 1. On the other hand, Bell Labs layered space-time (BLAST) system [13], high-rate linear

dispersion (LD) codes [14], Golden code [15], perfect codes[16], PS-SR code [17], etc., have code rate

> 1 and are able to provide multiplexing gain (the latter four have diversity gain too).

To achieve higher code rates with low joint-decoding complexity, many STBC with code rate≤ 1

have been designed to be group-decodable (quasi-orthogonal) [7]–[11]. In contrast, there were much

fewer designs of group-decodable STBC with code rate> 1 (high-rate STBC). In [18], square 2-group-

decodable STBC of code rate 1.25 for 4 transmit antennas wereobtained by computer search; In [19],

2-group-decodable STBC of code rate2m−2 + 1
2m

for 2m (m ≥ 2) transmit antennas were constructed. In

http://arxiv.org/abs/1011.3272v2
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[20], it was also shown that the group-decodable code structure is beneficial to diversity-embedded (DE)

space-time codes as it avoids interference between the different diversity layers in the DE codes and helps

to guarantee the designed diversity levels.

In this paper, group-decodable high-rate STBC with arbitrary number of transmit antennas and code

lengths is considered, then systematic methods to construct them with full symbol-wise diversity are

presented. Their maximum achievable code rate and decodingcomplexity are analyzed. Specific code

examples are constructed and simulated.

The rest of this paper is organized as follows. High-rate STBC with code rate> 1 will be abbreviated

as STBC. In Section II, the system model is described and group-decodable STBC is defined. Unbalanced

2-group-decodable STBC and balanced 2-group-decodable STBC are constructed systematically in Section

III and Section IV, respectively. Comparisons of the decoding complexity and BER performance are shown

in Section V. Finally, this paper is concluded in Section VI.

In this paper, bold lower case and upper case letters denote vectors and matrices (sets), respectively;

R and C denote the real and the complex number field, respectively;(·)R and (·)I stand for the real

and the imaginary part of a complex vector or matrix, respectively; [·]∗, [·]T , [·]H and ‖ · ‖ denote the

complex conjugate, the transpose, the complex conjugate transpose and the Frobenius norm of a matrix,

respectively;dim(·) and rank(·) represent dimension of a vector/matrix space and rank of a matrix,

respectively;I denotes an identity matrix.

II. SYSTEM MODEL

A. Signal Model

We consider a space-time block coding system employingN transmit antennas andM receive antennas.

The transmitted signal sequences are partitioned into independent time blocks for transmission overT

symbol durations using STBC matrixX of size T × N . Following the signal model in [14],X can be

denoted as:

XT×N =
L
∑

l=1

slCl (1)

where sl ∈ R are real valued symbols representing the real and imaginarycomponents of complex

constellation symbols,Cl ∈ CT×N are called dispersion matrices. Thus, the code rate isL
2T

considering

complex symbol transmission. The average energy of the codematrix is constrained toEX = E‖X‖2 = T .

The received signals̃rtm of the mth receive antenna at timet can be arranged in aT × M matrix



3

[r̃ 1 r̃ 2 · · · r̃M ] = [r̃tm]. Thus, the transmit-receive signal relationship can be presented as:

[r̃ 1 r̃ 2 · · · r̃M ] =
√
ρXH̃ + Z̃ (2)

whereH̃N×M = [h̃1 h̃2 · · · h̃M ] is the channel matrix with independent entriesh̃nm; Z̃T×M = [z̃1 z̃2 · · ·
z̃M ] = [z̃tm] is the additive noise matrix with independently, identically distributed (i.i.d.)CN (0, 1) entries

z̃tm; ρ is the average signal-to-noise ratio (SNR) at each receive antenna. The received signal can also be

rewritten as [14]:

r =
√
ρHs+ z (3)

where

r =























r̃R1

r̃ I1
...

r̃RM

r̃ IM























, h̄ =























h̃
R

1

h̃
I

1

...

h̃
R

M

h̃
I

M























, s=

















s1

s2
...

sL

















, z =























z̃R1

z̃I1
...

z̃RM

z̃IM























,

H = [h1 h2 · · · hL] =
[

C1h̄ C2h̄ · · · CLh̄
]

,

Cl =

















Cl 0 · · · 0

0 Cl · · · 0
...

...
. . .

...

0 0 · · · Cl

















2TM×2NM

, Cl =





CR
l −CI

l

CI
l CR

l





2T×2N

and l = 1, 2, · · · , L.

The maximum likelihood (ML) decoding of STBC is to find the solution ŝ so that

ŝ= argmin
s

‖r −√
ρHs‖2 (4)

To avoid rank deficiency at the decoder,rank(H) = L is required, which means thatH should be

“tall”, i.e., L ≤ 2TNr [14] [9], which implies that the receiver antenna number satisfiesNr ≥ L
2T

.

B. Γ-Group-Decodable STBC

Firstly, linear independence of matrices is defined as follows:

Definition 1. The matricesA1,A2, · · · ,AL are said to be linearly independent if no nontrivial linear

combination of them is equal to zero. In other words, withαi ∈ C (i = 1, · · · , L)

α1A1 + α2A2 + · · ·+ αLAL = 0



4

only whenα1 = α2 = · · · = αL = 0.

It is easy to show that the linear independence amongA1,A2, · · · ,AL is equivalent to the linear

independence among vectorsā1, ā2, · · · , āL, whereāi = g(Ai) with i = 1, 2, · · · , L, andg is the matrix-

to-vector mapping function
[

a c

b d

] g−→ [a b c d]T .

The main idea of group-decodable STBC is to divide theL real transmitted symbols embedded in a code

matrix into several orthogonal groups such that after linear channel matched filtering, the ML detection

metric of the transmitted symbols can be decoupled into independent submetrics, each containing a smaller

group of symbols. Assume that the transmitted symbols can beseparated intoΓ groups and each group

hasLi symbols, then
∑Γ

i=1 Li = L. Let the set of indexes of symbols in theith group be denoted asΘi.

For an STBC to beΓ-group-decodable, two conditions should be satisfied:

(i) hT
p hq = 0 wherep ∈ Θi1 , q ∈ Θi2 and i1 6= i2;

(ii) rank(Hi) = Li whereHi = [hi1 hi2 · · · hiLi
], ik ∈ Θi, k = 1, 2, · · · , Li and i = 1, 2, · · · ,Γ.

Condition (i) means that the STBC is group-decodable and condition (ii) guarantees that no decoder

of any group is rank deficient.

To satisfy the condition (i),Yuen et al. [18] have established a necessary and sufficient condition as

follows:

Theorem 1 (Quasi-Orthogonality Constraint, QOC). The necessary and sufficient condition to makesp

andsq (p 6= q) in the STBC matrix (1) to be orthogonal (i.e., to achievehT
p hq = 0) is

CH
p Cq = −CH

q Cp. (5)

Regarding the condition (ii),rank(Hi) = Li implies thathi1 , hi2 , · · · , hiLi
should be linearly indepen-

dent.

Theorem 2. The necessary and sufficient condition forhi1 , hi2 , · · · , hiLi
to be linearly independent is that

[CR

i1

CI

i1

]

,
[CR

i2

CI

i2

]

, · · · ,
[CR

iLi

CI

iLi

]

must be linearly independent.

The proof of Theorem 2 is given in Appendix A.

From the above, a formal definition ofΓ-group-decodable STBC can be presented as:

Definition 2. An STBC is said to beΓ-group-decodable if

(i) CH
p Cq = −CH

q Cp, ∀p ∈ Θi1, ∀q ∈ Θi2 , i1 6= i2;

(ii)
[CR

i1

CI

i1

]

, · · · ,
[CR

ik

CI

i
k

]

, · · · ,
[CR

iLi

CI

iLi

]

are linearly independent whereik ∈ Θi, k = 1, 2, · · · , Li, i = 1, 2, · · · ,Γ.
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In this paper, we focus on 2-group-decodable STBC, i.e.,Γ = 2. For 2-group-decodable STBC, the

total transmitted symbolsL = L1 + L2 whereL1 andL2 are the number of symbols in the first group

and second group, respectively. We will consider two cases.The first case isL1 = 1 andL2 = L− 1 (a

special case ofL1 6= L2), calledunbalanced 2-group-decodable STBC; the other case isL1 = L2 = L
2
,

calledbalanced 2-group-decodable STBC. The former will be used to construct the latter.

III. U NBALANCED 2-GROUP-DECODABLE STBC

A. Code Construction

Considering the unbalanced 2-group-decodable STBC withL1 = 1 andL2 = L− 1, we have

CH
1 Cl = −CH

l C1, (l = 2, 3, · · · , L). (6)

For brevity,C1 is simplified asC = [ctn], andCl with l ∈ {2, 3, · · · , L} is represented byY = [ytn],

t = 1, 2, · · · , T andn = 1, 2, · · · , N .

Definition 3. Symbol-wise diversity is denoted as the minimum rank of the dispersion matrices in an

STBC [21] [14].

To achieve full symbol-wise diversity gain,C is required to be full rank, i.e.,rank(C) = min(T,N).

Then, (6) can be written as

CHY + YHC = 0. (7)

It is easy to show that (7) can be converted into scalar equations as:

T
∑

t=1

cRtny
R
tn + cItny

I
tn = 0

T
∑

t=1

cRtny
R
ti + cItny

I
ti + cRtiy

R
tn + cItiy

I
tn = 0

T
∑

t=1

cItny
R
ti − cRtny

I
ti − cItiy

R
tn + cRtiy

I
tn = 0

(8)

wheren = 1, 2, · · · , N , i = n+ 1, · · · , N . In turn, (8) can be rewritten in matrix form as:

Cȳ = 0 (9)

whereC = f(C) of sizeN2 × 2TN and ȳ = g(
[YR

YI

]

) of size2TN × 1 with mapping functionsf andg

given in (10),
n = [cR1n cI1n cR2n cI2n · · · cRTn cITn] and
′n = [cI1n − cR1n cI2n −cR2n · · · cITn − cRTn].
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C = f(C) =
















































































































1 0 · · · · · · · · · 0

0 
2 0 · · · · · · 0
...

...
. . . . . . . . .

...

0 · · · · · · · · · 0 
N


2 
1 0 0 · · · 0




′

2 −
′1 0 0 · · · 0


3 0 
1 0 · · · 0




′

3 0 −
′1 0 · · · 0
...

...
. . . . . . . . .

...


N 0 · · · · · · 0 
1




′

N 0 · · · · · · 0 −
′1
0 
3 
2 0 · · · 0

0 


′

3 −
′2 0 · · · 0
...

...
...

. . . . . .
...

0 
N 0 · · · 0 
2

0 


′

N 0 · · · 0 −
′2
...

...
...

. . . . . .
...

0 · · · · · · 0 
N 
N−1

0 · · · · · · 0 


′

N −
′N−1















































































































, ȳ = g(

[

YR

YI

]

) =




































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


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
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





















yR11

yI11
...

yRT1

yIT1

yR12

yI12
...

yRT2

yIT2

...

yR1N

yI1N
...

yRTN

yITN



























































































(10)

As ȳ is of size2TN×1, the solution space of (9),{ȳ}, is of dimension2TN−rank(C). Let ȳ1, ȳ2, · · · ,
ȳ2TN−rank(C) be the basis of{ȳ}, which are linearly independent. Denotingg−1 as the inverse function of

g in (10), linearly independent matrices
[YR

1

YI
1

]

,
[YR

2

YI
2

]

, · · · ,
[YR

2TN−rank(C)

YI

2TN−rank(C)

]

can be obtained as
[YR

i

YI

i

]

= g−1(ȳi)

with i = 1, 2, · · · , 2TN − rank(C). From Definition 2, ifY1,Y2, · · · ,Y2TN−rank(C) andC in (7) are used

as the dispersion matrices, the resultant STBC will be an unbalanced 2-group-decodable STBC of code

rate 2TN−rank(C)+1
2T

with 1 real symbol in the first group and2TN − rank(C) real symbols in the second

group.

From the discussions above, we can summarize the systematicconstruction of unbalanced 2-group-

decodable STBC as follows:

Step 1: Pick aT ×N matrix C with full rank as the dispersion matrixC1 in the first group;

Step 2: Based on the matrixC, obtain the matrixC = f(C) following equation (10);
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Step 3: Based on the matrixC, solve equation (9) and obtain its solution space represented as{ȳ1, ȳ2,

· · · , ȳ2TN−rank(C)} subject to the condition that all̄yi (i = 1, · · · , 2TN − rank(C)) lead to full-rank

dispersion matrices in Step 4;

Step 4: Using the vector-to-matrix mapping functiong−1 (inverse function ofg in (10)), obtain matrices
[YR

i

YI

i

]

= g−1(ȳi) with i = 1, · · · , 2TN − rank(C). UsingYi = YR
i + jYI

i as the dispersion matrices in the

second group, obtain the resultant 2-group-decodable STBCas

X = s1C1 +

2TN−rank(C)+1
∑

l=2

slYl−1 (11)

wheres1 is in the first group, whiles2 to s2TN−rank(C)+1 are in the second group;

Step 5: Use the constellation rotation technique [22] to optimize the proposed code. Since the code

symbols are divided into mutually orthogonal groups, this constellation rotation can be done group by

group.

B. Code Rate

Since the code rate of unbalanced 2-group-decodable STBC is2TN−rank(C)+1
2T

, its upper bound depends

on the lower bound ofrank(C). Regardingrank(C), we have the following theorem:

Theorem 3.

i) When T ≥ N , i.e., rank(C) = N , thenC in (9) is of full rank andrank(C) = N2;

ii) When T < N , i.e., rank(C) = T , then the lower bound ofrank(C) is 2TN − T 2 and it is reached

whenC (after suitable permutations) takes the form of
[

Csub,T×T 0T×(N−T )

]

.

The proof of Theorem 3 is given in Appendix B. From Theorem 3, it can be deduced that there are

2TN − rank(C) = 2TN − N2 (whenT ≥ N) or T 2 (whenT < N) dispersion matrices in the second

group. Then the following proposition on the maximum code rate of unbalanced 2-group-decodable STBC

can be obtained:

Proposition 1. For an unbalanced 2-group-decodable STBC forN transmit antennas overT symbol

durations, its maximum achievable code rate is2TN−N2+1
2T

for T ≥ N , or T 2+1
2T

for T < N . For the

former, whenT ≫ N , the code rate2TN−N2+1
2T

= N − N2−1
2T

approachesN asymptotically, i.e., the code

approaches full rate.

The code rate variation of the proposed unbalanced 2-group-decodable STBC as a function ofN and

T is shown in Fig. 1.
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N: the number of transmit antennas
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Fig. 1. Code rates of unbalanced 2-group-decodable STBC forN transmit antennas overT symbol durations. For illustration purpose,

T = N, 2N, 3N and4N are shown.

C. ML Decoding Complexity Order

Clearly, the ML decoding complexity order of the proposed 2-group-decodable STBC is mainly decided

by that of the larger group. Following [23], the ML decoding complexity orderO can be shown as:

O = K ·M
Lmax−K+1

2
s = K · 2 (Lmax−K+1)b

2R (12)

whereLmax denotes the number of real symbols (need not be orthogonal) in the largest group,K denotes

the number of orthogonal real symbols in that group (K = 1 if the largest group is fully non-orthogonal),

Ms = 2
b

R denotes the size of the signal constellation applied with transmission bit rateb and STBC code

rateR. For the proposed unbalanced 2-group-decodable STBC,Lmax = L2 = 2TN −N2 (whenT ≥ N)

or T 2 (whenT < N), while R = 2TN−N2+1
2T

(whenT ≥ N) or T 2+1
2T

(whenT < N).

D. Code Examples

1) 2 Transmit Antennas: In this subsection, we present a step-by-step example of theconstruction of

an unbalanced 2-group-decodable STBC for 4 transmit antennas over 2 symbol durations. This code can

be used in 2 ways: (i) to form an unbalanced 2-group-decodable code for 2 transmit antennas; (ii) to

construct a balanced 2-group-decodable code for 4 transmitantennas in Section IV-C.
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Step 1: Pick a 2×4 matrix C1 with full rank (rank 2) as the dispersion matrix in the first group:

C1 =





1 1 0 0

1 −1 0 0



 (13)

Note thatC1 satisfies Theorem 3(ii), hence it achieves the code rate bound.

Step 2: Based onC1, obtain matrixC with rank(C) = 2TN − T 2 = 12 from (10):

C = f(C1) =













































































1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 −1 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 −1 0 1 0 1 0 0 0 0 0 0 0 0 0

0 −1 0 1 0 1 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1

0 0 0 0 0 0 0 0 1 0 −1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 1 0 −1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 −1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0












































































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Step 3: Solve equation (9) with matrixC, and obtain the solution space of dimensionT 2 = 4 as:

ȳ = k1ȳ1 + k2ȳ2 + k3ȳ3 + k4ȳ4 = k1













































































−1

0

1

0

1

0

1

0

0

0

0

0

0

0

0

0













































































+ k2













































































0

1

0

1

0

−1

0

1

0

0

0

0

0

0

0

0













































































+ k3













































































0

1

0

−1

0

1

0

1

0

0

0

0

0

0

0

0













































































+ k4













































































0

1

0

1

0

1

0

−1

0

0

0

0

0

0

0

0













































































Step 4: Under the vector-to-matrix mapping functiong−1, obtain
[YR

i

YI

i

]

= g−1(ȳi) with i = 1, 2, 3 and4

as:

[

YR

1

YI

1

]

=

















−1 1 0 0

1 1 0 0

0 0 0 0

0 0 0 0

















,

[

YR

2

YI

2

]

=

















0 0 0 0

0 0 0 0

1 −1 0 0

1 1 0 0

















,

[

YR

3

YI

3

]

=

















0 0 0 0

0 0 0 0

1 1 0 0

−1 1 0 0

















,

[

YR

4

YI

4

]

=

















0 0 0 0

0 0 0 0

1 1 0 0

1 −1 0 0

















.

So, we haveYi = YR
i + jYI

i as:

Y1 =

[

−1 1 0 0

1 1 0 0

]

, Y2 =

[

j −j 0 0

j j 0 0

]

, Y3 =

[

j j 0 0

−j j 0 0

]

, Y4 =

[

j j 0 0

j −j 0 0

]

. (14)

We emphasize that since (9) is under-determined, there willbe many possible solutions of{ȳi}. Typically,

we choose the set of{ȳi} leading to

• full-rank dispersion matrices, in order to achieve full symbol-wise diversity gain [21] [14];

• as many orthogonal dispersion matrices as possible, in order to achieve a large K in (12).

Since the dispersion matricesC1 in (13) andY1 to Y4 in (14) transmit no information on the third and
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fourth antennas, so they can be reduced to the followings1 without loss in code rate or diversity:

C1 =





1 1

1 −1



 ; Y1 =





−1 1

1 1



 , Y2 =





j −j

j j



 , Y3 =





j j

−j j



 , Y4 =





j j

j −j



 . (15)

Hence an unbalanced 2-group-decodable STBC with the dispersion matrices in (15) for 2 transmit antennas

can be obtained as:

Xun,2 = s1C1 +
5

∑

l=2

slYl−1 =





s1 − s2 + js3 + js4 + js5 s1 + s2 − js3 + js4 + js5

s1 + s2 + js3 − js4 + js5 −s1 + s2 + js3 + js4 − js5



 (16)

wheres1 is in the first group, whiles2 to s5 are in the second group. Furthermore,s2 to s4 are orthogonal,

which leads toLmax = 4 andK = 3 in the decoding complexity order formula (12) for this code.Xun,2

has code rateR = 5/4, hence, its decoding complexity order calculated following (12) is:

O = K · 2 (Lmax−K+1)b
2R = 3 · 2 4b

5 . (17)

2) 4 Transmit Antennas: In this subsection, we present the code example of a 2-group-decodable STBC

for 4 transmit antennas over 4 symbol durations.

Step 1: Pick a 4×4 matrix C1 with rank 4 as the dispersion matrix in the first group:

C1 =

















1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

















. (18)

Step 2-4: SinceT = N , 2TN −N2 = 16 dispersion matrices can be obtained in the second group as:

Y1 =

















0 0 −1 0

0 0 0 −1

1 0 0 0

0 1 0 0

















, Y2 =

















0 0 j 0

0 0 0 −j

j 0 0 0

0 −j 0 0

















, Y3 =

















0 0 0 1

0 0 −1 0

0 1 0 0

−1 0 0 0

















, Y4 =

















0 0 0 j

0 0 j 0

0 j 0 0

j 0 0 0

















,

1The originalC1, Y1 to Y4 will be used in Section IV-C to construct a balanced 2-group-decodable code example.



12

Y5 =

















j 0 0 0

0 j 0 0

0 0 −j 0

0 0 0 −j

















, Y6 =

















0 1 0 0

−1 0 0 0

0 0 0 1

0 0 −1 0

















, Y7 =

















0 j 0 0

j 0 0 0

0 0 0 −j

0 0 −j 0

















, Y8 =

















j 0 0 0

0 j 0 0

0 0 j 0

0 0 0 j

















,

Y9 =

















0 0 1 0

0 0 0 −1

−1 0 0 0

0 1 0 0

















, Y10 =

















0 0 j 0

0 0 0 j

j 0 0 0

0 j 0 0

















,Y11 =

















j 0 0 0

0 −j 0 0

0 0 −j 0

0 0 0 j

















,Y12 =

















0 0 0 1

0 0 1 0

0 −1 0 0

−1 0 0 0

















,

Y13 =

















0 1 0 0

−1 0 0 0

0 0 0 −1

0 0 1 0

















, Y14 =

















0 j 0 0

j 0 0 0

0 0 0 j

0 0 j 0

















,Y15 =

















0 0 0 j

0 0 −j 0

0 −j 0 0

j 0 0 0

















,Y16 =

















j 0 0 0

0 −j 0 0

0 0 j 0

0 0 0 −j

















.

(19)

The resultant unbalanced 2-group-decodable STBC is:

Xun,4 = s1C1 +

17
∑

l=2

slYl−1 =













s1 + js6 + js9 + js12 + js17 s7 + js8 + s14 + js15 −s2 + js3 + s10 + js11 s4 + js5 + s13 + js16

−s7 + js8 − s14 + js15 s1 + js6 + js9 − js12 − js17 −s4 + js5 + s13 − js16 −s2 − js3 − s10 + js11

s2 + js3 − s10 + js11 s4 + js5 − s13 − js16 s1 − js6 + js9 − js12 + js17 s7 − js8 − s14 + js15

−s4 + js5 − s13 + js16 s2 − js3 + s10 + js11 −s7 − js8 + s14 + js15 s1 − js6 + js9 + js12 − js17













(20)

wheres1 is in the first group, whiles2 to s17 are in the second group. Furthermore,s2 to s6 are orthogonal,

which leads toLmax = 16 andK = 5 in the decoding complexity order formula (12) for this code.Xun,4

has code rateR = 17/8, hence, its decoding complexity order calculated following (12) is:

O = K · 2 (Lmax−K+1)b
2R = 5 · 2 48b

17 . (21)

3) 3 Time Slots: In the 3GPP standardization effort, a 2-antenna STBC that fits into 3 time slots

(instead of the typical 2 time slots) are desired due to peculiarity in the existing protocol [24] [25].

Our code construction framework is able to easily obtain a 2-group decodable STBCX3gpp to meet such

atypical specifications, while achieving the maximum rate 3/2 and full symbol-wise diversity.

X3gpp= s1C1 +
9

∑

l=2

slCl =









s1 + js2 + js5 + js6 + js9 s3 + js4 + s7 + js8

−s3 + js4 − s7 + js8 s1 − js2 + js5 − js6 + js9

s7 + js8 s6 + js9









(22)
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wheres1 is in the first group,s2 to s9 are in the second group, and

C1 =











1 0

0 1

0 0











;

C2 =











j 0

0 −j

0 0











, C3 =











0 1

−1 0

0 0











, C4 =











0 j

j 0

0 0











, C5 =











j 0

0 j

0 0











,

C6 =











j 0

0 −j

0 1











, C7 =











0 1

−1 0

1 0











, C8 =











0 j

j 0

j 0











, C9 =











j 0

0 j

0 j











.

Furthermore,s2 to s4 are orthogonal, which leads toLmax = 8 andK = 3 in the decoding complexity

order formula (12) for this code.X3gpp has code rateR = 3/2, hence, its decoding complexity order

calculated following (12) is:

O = K · 2 (Lmax−K+1)b
2R = 3 · 22b. (23)

IV. BALANCED 2-GROUP-DECODABLE STBC

A. Code Construction

We now present a method of constructing balanced 2-group-decodable STBC forN transmit antennas

overT (T even) symbol durations from two unbalanced 2-group-decodable STBC.

Proposition 2. Suppose that{A1;A2, · · · ,AL} and{B1;B2, · · · ,BL} are the dispersion matrices of two

unbalanced 2-group-decodable STBC forN transmit antennas overT
2

symbol durations whereA1 satisfies

the QOC withA2, · · · ,AL, B1 satisfies the QOC withB2, · · · ,BL,
[AR

2

AI
2

]

, · · · ,
[AR

L

AI

L

]

are linearly independent,

and
[BR

2

BI
2

]

, · · · ,
[BR

L

BI

L

]

are linearly independent too. Let

{U1,U2, · · · ,UL} =











A2

B1



 , · · · ,





AL

B1



 ,





Ai

−B1











,

{V1,V2, · · · ,VL} =











A1

B2



 , · · · ,





A1

BL



 ,





−A1

Bk











,

where i, k ∈ {2, 3, · · · , L}. Then, the matricesU1,U2, · · · ,UL satisfy the QOC withV1,V2, · · · ,VL;
[UR

1

UI
1

]

, · · · ,
[UR

L

UI

L

]

are linearly independent, and
[VR

1

VI
1

]

, · · · ,
[VR

L

VI

L

]

are linearly independent too. Note that the

{A1;A2, · · · ,AL} and{B1;B2, · · · ,BL} can be the same or different.
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N: the number of transmit antennas
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Line with slope 1
T=4N
T=3N
T=2N
T= N
STBC from [19]

Fig. 2. Code rates of balanced 2-group-decodable STBC forN transmit antennas overT symbol durations constructed following Proposition

2. For illustration purpose,T = N, 2N, 3N and4N are shown.

Based on Definition 2,{U1,U2, · · · ,UL} and{V1, V2, · · · ,VL} in Proposition 2 can be applied as the

dispersion matrices of a balanced 2-group decodable STBC.

B. Code Rate

Proposition 3. For the balanced 2-group-decodable STBC forN transmit antennas overT (even) symbol

durations constructed following Proposition 2, its code rate can approachTN−N2+1
T

for T ≥ 2N , or T 2+4
4T

for T < 2N . For the former, whenT ≫ N , the code rateTN−N2+1
T

approachesN asymptotically, i.e.,

the code approaches full rate.

Proof: For the dispersion matricesAl and Bl (l = 1, · · · , L) in Proposition 2, we have shown in

Section III-B that the maximum achievableL is 2
(

T
2

)

N − N2 + 1 (when T
2
≥ N) or

(

T
2

)2
+ 1 (when

T
2
< N). Therefore, the balanced 2-group-decodable STBC constructed from Proposition 2 is of code rate

L+L
2T

= TN−N2+1
T

(when T
2
≥ N) or T 2+4

4T
(when T

2
< N , includingT = N).

For the former, whenT ≫ N , the code rateTN−N2+1
T

= N − N2−1
T

approachesN asymptotically, i.e.,

the code approaches full rate.

The code rate variation of the proposed balanced 2-group-decodable STBC as a function ofN and

T is shown in Fig. 2. Note that the 2-group-decodable STBC proposed in [19] supportsT = N , N =

2m (m ≥ 2) transmit antennas, and code rate2m−2 + 1
2m

. They are indicated as big square markers in
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Fig. 2. Clearly, our proposed construction is more scalablein code length, transmit antennas number and

code rate.

C. Code Example

Following the code construction in Section III-A, another set of dispersion matrices{C′

1;Y
′

1,Y
′

2,Y
′

3,Y
′

4}
for an unbalanced 2-group-decodable STBC for 4 transmit antennas over 2 symbol durations can be

obtained as:

C′

1 =





0 0 1 1

0 0 1 −1



 ; (24)

Y′

1 =

[

0 0 −1 1

0 0 1 1

]

, Y′

2 =

[

0 0 j −j

0 0 j j

]

, Y′

3 =

[

0 0 j j

0 0 −j j

]

, Y′

4 =

[

0 0 j j

0 0 j −j

]

. (25)

Let {A1;A2,A3,A4,A5} and{B1;B2,B3,B4,B5} in Proposition 2 be the{C1;Y1,Y2,Y3,Y4} in (13)(14)

and{C′

1;Y
′

1,Y
′

2,Y
′

3,Y
′

4} in (24)(25), then the dispersion matrices for a balanced 2-group-decodable STBC

obtained are:

U1 =













1 1 0 0

1 −1 0 0

0 0 −1 1

0 0 1 1













, U2 =













1 1 0 0

1 −1 0 0

0 0 j −j

0 0 j j













, U3 =













1 1 0 0

1 −1 0 0

0 0 j j

0 0 −j j













, U4 =













1 1 0 0

1 −1 0 0

0 0 j j

0 0 j −j













,

U5 =













−1 −1 0 0

−1 1 0 0

0 0 −1 1

0 0 1 1













; V1 =













−1 1 0 0

1 1 0 0

0 0 1 1

0 0 1 −1













, V2 =













j −j 0 0

j j 0 0

0 0 1 1

0 0 1 −1













, V3 =













j j 0 0

−j j 0 0

0 0 1 1

0 0 1 −1













,

V4 =













j j 0 0

j −j 0 0

0 0 1 1

0 0 1 −1













, V5 =













−1 1 0 0

1 1 0 0

0 0 −1 −1

0 0 −1 1













.

(26)

The resultant balanced 2-group-decodable STBC for 4 transmit antennas over 4 symbol durations is:

Xb,4 =

5
∑

l=1

slUl +

10
∑

l=6

slVl−5 =













s1 + s2 + s3 + s4 − s5 + js6 + js7 + js8 − s9 − s10 s1 + s2 + s3 + s4 − s5 + js6 − js7 + js8 + s9 + s10 0 0

s1 + s2 + s3 + s4 − s5 + js6 + js7 − js8 + s9 + s10 − s1 − s2 − s3 − s4 + s5 − js6 + js7 + js8 + s9 + s10 0 0

0 0 js1 + js2 + js3 − s4 − s5 + s6 + s7 + s8 + s9 − s10 js1 − js2 + js3 + s4 + s5 + s6 + s7 + s8 + s9 − s10

0 0 js1 + js2 − js3 + s4 + s5 + s6 + s7 + s8 + s9 − s10 − js1 + js2 + js3 + s4 + s5 − s6 − s7 − s8 − s9 + s10













(27)
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wheres1 to s5 are in the first group, whiles6 to s10 are in the second group. For this code,Lmax = 5,

K = 1 andR = 5/4, hence, its decoding complexity order calculated following (12) is:

O = K · 2 (Lmax−K+1)b
2R = 22b. (28)

V. SIMULATIONS AND DISCUSSIONS

In this section, we investigate the BER performance and ML decoding complexity order of the 2-

group-decodable STBC examples shown earlier. In all simulations, the MIMO channel is assumed to be

quasi-static Rayleigh fading in the sense that the channel coefficients do not change during one codeword

transmission, and the channel state information is perfectly known at the receiver.

A. Unbalanced 2-Group-Decodable STBC

1) 2 Transmit Antennas: In this subsection, we compare the unbalanced 2-group-decodable STBCXun,2

in (16) with Alamouti code [3], BLAST [13] and Golden code [15] in a 2×2 MIMO system with 4 bits

per channel use. Due to the different code rates, Alamouti code, BLAST and Golden code are simulated

with 16-QAM, 4-QAM and 4-QAM, respectively. On the other hand, Xun,2 is of code rate5/4. We let one

real symbol be drawn from 4-PAM, and other 4 real symbols (viewed as 2 complex symbols) be drawn

from 8-QAM, then the bit rate ofXun,2 is 4 bits per channel use.

The parameters of these codes are compared in Table I, including the decoding complexity order fol-

lowing (12). Table I shows that the proposed code has much lower decoding complexity order than Golden

code due to group-decodable code structure, and higher decoding complexity order than Alamouti code

due to higher code rate. For example, withb = 4 bits per channel use, the decoding complexities of Golden

code, the proposed code and Alamouti code are in decreasing order of 28, 3 · 23(approximate) and22.

TABLE I

COMPARISON OFSPACE-TIME CODES IN A 2×2 MIMO SYSTEM WITH b BITS/CHANNEL USE.

Complexity order:O
Code length:T Code rate:R Group size:Lmax

b b = 4

Alamouti code [3] 2 1 1 2
b

2 22

BLAST [13] 1 2 4 2b 24

Golden code [15] 2 2 8 22b 28

Xun,2 proposed in (16) 4 5/4 4 3 · 2 4b

5 ≈ 3 · 23
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Alamouti code[3](rate 1, 16−QAM)
BLAST[13](rate 2, 4−QAM)
Golden code[15](rate 2, 4−QAM)
Proposed unbalanced code(rate 5/4, 4−PAM & 8−QAM)

Fig. 3. BER performances in a 2×2 MIMO system with 4 bits per channel use.

We plot the BER curves of these codes in Fig. 3. To achieve fulldiversity, constellation rotations for

Xun,2 are obtained by computer search2. Fig. 3 shows that the proposedXun,2 can achieve full diversity

(same BER slope as Alamouti code and Golden code). The BER curve of Xun,2 lies between those of

Golden code and Alamouti code, which is in accordance with their code rates.

2) 4 Transmit Antennas: We compare the proposed unbalanced 2-group-decodable STBCwith orthog-

onal STBC (OSTBC) [5], quasi-orthogonal STBC (QOSTBC) [7]–[9], perfect code [16] and PS-SR code

[17] in a 4×2 MIMO system with about 4 bits per channel use. The OSTBC, QOSTBC, perfect code

and PS-SR code are simulated with 32-QAM (3.75 bits per channel use), 16-QAM, 16-QAM (3.64 bits

per channel use), 4-QAM and 4-QAM, respectively. To achievecode rate 2, we simulate the unbalanced

2-group-decodable STBCXun,4 in (20) with s17 removed. Then the bit rate ofXun,4 with 4-QAM is 4 bits

per channel use.

The parameters of these codes are listed in Table II. It showsthat the proposed code has lower ML

decoding complexity order than the perfect code due to group-decodable code structure, and higher

decoding complexity order than the OSTBC and QOSTBC due to higher code rate. Due to fast decoding

code structure, the PS-SR code has a lower decoding complexity that that of the proposed. For example,

2Optimized constellation rotation angles are 0 fors4 (drawn from 4-PAM),0.0735π for s1 ands5 (drawn from 8-QAM),0 for s2 ands3

(drawn from 8-QAM).
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TABLE II

COMPARISON OFSPACE-TIME CODES IN A 4×2 MIMO SYSTEM WITH b BITS/CHANNEL USE.

Complexity order:O
Code length:T Code rate:R Group size:Lmax

b b = 4

OSTBC [5] 4 3/4 1 2
2b

3 ≈ 23

QOSTBC [7]–[9] 4 1 2 2b 24

Perfect code [16] 4 2 16 24b 216

PS-SR code [17] 4 2 16 8 · 2 9b

4 8 · 29

Xun,4 in (20) with s17 removeda 4 2 15 5 · 2 11b

4 5 · 211

a

With s17 removed fromXun,4 in (20), theR andLmax in (21) are updated asR = 2 andLmax = 15.

with b = 4 bits per channel use, the decoding complexities of perfect code, the proposed code, PS-SR

code, QOSTBC, and OSTBC are in decreasing order of216, 5 · 211, 8 · 29, 24, and 23 (approximate).

We plot the BER curves in Fig. 4, where the optimum constellation rotation proposed in [22] is applied

for QOSTBC and the constellation rotations forXun,4 are obtained by computer search3. From Fig. 4, we

can see that the proposedXun,4 has the same full diversity gain as the perfect code and the PS-SR code

(the PS-SR code has the best BER performance), and performs much better than OSTBC and QOSTBC

due to higher code rate.

B. Balanced 2-Group-Decodable STBC

In this subsection, we compare the proposed balanced 2-group-decodable STBCXb,4 in (27) with the

2-group-decodable STBC presented in [19] in a 4×2 MIMO system with 2.5 bits per channel use. Since

their code rates are 5/4, they will be simulated with 4-QAM.

Both codes have the same decoding complexity order. We plot their BER curves in Fig. 5, where the

constellation rotations forXb,4 are obtained by computer search4. Such constellation rotation optimization

are feasible because the information symbols are group-decodable and hence can be optimized separately.

From Fig. 5, we can see that both codes achieve full diversitygain, and the proposed code has a small

0.3 dB coding gain over the code in [19] probably because our constellation rotation angles are slightly

more optimal.

3Optimized constellation rotation angles are0 for s1 and s5, 0.1413π for s2 and s6, 0.1413π for s3 and s4, 0.1538π for s7 and s8,

0.2493π for s9 ands10, 0.1691π for s11 ands13, 0.1044π for s12 ands16, 0.2140π for s14 ands15.
4Optimized constellation angles are0.1538π for s1 ands3 (similarly s6 ands8), 0.4625π for s2 ands5 (similarly s7 ands10), 0 for s4

ands9.
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PS−SR[17](rate 2, 4−QAM)
Unbalanced code proposed(rate 2, 4−QAM)

Fig. 4. BER performances in a 4×2 MIMO system with about 4 bits per channel use.
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Balanced code[19](rate 5/4, 4−QAM)
Proposed balanced code(rate 5/4, 4−QAM)

Fig. 5. BER performances in a 4×2 MIMO system with 2.5 bits per channel use.

C. 3-Time-Slot STBC

In this subsection, we compare the proposed 3-time-slot STBC X3gpp in (22) with the other 3-time-slot

STBC XAL presented in [25] in a 2×2 MIMO system with 3 bits per channel use. As the code rates of

X3gpp andXAL are 1.5 and 1, they are applied with 4-QAM and 8-PSK, respectively.
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Fig. 6. BER performances of 3-time-slot codes in a 2×2 MIMO system with 3 bits per channel use.

We plot their BER curves in Fig. 6, where the constellation rotations forX3gpp are obtained by computer

search5. From Fig. 6, we can see that the proposedX3gpp achieves a much better performance than the

XAL [25] due to higher diversity gain.

VI. CONCLUSION

In this paper, we first derive unbalanced 2-group-decodablehigh-rate STBC forN transmit antennas

over T symbol durations with code rates upper-bounded by2TN−N2+1
2T

for T ≥ N , or T 2+1
2T

for T < N ,

then use them to systematically construct balanced 2-group-decodable high-rate STBC with code rates

TN−N2+1
T

for T ≥ 2N , or T 2+4
4T

for T < 2N . The proposed high-rate STBC are able to achieve full

symbol-wise diversity, and their code rates increase almost linearly with the transmit antenna numberN

and approachN asymptotically whenT ≫ N . Performance studies show that with constellation rotation

optimization, the proposed 2-group-decodable STBC can achieve the same full diversity as the algebraic

STBC, and much better BER performance than the (quasi-)orthogonal STBC. The proposed code is very

scalable in code length, transmit antenna number and code rate. Its constellation rotation optimization is

also easier to perform because its symbols are group-orthogonal and hence can be optimized separately.

5Optimized constellation angles are0 for s1, 0.0875π for s2 and s6, 0.0875π for s3 and s7, 0.05π for s4 and s8 and 0.1625π for s5

ands9.
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APPENDIX A

We employ proof by contradiction.

(Necessary condition) Assume that
[CR

i1

CI

i1

]

,
[CR

i2

CI

i2

]

, · · · ,
[CR

iLi

CI

iLi

]

are not linearly independent, i.e.,Ci1 ,Ci2 , · · · ,
CiLi

in (3) are not linearly independent. Then there existsαi1Ci1 +αi2Ci2 + · · ·+αiLi
CiLi

= 0 where not

all the scalarsαi1 , αi2, · · · , αiLi
are zero. Sincehi = Cih̄, we have

αi1hi1 + αi2hi2 + · · ·+ αiLi
hiLi

= αi1Ci1 h̄ + αi2Ci2 h̄ + · · ·+ αiLi
CiLi

h̄

= (αi1Ci1 + αi2Ci2 + · · ·+ αiLi
CiLi

)h̄

= 0

(A.29)

In other words, the assumed premise onhi1 , hi2 , · · · , hiLi
is violated. Therefore, the necessary condition

is proved.

(Sufficient condition) Assume thathi1 , hi2 , · · · , hiLi
are not linearly independent, i.e.,αi1hi1 +αi2hi2 +

· · ·+ αiLi
hiLi

= 0 where not all the scalarsαi1 , αi2, · · · , αiLi
are zero. We can obtain that:

0 = αi1hi1 + αi2hi2 + · · ·+ αiLi
hiLi

= (αi1Ci1 + αi2Ci2 + · · ·+ αiLi
CiLi

)h̄

= C h̄

(A.30)

whereh̄ is of size2NM × 1. Sinceh̄ is the channel coefficient vector with independent entries,we have

dim({h̄}) = 2NM . Then, rank(C ) must be 0. In other words,C = 0. Therefore,Ci1 ,Ci2 , · · · ,CiLi

are linearly dependent, i.e.,
[CR

i1

CI

i1

]

,
[CR

i2

CI

i2

]

, · · · ,
[CR

iLi

CI

iLi

]

are not linearly independent. Hence, the sufficient

condition is proved.

Combining the two conclusions, Theorem 2 is proved.

APPENDIX B

i) When T ≥ N , after some row/column permutations,C can be rewritten as (B.29) whereCsubi =

[
i 
i+1 


′

i+1 · · · 
N 


′

N ]
T (i = 1, 2, · · · , N) are highlighted in dashed boxes and⋆ stand for the other

elements inC. In fact, rank(Csubi) = 2(N− i)+1 because
1, 
2, 
′2, · · · , 
N , 
′N are linearly-independent

row vectors whenrank(C) = N . This will be proved below using proof by contradiction.

Recall that
n = [cR1n cI1n cR2n cI2n · · · cRTn cITn] and 


′
n = [cI1n − cR1n cI2n − cR2n · · · cITn − cRTn].

Let C = [c1 c2, · · · cN ], then 
i = e(ci) (i = 1, 2, · · · , N) where e is a complex-vector-to-real-vector

mapping function and
′i = e(−jci). Suppose that
1, 
2, 
′2, · · · , 
N , 
′N are linearly dependent, then,

since
1, 
2, 
′2, · · · , 
N , 
′N are real, there is

α11
1 + α21
2 + α22

′

2 + · · ·+ αN1
N + αN2

′

N = 0 (B.30)
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where not all the real scalarsα11, α21, α22, · · · , αN1, αN2 are zero. Therefore, under the inverse function

for e, (B.30) can be presented as

α11c1 + (α21 − jα22)c2 + · · ·+ (αN1 − jαN2)cN = 0 (B.31)

Since not all the valuesα11, α21 − jα22, αN1 − jαN2 are zero,c1, c2, · · · , cN are linearly dependent and

rank(C) < N , which is contrary to the original premise. Therefore,
1, 
2, 

′

2, · · · , 
N , 
′N are linearly

independent,rank(Csubi) = 2(N − i) + 1 andrank(C) = ∑N

i=1 rank(Csubi) = N2.

ii) When T < N , CN×T can be written as[Csub 0] whererank(C) = rank(Csub) = T . After some

row/column permutation,C can be rewritten as (B.32) whereCsubi = [
i 
i+1 


′

i+1 · · · 
N 


′

N ]
T are

highlighted indashed boxes withi = 1, 2, · · · , T and Csubi = [
1 − 


′

1 · · · 
T −
′T ]T are highlighted
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in dotted boxes with i = T + 1, · · · , N . As stated above, asrank(Csub) = T , it can be proved by

contradiction that
1, 
2, 
′2, · · · , 
T , 
′T are linearly independent, and
1,−
′1, · · · , 
T ,−
′T are linearly

independent too. Then,rank(Csubi) = 2(T − i) + 1 for i = 1, 2, · · · , T and rank(Csubi) = 2T for

i = T + 1, · · · , N . Therefore,rank(C) = ∑N

i=1 rank(Csubi) = 2TN − T 2.

If C is not of the form[Csub 0], it is easy to prove thatrank(C) ≥ 2TN −T 2. Due to space limitation,

the proof is omitted here.
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