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Abstract

We consider a MIMO fading broadcast channel where the fadingchannel coefficients are constant

over time-frequency blocks that span a coherent time× a coherence bandwidth. In closed-loop systems,

channel state information at transmitter (CSIT) is acquired by the downlink training sent by the base

station and an explicit feedback from each user terminal. Inopen-loop systems, CSIT is obtained by

exploiting uplink training and channel reciprocity. We usea tight closed-form lower bound on the ergodic

achievable rate in the presence of CSIT errors in order to optimize the overall system throughput, by

taking explicitly into account the overhead due to channel estimation and channel state feedback. Based

on three time-frequency block models inspired by actual systems, we provide some useful guidelines for

the overall system optimization. In particular, digital (quantized) feedback is found to offer a substantial

advantage over analog (unquantized) feedback.

Keywords: MIMO broadcast channel, Multiuser MIMO Downlink, Channel State Information

Feedback, Channel Estimation.

I. INTRODUCTION

The downlink of a wireless system with one Base Station (BS) with Nt antennas andK User

Terminals (UTs) with a single antenna each is modeled by a MIMO Gaussian broadcast channel

[1], defined by

yk[i] = h
H

kx[i] + zk[i], k = 1, . . . , K (1)

for i = 1, . . . , T , whereyk[i] is the channel output at UTk, zk[i] ∼ CN(0, N0) is the corre-

sponding Additive White Gaussian Noise (AWGN) process,hk ∈ C
Nt is the vector of channel
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coefficients from the BS antenna array to thek-th UT antenna andx[i] is the vector of channel

input symbols transmitted by the BS, subject to the average power constraintE[|x[i]|2] ≤ P

(enforced for each channel usei). We denote the downlink signal-to-noise ratio (SNR) at each

UT by ρ , P
N0

. We assume a block fading model where the channel vectors{hk} remain constant

over a coherence block ofT channel uses. The block lengthT is related to two physical channel

parameters, the coherence timeTc and the coherence bandwidthWc by T = WcTc. For example,

taking as typical valuesWc = 500 kHz andTc = 2.5 ms (from [2]), we obtainT = 1250 channel

uses.

Albeit suboptimal, zero-forcing (ZF) beamforming withK = Nt users captures the funda-

mental trend in terms of degrees of freedom (or “multiplexing gain”) [2]. Therefore, we focus

on this case for its analytical tractability. In order to perform ZF beamforming (or any other

multiuser MIMO precoding), the BS must have an accurate estimate of the downlink channel.

Such information, referred to as theChannel State Information at the Transmitter (CSIT) is

acquired by using downlink training and channel state feedback. On the one hand, in TDD

systems with self-calibrating devices, owing to the fact that uplink and downlink take place in the

same channel coherence bandwidth, CSIT can be acquired directly from the uplink pilot symbols.

On the other hand, the uplink-downlink channel reciprocitydoes not hold in Frequency-Division

Duplexing (FDD) systems where uplink and downlink take places in different widely separated

frequency bands. This is also the case in Time-Division Duplexing (TDD) systems where uplink

and downlink may time-share the same band but the non-lineardevices are not self-calibrated

and therefore induce non-reciprocal effects. In the lattercase, an explicit CSIT feedback must

be used. In any case, the rates achievable with ZF beamforming depend critically on the quality

of the CSIT, however, high quality CSIT can be achieved by dedicating a significant amount

of time resource to downlink training and (for FDD) to channel state feedback. It follows that

there is a non-trivial tradeoff between the benefits of improving the CSIT and the overhead in

channel estimation and feedback.

In this work, we determine the optimum fraction of resourcesthat should be dedicated to

training/feedback in several cases of interest. In particular, we consider three time-frequency

block models depicted in Fig. 1. These models can be viewed asan idealization of the actual

systems such as LTE [3] and aim at capturing the essential features. In Section III, we consider the

optimization of the net spectral efficiency based on model 1 where both training and feedback
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consume “downlink” channel uses. This analysis applies naturally to TDD with or without

reciprocity and FDD where downlink training and (uplink) feedback are performed in the same

fading coherence block, via some hand-shaking protocol. InSection IV, we consider a different

viewpoint based on models 2 and 3, in which the CSIT feedback consumes “uplink” channel

uses. These models are more relevant to FDD systems. The question that we address is “how

much uplink resource should one pay in order to achieve a certain downlink spectral efficiency?”.

By solving the corresponding optimization problem, we characterize the uplink/downlink spectral

efficiency region. At which point of this tradeoff region thesystem should operate is a function

of the specific system requirements such as uplink/downlinktraffic demands. For a fixed demand,

the optimal operation point can be found adaptively. Further, we study the effect of temporally

correlated fading channels and feedback delay where CSIT isobtained through a one-step

prediction model (model 3). This corresponds to the case when the downlink block bandwidth

Wf and the block lengthTf are significantly shorter than the coherence bandwidthWc and the

coherence intervalTc, respectively. Finally, Section V presents some considerations for the case

of K > Nt users with some downlink scheduling and user selection [4].This case is very relevant

in practice, but its analysis has escaped so far a full closed-form characterization. Therefore, we

provide results by combining Monte Carlo simulation and closed-form analysis.

The optimization of training has been studied in the contextof point-to-point MIMO channels

in the literature, e.g., [5], [6], [7], [8], [9]. In [5], the point-to-point MIMO communication

is considered and only downlink training is addressed for the case of no CSIT and imperfect

Channel State Information at the Receiver (CSIR). On the other hand, in [7], perfect CSIR is

assumed and the resources to be used for channel feedback areinvestigated. In [8], [9] the model

of [5] is extended to also incorporate quantized channel feedback and transmitter beamforming.

Although the setup is quite similar to ours, the emphasis of [8], [9] on the asymptotic regime,

where the number of antennas andT are simultaneously taken to infinity, leads to rather different

conclusions as compared to the present work. In [6], a MIMO broadcast with downlink training

and perfect channel feedback (i.e., the BS is also able to view the received training symbols) is

considered. It is shown that the sum rate achievable with a dirty paper coding-based strategy has

a very similar form to the achievable rate expressions in [5], and thus many of the conclusions

from [5] directly carry over. On the other hand, we consider the more practical case where there is

imperfect feedback from each UT to the BS and also study achievable rates with ZF beamforming,
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which has lower complexity than dirty-paper coding. The present work is an extension of [10],

[11], where the same optimization was investigated assuming that both downlink training and

uplink feedback are performed within the same block (model 1). In this paper, we provide more

complete guidelines on the overall system optimization forthe various scenarios of interest.

II. CHANNEL STATE ESTIMATION AND FEEDBACK

When the multiuser MIMO downlink is operated in a closed-loop mode, the CSIT is obtained

through the following phases:

1) Common downlink training:Ttr shared pilot symbols (i.e.,Ttr

Nt
pilots per BS antenna) are

transmitted on each channel coherence block to allow all UTsto estimate their downlink channel

vectors{hk} based on the observation

sk =

√
TtrP

Nt

hk + zk. (2)

Using linear MMSE estimation, the per-coefficient estimation error variance is given by

1

1 +
(

Ttr

Nt

)
ρ

(3)

2) Channel feedback: Each UT feeds back its channel estimation immediately after the training

phase. We focus on the scenario where the feedback channel ismodeled as an AWGN channel

with the SNRρ, identical to the nominal downlink SNR. Because UT’s are assumed to access

the feedback channel orthogonally, a total ofTfb channel symbols translates intoTfb

Nt
feedback

channel uses per UT. Different feedback strategies are described in Section III.

The BS obtains the channel state matrixĤ = [ĥ1, . . . , ĥNt
] based on the training/feedback

information. Errors in the CSIT available to the BS stems from two sources: the channel

estimation error during the common training phase, and the distortion incurred during the

feedback phase. Then, the BS computes the ZF beamforming vector v̂k to be a unit-norm vector

orthogonal to the subspaceSk = span{ĥH

j : j 6= k} for all k. In this case, the ergodic rate

achievable by UTk with equal-power allocation across UT’s and Gaussian random coding is

given by:

Rk = E

[
log

(
1 +

|hH

k v̂k|2 ρ

Nt

1 + ρ

Nt

∑
j 6=k |hH

k v̂j|2

)]
, (4)
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assuming each UT is aware of its received signal-to-interference plus noise ratio (SINR).1 The

residual interference due to non-zero “leakage” coefficients {|hH

k v̂j|} decreases the achievable

rate. In [12], it is shown that the rate in (4) is tightly lower-bounded by

Rk ≥ RZF
k −∆Rk (5)

whereRZF
k is the rate achievable with perfect CSIT and∆Rk denotes therate gap, given in

closed form by

∆Rk , log

(
1 +

ρ

Nt

∑

j 6=k

E
[
|hH

k v̂j |2
]
)
. (6)

Assuming that the channel statistics are symmetric over users and space,Rk, RZF
k and ∆Rk

do not depend onk, therefore the subscriptk will be omitted in the following. The rate gap

depends onTtr, Tfb and the training/feedback strategy and will be generally denoted by the

function ∆R(Ttr, Tfb). Explicit expressions are found in [12] for the cases addressed in this

paper.

III. JOINT OPTIMIZATION OF TRAINING AND FEEDBACK

In this section, we focus on model 1 of Fig. 1 where training and CSIT feedback consume

downlink channel uses. Model 1 (a) refers to the TDD system exploiting the channel reciprocity,

while model 1 (b) refers to either the TDD without reciprocity or the FDD system in which the

downlink training and the feedback are performed in the samefading coherence block. In both

cases, the maximization of thenet downlink spectral efficiency is formulated as

max
Ttr,Tfb:Ttr+Tfb≤T

(
1− Ttr + Tfb

T

)(
RZF −∆R(Ttr, Tfb)

)
. (7)

It is convenient to consider the maximization in two steps, by writing:

max
Tt≤T

max
Ttr+Tfb=Tt

(
1− Ttr + Tfb

T

)(
RZF −∆R(Ttr, Tfb)

)
. (8)

Furthermore, the rate gap can be put in the general form (see [12])

∆R(Ttr, Tfb) = log (1 + g(Ttr, Tfb)) (9)

1Such knowledge can be acquired through an additional dedicated training round as discussed in [12]. This training round

does not significantly affect the present work, and thus is ignored for the sake of simplicity.
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where the functiong(·, ·) depends on the feedback strategy and shall be specified later. Because

the first multiplicative term is constant whenTtr+Tfb = Tt , the inner maximization corresponds

to minimization of the functiong(·, ·), subject to the constraintTtr + Tfb ≤ Tt. Letting g(Tt) ,

minTtr+Tfb≤Tt
g(Ttr, Tfb) denote the solution of the inner maximization in (8), we can solve the

outer maximization by searching for the optimal value0 < Tt ≤ T .

A. TDD with channel reciprocity

When channel reciprocity holds, open-loop CSIT estimationcan be obtained from the uplink

pilot symbols. In this case, the amount of uplink training can be optimized as a special case of

(8) where no CSIT feedback is used.2 In [12, Remark 4.2], the rate gap for a TDD system that

usesTtr uplink training symbols is given by:

∆R = log

(
1 +

Nt − 1

Ttr

)
(10)

which corresponds togtdd(Ttr) = θtr
Ttr

with θtr = Nt − 1. Plugging this into (7), we maximize

the net spectral efficiency given by

f(Ttr) =

(
1− Ttr

T

)[
RZF − log

(
1 +

θtr
Ttr

)]
. (11)

Becausef(·) is concave inTtr, the optimalT ⋆
tr can be found by numerically solving for∂f

∂Ttr
= 0

where

∂f

∂Ttr

=
θtr
(
1− Ttr

T

)

T 2
tr

(
1 + θtr

Ttr

) − 1

T

[
RZF − log

(
1 +

θtr
Ttr

)]
. (12)

Although a closed-form solution forT ⋆
tr cannot be found, we can study the scaling of the optimal

T ⋆
tr with the system parameters. It is not difficult to see that thederivative in (12) is upperbounded

by 1
T
f̃(Ttr), where

f̃(Ttr) =
θtr (T − Ttr)

T 2
tr

−
[
RZF − θtr

Ttr

]
(13)

The concavity off(·) implies that the solutioñTt of the equationf̃(Ttr) = 0 is an upper bound

to the optimal valueT ⋆
t . Solving for f̃(Ttr) = 0, we find

T ⋆
tr ≤ T̃tr =

√
θtrT

RZF
. (14)

2Note that a similar optimization is considered in [13], although in that work analysis of this optimization is not performed.
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Furthermore, when the rate gap is small such thatlog
(
1 + θtr

Ttr

)
≈ θtr

Ttr
(which becomes accurate

for largeT ), the upperbound also becomes a very good approximation.

Two interesting behaviors are obtained from (21): 1) for a fixed SNR (i.e., constantRZF) T ⋆
tr

increases asO(
√
T ) asT → ∞; 2) for a fixed block lengthT , T ⋆

tr decreases asO(1/
√
RZF) for

large SNR, or equivalently, it decreases asO(1/
√
log(ρ)) sinceRZF = log(ρ) +O(1) for large

SNR.

Next, we examine the impact ofT ⋆
tr on the net achievable rate. By the definition ofT ⋆

tr we

have:

f (T ⋆
tr) ≥ f

(
T̃tr

)
=

(
1−

√
θtr

RZFT

)[
RZF − log

(
1 +

√
θtrRZF

T

)]
(15)

The rate gap with respect toRZF can therefore be upper bounded as:

RZF − f (T ⋆
tr) ≤ RZF − f

(
T̃t

)
(16)

=

√
θtrRZF

T
+ log

(
1 +

√
θtrRZF

T

)
−
√

θtr
RZFT

log

(
1 +

√
θtrRZF

T

)
(17)

≤ 2

√
θtrRZF

T
(18)

where the final inequality is reached by dropping the last term in (17) and usinglog(1+x) ≤ x.

Thus, the gap to a perfect CSIT system decreases roughly asO(1/
√
T ) asT increases.

For a future reference, it is worthwhile to notice that model1 (a) corresponds to model 1 (b)

with perfect feedback such that the BS knows the UT channel estimates. As a result, the net rate

achievable with TDD, channel reciprocity and open-loop CSIT estimation serves as an upper

bound to the rate achievable withany form of CSIT feedback considered in the following.

B. Analog Feedback

An option for the CSIT feedback scheme consists of sending the channel coefficients as

QAM unquantized modulation symbols. This is usually referred to as “analog feedback” in the

literature, since the scheme is indeed akin to analog amplitude/phase modulation. Because each

UT is allowed Tfb

Nt
feedback channel uses, this scheme transmits each channel coefficient over

Tfb

N2
t

feedback channel uses (ifTfb > N2
t , each coefficient is effectively repeatedTfb

N2
t

times on

October 17, 2018 DRAFT
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the feedback channel). At the BS receiver, MMSE estimation is used. The resulting rate gap is

described as [12, Section IV] and results in theg(·, ·) function

ganalog(Ttr, Tfb) =
Nt − 1

Ttr
+

Nt(Nt − 1)

Tfb
. (19)

For the sake of generality, we consider a generalized form of(19) asganalog(Ttr, Tfb) =
θtr
Ttr

+ θfb
Tfb

,

for two non-negative weightsθtr andθfb. Comparing (19) with (10), we notice that the previous

TDD open-loop case corresponds to lettingθfb = 0, consistently with the fact that in this case

no CSIT feedback is used.

It is immediate to check that the minimization ofganalog(Ttr, Tfb) subject toTtr + Tfb = Tt,

and toTtr, Tfb ≥ 0 is a convex problem. The corresponding Lagrangian [14] is given by

L(Ttr, Tfb, µ) = g(Ttr, Tfb) +
1

µ2
(Ttr + Tfb)

whereµ > 0 is the Lagrangian multiplier for the equality constraint. The KKT conditions [14]

yield the solutionT ⋆
tr =

√
θtrµ andT ⋆

fb =
√
θfbµ. Imposing the equality constraint and eliminating

µ, we obtain:

T ⋆
tr =

√
θtr
K

Tt, T ⋆
fb =

√
θfb
K

Tt (20)

where we letK = (
√
θtr+

√
θfb)

2, and the resulting objective value is given byganalog(Tt) =
K

Tt
.

The outer optimization (step 2) is now characterized in terms of a single variableTt and

reduces to the maximization of (11) where we replaceTtr andθtr by Tt andK, respectively. As

a result, we find the optimal scaling forTt as

T ⋆
t ≤ T̃t =

√
KT

RZF
. (21)

Hence, the same analysis holds for the total lengthT ⋆
t of training and feedback. In addition, the

following upper bound onT ⋆
tr can be obtained by combining (21) with (20)

T ⋆
tr ≤

√
θtr
K

T̃t =

√
θtrT

RZF
=

√
(Nt − 1)T

RZF
. (22)

According to this upperbound, the optimal downlink training is independent ofθfb, and thus of

the efficiency of the feedback channel.

Similarly, we obtain the effective rate gap with respect toRZF as

RZF − f (T ⋆
tr) ≤ 2

√
KRZF

T
(23)

Comparing this and the corresponding expression (18) for the open-loop TDD, we see that the

analog feedback incurs a rate gap increase by a factor1 +
√
Nt.
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C. Error-Free Digital Feedback

We now analyze a digital feedback technique where each UT quantizes its estimated channel

vector into aB-bits message and then maps these bits intoTfb

Nt
transmit symbols. For the

quantization step we consider an ensemble of random vector quantizers (RVQ) with directional

quantization as described in [15]. Assuming the feedback messages are received error-free, in

[12, Section V] it is shown that the rate gap is given by

∆R = log

(
1 +

Nt − 1

Ttr
+ ρ 2

− B
Nt−1

)
. (24)

For the time being, we assume unrealistically that error-free communication is possible over

the feedback channel at a rate equal to its capacity oflog2 (1 + ρ) bits per channel use. Letting

B = Tfb

Nt
log2 (1 + ρ), we obtain

gdigital(Ttr, Tfb) =
Nt − 1

Ttr
+ ρ (1 + ρ)

−
Tfb

Nt(Nt−1) . (25)

Following the two-step approach, we minimize the above function subject toTtr + Tfb = Tt.

Sincegdigital(·, ·) is convex inTtr, Tfb, we form the Lagrangian and readily obtain

Ttr = µ
√
Nt − 1, Tfb = Nt(Nt − 1)

2 ln(µ) + ln
(

ρ ln(1+ρ)
Nt(Nt−1)

)

ln(1 + ρ)
(26)

whereµ > 0 is chosen so that the equality constraint is fulfilled. Note thatTfb grows asO (lnµ),

much slower than the linear increase (inµ) for Ttr.

Contrary to the earlier analog feedback case, we cannot expressgdigital(Tt) in a simple closed

form. However, using (26) we can eliminateµ and expressTfb as a function ofTtr:

Tfb = Nt(Nt − 1)
2 ln(Ttr) + ln

(
ρ ln(1+ρ)
Nt(Nt−1)2

)

ln(1 + ρ)
, (27)

and thus the net spectral efficiency can be written as:

1− Ttr+Nt(Nt−1)

2 ln(Ttr)+ln

„

ρ ln(1+ρ)

Nt(Nt−1)2

«

ln(1+ρ)

T


×

[
RZF − log

(
1 + Nt−1

Ttr
+ Nt(Nt−1)2

(Ttr)2 ln(1+ρ)

)]
.

BecauseTfb increases logarithmically inTtr, and decreases with the SNRρ, its effect on the

maximization is rather negligible. As a result, the maximization of Ttr is very similar to the

case of TDD with channel reciprocity. In other words, the error-free digital feedback performs

almost as good as the TDD open-loop upper bound.
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D. Digital Feedback with Errors

We consider a practical digital feedback scheme with a very low complexity. In particular, we

assume that theB feedback bits are transmitted on the uplink by using uncodedQAM. Each

UT makes use ofTfb

Nt
feedback channel uses for its CSIT feedback. Assuming that quantization

bits are arbitrarily mapped to the QAM constellation symbols, the error of any symbol renders

the feedback from a particular UT effectively useless and thus leads to a zero rate.3 Under this

assumption, the achievable net spectral efficiency is givenas a solution to

max
Ttr,Tfb:Ttr+Tfb≤T

(
1− Ttr + Tfb

T

)
(1− Pe,fb)

[
RZF

k −∆R
]

(28)

where∆R is defined in (24) and wherePe,fb is the feedback message error probability. The size

of the QAM constellation is given byM = 2
BNt
Tfb and yields a symbol error probability [16]

Ps = 1−
(
1− 2

(
1− 1√

M

)
Q

(√
3ρ

M − 1

))2

, (29)

and a corresponding feedback message error probability

Pe,fb = 1− (1− Ps)
Tfb
Nt . (30)

Following the two-step optimization approach, we rewrite the outer optimization as

max
Tt≤T

(
1− Tt

T

)[
RZF − ∆̃R(Tt)

]
(31)

where the effective rate-loss̃∆R(Tt), incorporating the loss due to erroneous feedback, is given

by

∆̃R(Tt) = min
Ttr+Tfb=Tt

{
(1− Pe,fb) log

(
1 +

Nt − 1

Ttr
+ ρM

−
Tfb

Nt(Nt−1)

)
+ Pe,fbR

ZF
k

}
. (32)

If the QAM constellation size is suitably optimized, the probability of feedback error can be

made sufficiently small when the number of feedback bitsBNt

Tfb
per user is large. For example,

for Nt = 4 at 10 dB with B = 25 bits and 4-QAM, we havePe,fb = 0.0194. As a result,

the minimization in (32) is very similar to the minimizationof gdigital(Ttr, Tfb) for error-free

feedback in (25).

We conclude this section by providing some numerical examples to compare the performance

of different feedback strategies. In Fig. 2 the optimal values ofTtr andTfb are plotted versus block

3This point can be made rigorous, but we limit ourselves to thepresent intuitive argument for the sake of space limitation.
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lengthT for analog feedback, error-free digital feedback, and QAM-based digital feedback along

with the uplink training lengthTtr for the TDD system. Most striking is the fact that the optimal

values ofTtr are essentially identical for the three feedback techniques as well as for TDD.

Furthermore, although not shown here, the optimal values ofTtr are very well approximated

by
√

(Nt−1)T
RZF as in (22). The number of feedback symbols, however, dependscritically on the

feedback method. Because analog feedback is so inefficient,a large number of feedback symbols

are used so that the rate gap due to feedback is minimized. On the other hand, digital feedback

is very efficient and a relatively small number of feedback symbols is required.

In Fig. 3, the sum spectral efficiency is plotted versus blocklengthT . Although not shown

here, the rate approximations based upon (18) are seen to become increasingly accurate asT

increases for analog and TDD. Analog feedback is outperformed by digital feedback with or

without errors, for anyT . This is because digital feedback offers a significantly smaller distortion

as compared to analog wheneverTfb is larger than (approximately)N2
t (i.e., one symbol per

channel coefficient) [12, Section VI], and for reasonable block lengths it is optimal to useTfb

considerably larger thanN2
t (see Fig. 2).

IV. SEPARATE UPLINK AND DOWNLINK BANDWIDTHS

In FDD systems, the uplink and downlink bandwidths are generally separated and the amount

of channel uses per block length dedicated to the CSIT feedback impacts the uplink spectral

efficiency as an overhead, rather than the downlink as in the previous section. In this section

we focus on models 2 and 3 of Fig. 1 assuming that the downlink and uplink bandwidths are a

priori fixed. The challenge here consists of determining thetradeoff region of downlink spectral

efficiency versus uplink CSIT feedback overhead.

For this purpose, we consider the net downlink spectral efficiency, accounting for the training

overhead, as a function ofTfb. For each value ofTfb, the optimal number of downlink training

symbols is found, and the corresponding net downlink spectral efficiency is given by:

w (Tfb) , max
Ttr≤T

(
1− Ttr

T

)(
RZF − log

(
1 +

Nt − 1

Ttr
+∆(Tfb)

))
(33)

where∆(Tfb) denotes the loss term due to CSIT feedback. By solving for themaximization

with respect toTtr, we obtain a tight lower bound on the optimal downlink spectral efficiency

achievable with ZF beamforming as a function of the parameter Tfb, that quantifies the number

of channel uses per block spent for the CSIT feedback over theuplink.
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In the following, we first characterize such a tradeoff for the cases of the AWGN feedback

channel based on model 2. Then, we address the case of a temporally correlated channel with

feedback delay and channel prediction by considering model3.

A. AWGN feedback link

For the orthogonal access over the AWGN feedback channel, wehave∆(Tfb) =
Nt(Nt−1)

Tfb
for

analog feedback, or∆(Tfb) = ρ (1 + ρ)
−

Tfb
Nt(Nt−1) for error-free digital feedback (see (19) and

(25)). As seen previously, the effect of feedback errors canbe made sufficiently small even by

very simple schemes based on uncoded QAM modulation. Hence,due to the space limitation,

we provide only the analysis for the case of error-free digital feedback operating at the uplink

AWGN capacity, which captures the essential behavior of digital feedback while allowing for

much simpler analytical expressions. Nevertheless, in thenumerical results we provide also the

results for a 4QAM-based digital feedback for the sake of comparison.

By simple manipulation, the objective function can be rewritten as:
(
1− Ttr

T

)(
RZF − log (1 + ∆(Tfb))− log

(
1 +

Nt − 1

Ttr(1 + ∆(Tfb))

))
. (34)

Hence, the optimization has the same form as in Section III-A, with RZF replaced byRZF −
log (1 + ∆(Tfb)) andNt − 1 replaced by Nt−1

1+∆(Tfb)
. It follows that we can immediately write the

bound on the optimal training length as

T ⋆
tr(Tfb) ≤ T̃tr(Tfb) =

√
(Nt − 1)T

(RZF − log (1 + ∆(Tfb))) (1 + ∆(Tfb))
. (35)

Although T ⋆
tr(Tfb) does depend onTfb, this dependency is very weak wheneverTfb is not too

small. Thus, very little is lost by simply choosingTtr =
√

(Nt−1)T
RZF .

Using the same arguments as in Section III-A, the downlink spectral efficiency can be lower

bounded by

w (Tfb) ≥
(
1−

√
Nt − 1

TRZF

)(
RZF − log

(
1 +

√
RZF(Nt − 1)

T
+∆(Tfb)

))
(36)

≥ RZF − 2

√
RZF(Nt − 1)

T
−




1−
√

Nt−1
TRZF

1 +
√

RZF(Nt−1)
T


∆(Tfb). (37)
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Using the expressions for∆(Tfb) we have:

wanalog(Tfb) ≥ RZF − 2

√
RZF(Nt − 1)

T
−


 1−

√
(Nt−1)
TRZF

1 +
√

RZF(Nt−1)
T


 Nt(Nt − 1)

Tfb

(38)

wdigital (Tfb) ≥ RZF − 2

√
RZF(Nt − 1)

T
−


 1−

√
(Nt−1)
TRZF

1 +
√

RZF(Nt−1)
T


 ρ (1 + ρ)

−
Tfb

Nt(Nt−1) . (39)

Notice that the spectral efficiency penalties due to training and feedback are separable in these

lower bounds. Based upon these expressions, we expect that the downlink spectral efficiency

wdigital(Tfb) with digital feedback converges very quickly to the rate accounting for the optimized

training overhead, which is approximatelyRZF − 2
√

RZF(Nt−1)
T

, whereas convergence is much

slower with analog feedback.

The above definitions ofwanalog andwdigital characterize the net downlink spectral efficiency

as a function of the number of uplink symbols per block lengthused for CSIT feedback. In

terms of system design, it is more meaningful to characterize the downlinkrate as a function

of the uplink bandwidth used for channel feedback. Under the block-fading model adopted in

this paper, the channel is constant forTc seconds over the bandwidth ofWc. SinceTfb uplink

symbols are used for channel feedback for every block, the uplink bandwidth used for channel

feedback is given byTfb

Tc
Hz, and the downlink rate is given byWcw(Tfb) in bit/sec (bps).

We can take advantage of the above analysis to understand thefundamental tradeoff between

downlink and uplink rate. To this end, we employ a simplisticmodel of the uplink in which we

assume the uplink bandwidth ofWup Hz and the uplink spectral efficiency ofCup bps/Hz. Since

feedback consumesTfb

Tc
Hz of uplink bandwidth, the remaining bandwidth ofWup − Tfb

Tc
Hz is

available for uplink data transmission. Thus the uplink data rate is

Rup(Tfb) =

(
Wup −

Tfb

Tc

)
Cup. (40)

while the downlinkrate is

Rdown(Tfb) = Wcw (Tfb) . (41)

As Tfb increases, the downlink rateRdown increases at the expense of decreasing uplink rate

Rup. In order to determine the operating point on the(Rdown, Rup) Pareto-optimal boundary, a

common method consists of maximizing the weighted sum of rates:

max
Tfb

λRdown(Tfb) + λRup(Tfb) (42)
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where0 < λ < 1 andλ = 1− λ. This optimization is equivalent to

max
Tfb

λWcw (Tfb)− λ

(
Tfb

Tc

)
Cup. (43)

After multiplying both sides byTc and taking the derivative with respect toTfb, we see that the

optimal solution satisfies:

λTw′ (Tfb) = λCup → w′ (Tfb) =
1

T

λ

λ
Cup. (44)

More precisely, we obtain the optimalTfb as a function ofλ as

T analog
fb (λ) =

√
rNt(Nt − 1)Tλ

Cupλ
(45)

T digital
fb (λ) =

Nt(Nt − 1)

log(1 + ρ)
log

(
rρ log(1 + ρ)Tλ

Nt(Nt − 1)Cupλ

)
(46)

where we letr =
1−

q

(Nt−1)

TRZF

1+

q

RZF(Nt−1)
T

. Clearly the feedback length is non-negative and upper bounded

by T . Compared to analog feedback, the feedback lengthT digital
fb (λ) with digital feedback is

almost insensitive toλ except the corner points (λ = 0, 1). By plugging the above expressions

into (38), (39), the achievable rate can be parameterized byλ such that

wanalog(λ) ≥ RZF − 2

√
RZF(Nt − 1)

T
−

√
rNt(Nt − 1)Cupλ

Tλ
(47)

wdigital(λ) ≥ RZF − 2

√
RZF(Nt − 1)

T
− Nt(Nt − 1)Cupλ

Tλ log(1 + ρ)
. (48)

The third term, representing the rate loss due to the imperfect feedback, is rather marginal both

for analog and digital feedback schemes for a largeT in the range0 < λ < 1. From these

expressions, it can be expected that the tradeoff curve withdigital feedback is sharper and

dominates the curve with analog feedback.

To make this discussion more concrete, consider a single resource block in LTE, with band-

width 200 kHz and duration1 ms, corresponding toT = 200 in our model. We assume

Cup = 1.512 bps/Hz (per user) and an uplink bandwidth also equal to200 kHz, for the sake of

symmetry. The uplink-downlink sum rate boundary (expressed in kbps) and the corresponding

feedback lengths are shown in Figs. 4 and 5. A well-designed system will typically operate near

the sharp “knee” of the curves of Fig. 4, where the downlink rate is very close to its maximum

value. Fortunately, because of the relatively low cost of channel feedback, the uplink rate is also
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reasonably close to its maximum. From Fig. 5 we remark also that analog feedback requires

a longerTfb for a larger weightλ while the feedback length with digital feedback is almost

constant. The training length was found to be 24 symbols for any scheme except forλ ≈ 0.

Note that the choiceT = 200 is quite conservative. As argued in Section I, typical physical

channel parameters yield a significantly largerT for low mobility users.

The takeaway message of section is that, unless uplink data rate is very strongly preferred over

downlink data rate, it is efficient to operate the system at a point where the downlink spectral

efficiency is very close to the perfect-feedback case.

B. Delayed feedback channel

In this section we study the uplink/downlink tradeoff by taking into account the effect of the

feedback delay and the temporally correlated channel basedon model 3. This model is motivated

by the following scenario. In practice, the downlink resource allocation blocks, i.e. the block

bandwidthWf and block lengthTf , might be defined a priori independently ofWc andTc, while

these coherence parameters depend on the propagation environment as well as the users mobility

and may even vary from user to user. For the case of a fixed blocklength T = WfTf much

shorter thanWcTc, the channel coefficients in subsequent blocks are correlated.

In order to model such situation, we assume that the channel fading coefficients are constant

within each block ofT symbols and changes from block to block according to a stationary

Gaussian random process with power spectral density (Doppler spectrum)Sh(ξ), strictly band-

limited in [−F, F ], whereF < 1/2 is the maximum normalized Doppler frequency shift, given

by F = vfc
c
Tf , wherev is the mobile terminal speed (m/s),fc is the carrier frequency (Hz),c is

the light speed (m/s). Furthermore, such a “Doppler process” satisfies
∫ F

−F
logSh(ξ)dξ > −∞.

This condition holds for most (if not all) channel models usually adopted in the wireless mobile

communication literature (see [17] and references therein), where the Doppler spectrum has no

spectral nulls within the support[−F, F ]. Because of symmetry and spatial independence, we

can neglect the antenna index and consider scalar rather than vector processes.

Contrary to the block-by-block estimation previously considered, each UTk estimateshk(t)

based on the observation{sk(t− τ) : τ = d, d+ 1, . . . ,∞} available at UTk up to blockt− d

whered denotes the feedback delay in blocks of lengthWfTf andsk(t) =
√

TtrP
M

hk(t) + zk(t)

is the received signal at UTk at block t. We focus on the case ofd = 0 (filtering) andd = 1
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(prediction) in the following. The equivalent model for both cases is given by

hk(t) = h̃k(t) + nk(t) (49)

whereh̃k(t) = E[hk(t)|{sk(t−τ)}] denotes the estimated channel, independent of the estimation

error nk(t) ∼ CN(0, σ2
tr). The one-step prediction MMSE(d = 1) is given by [18], [12]

ǫ1(δ) = δ1−2F exp

(∫ F

−F

log(δ + Sh(ξ))dξ

)
− δ (50)

where we assume a unit-power process,
∫ F

−F
Sh(ξ)dξ = 1, observed in background white noise

with per-component varianceδ = Nt

Ttrρ
. The filtering MMSE (d = 0) is related toǫ1(δ) through

the well-known maximal ratio combining formula

ǫ0(δ) =
δǫ1(δ)

δ + ǫ1(δ)
. (51)

Sinceh̃k(t) andnk(t) are independent, we haveE[|h̃k(t)|2] = 1− σ2
tr for any k.

In [12, Section VI. B], it is shown that the rate gap is upper bounded by

∆Rd ≤ log

(
1 +

Nt − 1

Ttr

ǫd(δ)

δ
+∆(Tfb)

)
. (52)

For simplicity, we focus on the case of a uniform Doppler spectrumSh(ξ) =
1
2F

for −F ≤ ξ ≤ F .

This yields

ǫ1(δ)

δ
=

(
1 +

1

2Fδ

)2F

− 1 ≤
(

1

2Fδ

)2F

(53)

where the last inequality can be easily shown. Using (51) and(53) we obtain

ǫ0(δ)

δ
≤ 1

1 + (2Fδ)2F
. (54)

Plugging these expressions into (52), we obtain the rate gapupper bounds as

∆R
d=0

= log


1 + ∆(Tfb) +

Nt − 1

Ttr

1

1 +
(

2FNt

ρTtr

)2F


 ≤ log

(
1 + ∆(Tfb) +

Nt − 1

Ttr

)
(55)

∆R
d=1

= log

(
1 + ∆(Tfb) +

Nt − 1

Ttr

(
ρTtr

2FNt

)2F
)
. (56)

We observe that that for the case of filtering (d = 0), the rate gap upper bound reduces to that

of the AWGN feedback link for sufficiently largeρ. In what follows, we consider the more

interesting case of one-step prediction.
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We can again maximize the net downlink achievable spectral efficiency for the one-step

prediction case by solving

w(Tfb)
∆
= max

Ttr≥Nt

(
1− Ttr

T

)[
RZF(P )− log

(
1 + κT 2F−1

tr +∆(Tfb)
)]

(57)

where we defined the constantκ = (Nt − 1)
(

ρ

2FNt

)2F
. By letting the RHS of (57) denote

f(Ttr, Tfb), we remark that the objective functionf(·, ·) is concave inTtr. The the optimalTtr

in (57) satisfies

κ(1− F )(T − Ttr)

T 2−F
tr (1 + κT 1−F

tr +∆(Tfb))
= RZF − log(1 + ∆(Tfb))− log

(
1 +

κT
−(1−F )
tr

1 + ∆(Tfb)

)
. (58)

Following the same arguments as before, it follows that the solution T̃tr to the equatioñf(Ttr) = 0

is an upper bound to the optimalT ⋆
tr, where

f̃(Ttr) =
κ(T − Ttr)

T 2−F
tr (1 + ∆(Tfb))

−
[
RZF − log(1 + ∆(Tfb))−

κT
−(1−F )
tr

1 + ∆(Tfb)

]
(59)

Explicitly, we find

T ⋆
tr(Tfb) ≤ T̃tr(Tfb) =

(
(Nt − 1)T

(1 + ∆(Tfb)){RZF − log(1 + ∆(Tfb))}

) 1
2−F ( ρ

2FM

) 2F
2−F

. (60)

As T increases, the training lengthTtr scales asO(T
1

2−F ) depending on the Doppler frequency

shift 0 < F < 1
2
. For a fixedT , the training length is increasing inF . When the fading is

quasi-static (i.e., very low mobility users withv ≈ 0) such that the channel becomes perfectly

predictable, the training length coincides with the expression (35) for the block-by-block esti-

mation. Since the term∆(Tfb) is negligible for a sufficiently largeTfb, we can choose with little

loss of optimality

Ttr =

(
κT

RZF

) 1
2−F

=

(
(Nt − 1)T

RZF

) 1
2−F
(

ρ

2FNt

) 2F
2−F

. (61)

Following in the footsteps of what has been done before, we can obtain the lower bound of the

downlink spectral efficiency as

w(Tfb) ≥
(
1− Ttr

T

)[
RZF − log

(
1 + κT 2F−1

tr +∆(Tfb)
)]

≥ RZF −
[
Ttr

T
RZF + (Nt − 1)

(
ρ

2FNt

)2F

T 2F−1
tr

]
− (1− Ttr

T
)∆(Tfb)

1 + (Nt − 1)
(

ρ

2FNt

)2F
T 2F−1
tr

(62)
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where we can replaceTtr by (61). Solving the weighted sum rate maximization, we obtain

the optimalTfb in the same form of (45) and (46), for analog feedback and error-free digital

feedback, respectively, where the termr is now replaced by
1−

Ttr
T

1+(Nt−1)
“

ρ

2FNt

”2F
T 2F−1
tr

.

In order to quantify the impact of the delay on the uplink-downlink tradeoff, Fig. 6 shows

the uplink-downlink sum rate Pareto boundary for differentmobile speedsv = 6, 50, 80 km/h

yielding the Doppler shift ofF = 0.011, 0.093, 0.148, respectively, with the same parameters as

Fig. 4. The corresponding feedback length as a function ofλ is shown in Fig. 7, where we only

plotted forv = 6, 80 km/h for the sake of clarity. We recall thatλ = 1 corresponds to the corner

point (Rdown, 0) while λ = 0 corresponds to the other corner point(0, Rup). As expected from

(61), the training length increases for a higher mobile speed and is found to be25, 36, 43 symbols

for v = 6, 50, 80 km/h, respectively. On the contrary, the feedback length israther indifferent to

the mobile speedv, although it tends to decrease for a largerv. On the uplink-downlink tradeoff

curve, the higher mobile speed decreases significantly the downlink rate since the larger training

length incurs a significant rate loss.

Fig. 8 shows the achievable downlink sum rate in kbps versus the mobile speedv km/h when

the uplink feedback length is set toTfb = 30 over a block length ofT = 200 symbols. We

compare analog feedback, error-free digital feedback as well as 4QAM-based digital feedback.

It is observed that by dedicating 15% of the uplink resource to the feedback, the uncoded 4QAM

outperforms the analog feedback.

V. ALLOWING FOR MANY USERS

We conclude this paper by providing a discussion on the relevant case ofK > Nt. Until now

we have assumed that the number of users is fixed equal to the number of BS antennasNt.

In a real system there are often more thanNt users (with data awaiting at the BS). If more

users feedback their channel information, the BS can utilize user selection and generally obtain

a non-negligible increase in downlink spectral efficiency.Of course, allowing additional users

to feed back will incur a larger uplink bandwidth cost. Indeed, a well designed system should

optimize not only the total number of feedback symbols used on the uplink, but also the number

of users who feed back their channel state. When the number ofusers enters into the picture,

we see that the uplink-downlink tradeoff, which appeared rather trivial for a fixed number of

users, becomes indeed interesting and non-trivial.
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Although the lower bound of [12] does not hold when user selection is performed, it can

be numerically verified that it is nonetheless a reasonable approximation of the rate with user

selection and imperfect CSIT. For the sake of the space limitation, we focus on the separate

uplink/downlink bands (model 2) although the other models can be adapted to the case ofK > Nt

in a same manner. The corresponding downlink spectral efficiency is the solution to

w (Tfb, K) , max
Ttr:Ttr≤T

(
1− Ttr

T

)(
RZF

K − log

(
1 +

Nt − 1

Ttr

+∆(Tfb)

))
(63)

where nowRZF
K denotes the perfect CSIT rate with ZF beamforming and user selection [19],

[20] andK users. This is computed via Monte Carlo simulation due to thelack of an analytical

expression. Since theTfb feedback symbols are now split betweenK users, we now have

∆(Tfb) = ρ (1 + ρ)
−

Tfb
K(Nt−1) for the case of error-free digital feedback.

In Fig. 9, the downlink sum spectral efficiencyw (Tfb, K) is plotted versusTfb for K =

4, . . . , 8. The spectral efficiency is maximized by lettingK = 4, 5, 6, 7, 8 users feedback for

Tfb ≤ 24, 25 ≤ Tfb ≤ 29, 30 ≤ Tfb ≤ 36, 37 ≤ Tfb ≤ 41, Tfb ≥ 42, respectively. Thus, the

sum spectral efficiency is maximized by having approximately Tfb

6
users feedback; this is very

consistent with the findings of [21]. If the number of users isfixed toK = 4 there is virtually no

benefit in increasingTfb beyond35 or 40 because at that point the feedback channel is essentially

perfect. However, a largerTfb enables more users to feed back and yields a non-negligible gain

in the achievable rate. ForTfb ≤ 200, it turns out that no more than31 users are needed. In

Fig. 10 the same plot is given forK = 4, . . . , 31, for ideal digital and QAM feedback. As

Tfb increases the marginal benefit of feedback (i.e., the slope)decreases, but adding users does

provide a reasonable benefit even up to the31-st user.

We can also consider the tradeoff between uplink and downlink rate as done before. Plotted

in Fig. 11 are the uplink and downlink sum rates, using precisely the same parameters as Fig.

4 (i.e.,Tc = 1 msec andWc = 200 kHz). We now see a non-trivial tradeoff for downlink rates

larger than1750 kbps (as before, it does not make sense to choose a smaller downlink rate

than this unless uplink data rate is much more strongly preferred than downlink data rate). If

uplink and downlink data rates are equally weighted, the optimal operating point corresponds to

(approximately)Rup = 828 Kbps andRdown = 1966 Kbps, which is achieved withK = 11 and

Tfb = 63 symbols. Note that the substantial benefit of allowing more users to feed back means

that roughly 30% of the uplink bandwidth is used for channel feedback.
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Fig. 1. Different time-frequency block models.
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Fig. 8. Downlink rate vs. mobile speed forTfb = 30, T = 200.
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Fig. 9. Downlink sum spectral efficiency vs. feedback symbols (Tfb) for T = 500, Nt = 4, ρ = 10 dB, for K from 4 to 8

users.
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Fig. 10. Downlink sum spectral efficiency vs. feedback symbols (Tfb) for T = 500, Nt = 4, ρ = 10 dB, for K from 4 to 31

users.
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Fig. 11. Downlink vs. uplink tradeoff forNt = 4, ρ = 10 dB, T = 200 symbols; allowing for up to31 users to feed back.
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