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Abstract

This paper studies a new decentralized resource allocstiiategy, nameilerative spectrum shapin@Ss), for
the multi-carrier-based multiuser communication syst@hgre two coexisting users independently and sequentially
update transmit power allocations over parallel subcaritie maximize their individual transmit rates. Unlike the
conventional iterative water-filling (IWF) algorithm thapplies the single-user detection (SD) at each user'suvercei
by treating the interference from the other user as additionise, the proposed ISS algorithm applies multiuser
detection techniques to decode both the desired user's raaderence user’s messages if it is feasible, thus
termed apportunistic multiuser detectiof©MD). Two encoding methods are considered for ISS: Oreaiser
independent encodingrhere independent codewords are modulated by differentastibrs for which different

decoding methods can be applied; the otheraisier joint encodingwhere a single codeword is modulated by all

optimal user power and rate allocation strategy at eachtiter of transmit adaptation. It is shown that under
many circumstances the proposed ISS algorithm employindQd/able to achieve substantial throughput gains
over the conventional IWF algorithm employing SD for decalited spectrum sharing. Applications of ISS in

cognitive radio communication systems are also discussed.

Index Terms

Spectrum sharing, interference channel, multi-carriestesys, decentralized resource allocation, multiuser
detection, iterative water-filling, cognitive radio.

I. INTRODUCTION

This paper is concerned with spectrum sharing in a multiageermunication system based on multi-
carrier modulation techniques such as discrete multitddeIT) for wired-line communication and
orthogonal frequency division multiplexing (OFDM) for wiess communication. It is assumed that
neither the users’ transmitters nor their receivers arcaled and as a result there is no centralized
control over the users’ transmissions. In addition, alfsisee assumed to transmit over the same frequency
band and thus possibly interfere with each other. The abogaasio exists in many wire-line/wireless
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broadband communication systems in practice, e.g., the-D8Ed digital subscriber line (DSL) network,
and the OFDM-based wirelessl hocnetwork.

The system of interest is in nature a competitive enviroringlere to the lack of cooperation among
the users. Therefore, decentralized strategies for aitotaf users’ transmit resources such as pow-
ers, bit rates, bandwidths, and/or antenna beams becomilcto the achievable system throughput.
Consequently, a great deal of valuable scholarly work hashlsone in the literature on this study.
For the conventional narrow-band spectrum sharing ovelesiantenna slow-fading channels, distributed
transmit power control has been studied in, e.g., [1]-[df, hinimizing the sum power consumption
to meet with each individual user’s quality-of-service &)aequirement. Following the similar problem
formulation, decentralized joint power control and beammfiog have been studied in, e.qg., [5]-[7] for
the case of multi-antenna transceivers. In [8], a decemédhlpower allocation strategy so-calleerative
water-filling (IWF) was proposed for a 2-user DSL system, where each ofwbeusers independently
and sequentially updates transmit power levels over @iffesubcarriers so as to maximize individual
transmit rate, subject to the coexisting user’s interfeeetreated as additional background noise at the
receiver. Because of its practical advantages for impleatiem, the IWF algorithm has been thoroughly
investigated in the subsequent literature. For exampl¢9]in[10], IWF has been studied for spectrum
sharing scenarios with more than two users. In [11], [12hditions on the convergence of IWF have been
rigourously characterized. Motivated by IWF, semi-celizesl and centralized power allocation schemes
for multiuser spectrum sharing have also been studied iR-[13] and [16]—-[18], respectively, all based
on the primal-dual Lagrange duality approach.

The existing works on decentralized/centralized resoattmation schemes for multiuser spectrum
sharing [1]-[18] have mostly assumed thimgle-user detectiorfSD) at the receiver by treating the
interference from the other coexisting users as additionae, mainly because of implementation ease
of the proposed schemes. During the past decade, multigtectmbn techniques (see, e.g., [19] and
references therein) have been thoroughly studied in theatiire, and proved under many circumstances
to be able to provide substantial performance gains sucatasmprovement and decoding error reduction
over the conventional SD. This fact motivates this paper &eran attempt to combine the well-known

IWF with multiuser detection such that at each iteration sérutransmit adaptation, the corresponding



user is able to decode both the desired message and sonfefh# oterference users’ messages —
thereby reducing the overall interference at the receivérsuch decoding is feasible, thus termed as
opportunistic multiuser detectiofOMD). The resultant new decentralized resource allooadilgorithm

is namediterative spectrum sharinglSS). Note that the proposed ISS maintains the main adganta
of IWF to be a purely decentralized algorithm, while it impes over IWF via replacing the SD by
the more advanced OMD. With OMD, the transmission of the tipdauser at each iteration subject
to concurrent transmissions of the other coexisting usars e generally modeled by the Gaussian
multiple-access channel (MAC) [20], whereas there is a kiéigrénce pointed out as follows. Unlike
the conventional MAC, the coexisting users considered is plaper are non-cooperative in allocating
transmit rates/powers over subcarriers due to the lack mf@éed control over their transmissions. As
a result, whether OMD should be applied and over which subkesers it should be applied depend
on the instantaneous channel gains as well as the intecteresers’ power and rate allocations. Note
that the OMD in the context of this paper is analogous to thec¢sssive group decoder (SGD)” in the
fading MAC with unknown channel state information (CSI) hé tuser transmitters (see, e.g., [21] and
references therein). The main contributions of this papersammarized as follows:

« This paper considers two encoding methods for the propoS&d One iscarrier joint encoding
(CJE) where a single codeword is modulated by all the sulecarand is decoded at the receiver
by a single decoder. The other encoding method is designathimally exploit the advantage of
OMD, namedcarrier independent encodin@IE), where independent codewords are modulated by
different subcarriers and thus allow for variable rate@ssients and adaptive decoding methods. For
both encoding methods, this paper derives the optimal us&eipallocation strategies to maximize
individual transmit rate at each iteration. The derived eowallocation schemes are shown to be
non-trivial extensions of the standard “water-filling” (Wpower control [20] for IWF.

« This paper investigates the converged user power specbuitie proposed ISS, and compares them
to those by IWF for various system setups. Such compariseeale some important insights on
why ISS is able to outperform IWF in terms of the achievablsteyn throughput for decentralized

spectrum sharing.

The rest of this paper is organized as follows. Sedfibn Ibgnés the system model of multi-carrier-



based multiuser spectrum sharing. Secfion Il providegptbélem formulations to determine the optimal
user power allocation policies for the proposed ISS with @fel CJE. Section IV presents the solutions
to the formulated problems. Sectidd V provides the simaolkatiesults to demonstrate the performance

gains of ISS over IWF. Finally, Sectian VI concludes the pape

1. SYSTEM MODEL

Consider a typical spectrum sharing scenario whigr@isers transmit independent messages to their
corresponding receivers simultaneously over the samedrery band. For the purpose of exposition, in
this paper it is assumed that = 2, while the general case df > 2 is to be studied in the future work.
Both the users are assumed to adopt a multi-carrier (DMT/KJEbased transmission and have the
same symbol period and cyclic prefix (CP) period that is agslto be larger than the maximal signal
multipath spread of the two users. The total bandwidth facspim sharing is equally divided int®
orthogonal sub-channels. For the time being, it is assumegdoerfect time and frequency synchronization
with reference to a common clock system have been establifgneboth the users prior to their data
transmission. In addition, it is assumed that the diffeechetween the propagation delays from the two
user transmitters to either one of their receivers is muchllemthan the CP period and, thus, such delay
differences can be safely accommodated within the CP pe@odsider a block-based transmission for
the two users with each block consistingloDMT/OFDM symbols, whileL is usually a large number to
guarantee sufficient coding protection within each bloakhsmission. For typical wireless applications,
it is also assumed that the block duration is sufficiently Ibam compared to the coherence time of any
channel between the users. Thus, all the channels involvelis paper can be assumed to be block
fading (BF), i.e., they are constant during each block traasion but can vary from block to block.
Based on the standard DMT/OFDM modulation and demodulatiom discrete-time baseband signals

for the system of interest are given by
Yin = Ell,nxl,n + 7121,n$2,n + Z1n
Yon = E22,nx2,n + ill2,nxl,n + 2o (1)

wheren = 1,..., N is the subcarrier index;; ,, andy; ,, are the transmitted signal and received signal at

subcarriem, respectively, for useir = 1, 2; 71117” and EQM are the “direct” channel complex coefficients



for user 1 and 2, respectively, at subcarrieihile 7121,,1 andl}mn are the “interference” channel complex
coefficients from user 2 to 1, and from user 1 to 2, respegtiatlisubcarrien; and z; ,, is the receiver
noise at subcarrier. for useri = 1,2. Note that both the block and symbol indexes are dropped in
(@) for conciseness. Without loss of generality, it is assdrthat{z;,}, Vi, n are independent circularly
symmetric complex Gaussian (CSCG) random variables (R&sh @aving zero mean and unit variance.
It is also assumed that ,,'s are independent RVs each with zero mean and respectiiaeap; ,,, while

pin denotes the transmit power allocated to subcarief useri. Let P, and P, denote the average
transmit power constraint for user 1 and 2, respectivelthus holds that]lv ZnN:1pi,n < P,i=1,2.

Two encoding methods are considered at each user transrltie iscarrier independent encoding
(CIE), where each subcarrier is assigned an independesboo#t and from each codebook a codeword
is chosen to be modulated info consecutive DMT/OFDM symbols at the corresponding sulerain
each block. At the receivery independent decoders are used to decode the corresponésgpges
from different subcarriers. Let;,, denote the rate of the codebook assigned to ussrsubcarriem.
The average transmit rate of usethen become®R{™® = - ZnNzl r:.n. The other encoding method is
carrier joint encoding(CJE), where a single codebook is used for each block trassom and only
one codeword is chosen from this codebook and is modulatedaih N subcarriers of. DMT/OFDM
symbols. At the receiver, a single decoder is used to deduoelenessage from all the subcarriers. Let
REE denote the rate of this single codebook for us€@omparing CIE and CJE, it is easily seen that CIE
requires more encoding and decoding complexities over GUE,to the use of independent codebooks
over different subcarriers. In addition, for the same finvidédue of L, the effective codeword length for
CIE is reduced by a factar/N as compared to that for CJE, thus resulting in inferior ecarecting
capabilities. Therefore, the existing multi-carrierbadransmission systems in practice have all chosen
to use CJE instead of CIE. Nevertheless, it is worth notitirag CIE provides more flexibility over CJE
in adaptive rate assignments and decoding methods ovearsigrs, which, as will be shown later in
this paper, can be a beneficial factor for the proposed IS®rucettain circumstances.

The system model considered in this paper is known as2theer parallel Gaussian interference
channe] for which characterization of the capacity region is in g still an unsolved problem (see,

e.g., [22] and references therein). Nevertheless, adbievates of this channel have been thoroughly



studied in the literature based on different assumptionshenlevel of cooperations between the users
for encoding and decoding as well as power and rate allatativer the subcarriers. In this work, we
constrain our study on this channel by making the followingjon assumptions:
« Each of the two users only has the knowledge on its own chame&lell as the channel from the
other user’s transmitter to its receiver.
« Each of the two users;hdependentlyand sequentiallyupdates its transmit power allocations over
different subcarriers to maximize individual transmiterat
« Each of the two users is able to obtain the knowledge on tramrstes/rate (for CIE/CJE) of the
other user over subcarriers; and both the users employ the sge of encoding method (CIE or
CJE) and the same set of codebooks. Thereby, at one usexigardt is possible to apply multiuser

detection (MD) to decode both the desired user’s messagéhaniditerference user's message.

Note that in the above assumptions, the first two are due ftctipah considerations and are same as
those made by the conventional IWF proposed irH[ﬁipile the third assumption is a new one and is not
present in IWF where only the single-user detection (SDpiad. The decentralized resource allocation
scheme motivated by IWF while employing the more advancediMiamediterative spectrum sharing

(ISS) in this paper.

[1l. PROBLEM FORMULATION

In this section, problem formulations are provided for tlseng to determine their transmit power and
rate allocations over different subcarriers at each i@nadf transmit adaptation. Both encoding methods,
namely, CIE and CJE, are considered. For brevity, only usetradnsmit adaptation is addressed here,
while the developed results also apply to user 2.

Consider first CIE. At a particular iteration for user 1 to afmlits transmission, since user 2’s transmit
powers{p,,} and rates{r,,} over different subcarriers are fixed values, the maximumstrat rate of
user 1 at subcarriet with an arbitrary allocated transmit powgy,, can be expressedas

IMore precisely, in the first assumption on the known intenfiee channel between the users, only the channel gain is kadven for

SD of IWF while both the channel gain and phase informatianraguired for MD of the proposed scheme.
2For the purpose of exposition, continuous rate and poweresahre assumed in this paper. In addition, it is assumedttbaptimal

Gaussian codebook is employed by the two users. The devklgseilts in this paper are readily extended to the more ipedatases
with discrete power and rate values and/or non-optimal fatiden and coding schemes via, e.g., applying the optimsdrdie bit-loading

algorithm with the “SNR gap” approximation [23].



C(hll,npl,n) Ton < C(M)

1+h11,nP1,n
Pa(Pin) = C(hiinprn + hotnDon) — T2n C(%) <720 S Olhasnpzn) @
C(%) Ton > C(h21,np2,n)

whereC'(z) £ log,(1+z) is the capacity function of the AWGN channel [20], whilg, ,, 2 |A;,,,,|> and
hain, e |71217n\2. The above result is illustrated in the following three saserresponding to the three
expressions of, ,, in (2) from top to bottom. Note that the following discussscepply to any subcarrier
n of user 1.

« Strong Interferenceln this case, the received interference signal power fraar 2 at user 1's
receiver is sufficiently large such that the contained ngsseth rater,,, can be first decoded by
SD with user 1's signal taken as additional Gaussian noifter hat, by reconstructing the received
user 2's signal and subtracting it from ,, user 1's message can be decoded by SD. The above
operation is known asuccessive decoding the MAC [20].

« Moderate Interferenceln this case, the received signal power from user 2 is noaegelas that
in the previous case of strong interference and as a resét, 2is message can not be directly
decoded by SD. However, it is still feasible for user 1 to ggpint decoding[20] to decode both
users’ messaggsln this case, the rate pair of the two users falls on4halegree segment of the
corresponding MAC capacity region boundary [20].

« Weak Interferenceln this case, the received signal power from user 2 is tookwieabe decoded
even without the presence of user 1’s signal. As such, usaetéiver has the only option of treating
user 2’'s signal as the additional Gaussian noise and agp8into decode directly user 1's message.
Note that the above SD is used in the conventional IWF regasdbf the received signal power
from the interference user (user 2).

From the above discussions, it is known that MD is applied athbcases of strong and moderate
interferences, but not in the case of weak interferences;Taser 1's receiver opportunistically applies
MD to the interference user signal if it has a sufficientlyglrreceived power to be decoded either
successively or jointly with the desired user signal. Tfaee the MD in the context of this paper is

called opportunistic multiuser detectiofOMD).

3Note that an alternative decoding method in this case isessie decoding along with “rate splitting” [24] or “time asing” [20]
encoding technique. However, these techniques requitaicarooperation between the users and are thus not coedidtetthis paper.



In Fig.[d (a),m (p1) in @) is illustrated. For conciseness, the indeis dropped here. It is assumed that
pe = 1, 19 = 0.5, andhy; = hy; = 1. Note that in this case, < C'(hg1p,) and thus OMD instead of SD
should be applied. The rate achievable by SD, denoted’®gp,) = C(%) from (2), is also shown
for comparison. It is observed that user 1's rate with OMDnipiioved over that with SD, and, (p;)
is the minimum of the two functions defined #ép,) £ C(hi1p1) and h(p,) = C(hiip1 + hoips) — 72,
which are the rates achievable by successive decoding amddecoding, respectively. The threshold

value of p;, denoted bypy,, for which r(p;) = f(p1) if p1 < py, and otherwiser;(p1) = h(p1), is

obtained from[(R) as

b= (3222 1)) @
Note thatp,, > 0 if 7o < C'(ha1p2).

With ry ,,(p1.,) given in (2) for alln’s, the problem can be formulated for user 1 to optimize it&gro
and rate allocations over subcarriers to maximize its @aerate in the case of CIE. This problem is

denoted as (P1) and is expressed as

(Pl) mg(})(Vn R?I {pl n} Z T1in pl n

Pin=

1
T — n < P
S N;pl, > I

After (P1) is solved, from the obtained solution for, at subcarrier, the corresponding transmit rate
and decoding method can be obtained from (2). The solutiaiPdf is given later in Section 1V3A.
Next, the case of CJE is considered. Recall that® and {p,,} are user 2’s transmit rate value and
power allocations over subcarriers, respectively, whiah all fixed for user 1's transmit optimization.
With joint encoding over all the subcarriers, the maximuamgmit rate of user 1 under arbitrary power

allocations{p, ,,} is expressed as

E[C(h11,p1.0)] RSP < E[C({f2tetn )]
RgJE({pl,n}) = E[C(h11nP1,n + ho1npan)] — RgJE E[C(%ﬂ < RgJE < E[C(ha1,npan)]
E[C(%)] RS > E[C(ha1 npan)]
(4)
where for notational brevityE[-] is used to represent the operatlgnz . Note that the rater$'®

here is analogous to the ergodic capacity in wireless fadimannels where a sufficient long codeword

spans over all possible fading states and the codewordsdle iaverage of all the instantaneous mutual



information of the channel at different fading states [2Similar to CIE, the three rate expressions of
R$E in (@) are also achievable by successive decoding, joinbdiag, and SD, respectively, whereas
there is a key difference that only one of these decoding oastlis applied over all the subcarriers for
CJE, in contrast to the case of CIE, where each subcarriebeandependently assigned one of these
decoding methoc@.‘l’hus, unlike CIE, the user in the case of CJE does not haveekibifity for transmit
rate and decoding method adaptations over different stibrcgrwhile it still can optimize over transmit
power allocations and choose the best decoding method tomizaxits transmit rate.

The problem for user 1 to optimize its power allocations ia tase of CJE is denoted as (P2), and is

expressed as

(P2) max RyE({pin})

P1,n=2Y,

1 N
T = n < P
S N ;pl, > 1M
After solving the optimal power allocations in (P2), the nmaxm transmit rate and its achievable decoding

method can be obtained from (4). The solution of (P2) is mtedilater in Sectioh IV-B.

IV. OPTIMAL POWER ALLOCATION

In this section, (P1) and (P2) for the case of CIE and CJE easely, are solved to obtain the optimal
power allocations for user 1 at each iteration of transmépaation. It is shown that the obtained power
allocation solutions in both cases are non-trivial vaoiasi of the standard WF solution [20], which is

employed in IWF.

A. Carrier Independent Encoding

In this part, (P1) for the case of CIE is studied. The objectiunction of (P1) is the sum oV
independent functions; ,,(p1,,)’s, each of which can be easily shown to be a concave functign g
Therefore, the objective function is concavejn ,, }. In addition, the constraint of (P1) is a linear function
of p,,,’s. Thus, (P1) is a convex optimization problem, and thus lsarsolved via convex optimization

techniques.

“Due to frequency-selective channel variation, it may besibbs that at some subcarriers of user 1, the interferenaarei gains from
user 2 are sufficiently large such that if CIE is used, OMD carapplied at these subcarriers to immediately remove tleetefff these
interferences, while in the case of CJE, whether OMD can Ipfiexpdepends on the interference channel gains at all theastiers.
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In (P1), the objective function is separableninvhile the constraint is not. Therefore, thagrange dual
decompositiomethod, which has been applied in prior works (see, e.g];[l8), is also proposed here
to decouple the constraint im, and thereby decomposes (P1) into a sefVoindependent subproblems

each for a different subcarrier. First, the Lagrangian df) (B written as

1« 1«
L{prat N) = 5 D rin(pra) = M55 D_pin — 1) (5)

n=1

where ) is the non-negative dual variable associated with the p@esstraint. Then, the Lagrange dual

function of (P1) is defined as

g(A) = max L({pi.}) (6)

P1,,>0,Vn
The value of the dual function serves as an upper bound onghmal value of the original (primal)
problem, denoted by*, i.e., r* < g(\) for any A\ > 0. The dual problem of (P1) is then defined as
miny>o g(A). Let the optimal value of the dual problem be denoteddbywhich is achievable by the
optimal dual solution\*, i.e., d* = g(\*). For a convex optimization problem with a strictly feasible
point, the Slater’s condition [26] is satisfied and thus thalily gap,r* —d* < 0, is indeed zero for (P1).
This result suggests that (P1) can be equivalently solvefirdtymaximizing its Lagrangian to obtain the
dual function for some given dual variabk and then solving the dual problem over> 0.
Consider first the problem for maximizing the Lagrangian btain the dual functiory(\) for some

given \. It is interesting to observe thg{\) can be rewritten as

N
1
g(A) = Nzgn()‘)+)‘Pl (7)
n=1
where
gn(A) = prlr}a% Tin(Prn) — Ap1n n=1,...,N. (8)

By this way, g(\) can be obtained via solving a set &f independent subproblems, each for a different
subcarriem. Note that the maximization problems i1 (8) at differerg all have the same structure and
thus can be solved using the same computational routinecdtmiseness, the indexis dropped in[(B)

and the resultant problem is re-expressed as

(P3) max G(Pl) = 7’1(291) — Apy
p1>0
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wherer; (p;) is given by [2) with the index:. dropped.

Solutions of (P3) for all the subcarriers can then be usedbtai the dual functiory()) in (6)
for any given\. Then, the dual function needs to be minimized oxep 0 in the dual problem to
obtain the optimal dual solution* with which the duality gap is zero, i.e., the original prabl¢P1) is
equivalently solved. The standard routine in convex oation to iteratively update toward its optimal
solution is via the bisection method [26] based on the subigna of g(\), which can be shown to be
P -+ SN pin. When ) = X*, the associated optimal solution of (P1), denoted{py, }, satisfies
* ZnNzlp’f,n = P,. For brevity, the details of this standard routine are cedlitbere.

Next, the solution of (P3) is derived for some givenNote that since-;(p;) is a concave function of
p1, SO isa(p;) and thus (P3) is a convex optimization problem. The follayvitiscussions are then made
on the solution to (P3):

If 7o < C(ha1po), from (2) it follows that OMD should be applied in this caseatBlthatp,, given in (3)

satisfiesp,, > 0 in this case, and(p;) is the minimum of two functions defined ds(p,) £ f(p1) — Ap1
andh,(p1) £ h(p1) — Ap1, where f(p;) andh(p,) are defined earlier in Sectignllll. Also note that when
p1 < Py a(p1) = fr(p1); otherwisea(p;) = hy(p1). The optimal values of; that maximizef,(p;) and

hx(p1) can be obtained as the standard WF solutions

—)" (9)

with (-)* £ max(0, -) and
(h) L1+ haipa | 4
= )

respectively. Note thad < pgh) (f ). Let a* denote the optimal value of (P3), which is achievable by

(10)

the optimal solutiorp], i.e., a* = a(p}). Sincemax,, min(fx(p1), hr(p1)) < min(fA(plf ),hA(plh ), it
follows thata* < fA(pgf)) anda* < h)\(pgh)). Based on this resuly; is obtained for the following three
cases:

e pun > P71 In this casea(pl”) = f1(p!), thus it follows thata* > f,(p!”). Since it has been
shown thata* < fA(p1 ), it follows thata* = fA(pgf)) andp; = p§f>, as shown in Fig.l1 (b). Note
that successive decoding is optimal in this case.

o pin < p1 : Similar to the first case, it can be shown that= hA( "y and thusp; = p; (") as shown

in Fig.[1 (d). Note that joint decoding is optimal in this case



12

) (f)

. pgh < p < p§f>: Sincepy, < py’’, it follows that f,(p;) is an increasing function fop; < p,.
Moreover, sinceu(p;) = fi(p1), for p1 < pu, it follows that fy(py,) > a(pr) for any p; < py.
Similarly, it can be shown that,(p;,) > a(py) for any p1 > py,. Since hy(pw) = fa(pwn), it
concludes thap; = p;,, as shown in Figldl (c). In this case, either successive degaat joint
decoding achieves the optimum, while this paper adoptsdhadr due to its more implementation

ease over the latter.

If o > C(ha1p2), SD should be used. Note thaf, < 0 in this case. It is easy to show that the optimal

solution p; of (P3) in this case is same @$> in (LO) obtained earlier. Note that this WF-based power
allocation policy is also used in IWF.

By summarizing the above discussions, the following theoi® obtained:

Theorem4.1: The optimal solution of (P1) at subcarrieyn =1, ..., N, is (with the indexn dropped

for conciseness)

pgf ) > pgf)
h
. oo 2 < <t 1
b = (h) (h) ( )
i, 0<pm<p
pgh)u § 27 <0

wherepy, is given in [3), Whilepgf) andpgh) are given in[(®) and_(10), respectively, with= \*. The
corresponding optimal decoding methods at subcarriare (from top to bottom) successive decoding,
successive decoding, joint decoding, and SD, respectively

In Fig. [2, the optimal power allocatiop; in (I1) at a particular subcarrier is shown for different
values of \*. Note that\* is a decreasing function of user'’l average power consti@ntOnly the
case ofry < C(hg1pa) Where OMD should be applied is considered here. Thys> 0 and only the
first three expressions of; in (I1) are illustrated in this figure. It is observed that ti#ained power
allocation is a variation of the standard WF solutions,,@zﬁ? in () andpgh) in (Z0). There are two fixed
noise levelsw® = 1/h;; andw® = (1 + hayps)/h11, corresponding to the power allocatiopd’ and
p§h>, respectively. The amount of power (water) to be allocaféiéd) then depends on the water-level
1/((In2)X\*). If Py is sufficiently large such that/((In2)\*) > w¥) and at the same tim&, is sufficiently
small such that /((In2)A*) < w'f) + p,,, thenpt = 1/((In2)X*) —w!) = pi¥; if Py is sufficiently large

such thatl /((In2)\*) > w') + py,, but not yet large to make/((In2)\*) > w™ + py,, thenp = py,
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regardless of\* and the resultant noise-plus-power level is below the watex 1/((In 2))\*);@ if P is
sufficiently large such that/((In2)A*) > w + py, thenpt = 1/((In2)X*) — w® = p!. The above

three cases are illustrated by Fig. 2 (a), (b), and (c), wismdy.

B. Carrier Joint Encoding

Next, the problem (P2) for the case of CJE is studied. Sinmdathe case of CIE, it can be shown
that RS ({p, ,}) in @) is a concave function ofp; .} and thus (P2) is a convex optimization problem.
Similar to (P1), the Lagrange duality method is applied tvesgP2). Like (P1), the Lagrangian and the
dual function for (P2) can be obtained, and it can be shown(B2) has a zero duality gap. For brevity,

these details are skipped here and the min-max form of (P@yestly given as

N
min max Ry ({pia}) - u(% lelvn - P) (12)
with ¢ denoting the non-negative dual variable associated weélirdmsmit power constraint. The optimal
dual solution ofu, denoted byu*, in the above minimization problem can be similarly obtdiry the
bisection method as in (P1). In the following, the maximizmatproblem in [(I2) ovefp, ,} with some

fixed o is addressed, which can first be simplified as (by removingrtieéevant constant term)

(P4)  max b({pia}) = RTP({p1n}) — HE[pyn)-

Similar to (P3), the following two cases are studied for (P4)

If RSP < E[C(ha1npo,)], it is known from [@) that OMD should be used in this case. Carag

with the previously studied case of CIE, the power optimaain the case of CJE is more involved,
as explained as follows: Frorfil(4), it is easy to show tha®$f® < E[C/(ha1.p2n)], RSE({p1n}) can
be expressed as the minimum of two functions defined,&ép; ..}) = E[C(hi1.np1.n)] — #E[p:.,] and
hu({p1.n}) £ E[C(hi1npin + hotnpan)] — RSE — pE[p1 ). Then, letf, ,(pin) = C(hi1npin) — #Pin
andhy,,(p1.n) £ C(hiynpin + hornpan) — RS — up1 ., n=1,..., N, be the component irf, andh,,

at subcarriem, respectively, i.e.f, = E[f,..], h, = E[h,,]. Sincemin(f,, h,) is not necessarily equal
to E[min(f,, h.n)], it is unclear whetheR$7®({p; ,,}) is separable im, which makes unclear whether
the maximization ob({p, ., }) over {p, .} is solvable directly by the dual decomposition method.

®It is noted that in realistic multi-carrier systems, the i@l conditions vary from subcarrier to subcarrier and assailt it is unlikely
that all the subcarriers will fall into this case and are thliscated powerg.,(n)’s regardless of* or P;.
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Let v* denote the maximum value of{p:.}) achievable by the optimal solutiofp;,}. Note that

both f,({p1»}) andh,({p1,}) are concave functions ifip; ,} and achieve their respective maximum

values at
) 1 Lo
= — , n=1,...,N 13
pl,n ((hl 2)M han) ( )
1 14+ hoy npon
ghr)l:( L+ harnpe, + —1,....N. (14)
’ (ln 2),& hll,n

Note thatp{’) > p{") wn. Sinceb({p1.}) = min(f,({p1.n}), hu({p1n}), it follows thatb* < f,({p\))})
andb* < h,({p{")}). Next, the following cases are discussed{on,, }:
. E[C(%)] > R$E: In this caseb({pgg}) = fu({pgfz ). Sinceb* < fu({pgfz ), it follows that
b* = fu({pgfg}) and thusp} ,, = pgf;{. Note that successive decoding is optimal in this case.
. E[C(%)] < R$’®: In this caseb({p\")}) = h.({p")}). Sinceb* < h,({p{")}), it follows
thatb* = hu(l{pﬁ’g}) and thuspy ,, = pg’fi. Joint decoding is thus optimal.
. E[C(%)] < RSP < E[C(%)]: In this case,{p;,,} is neither{pga} nor {pﬁﬁ :

Furthermore, by contradiction it can be shown tﬁaﬁ(%)] = RS’E must hold in this case.
M1 n

Thus, {p] , } can be obtained by solving either one of the following twoieajent problems:

(P5) max E[C(hll,npl,n)]—,uE[Pl,n]

Pli,n EO,Vn
hzl,npz,n
1+ hiinpin

(P6) max E[C(hi1np1n + ho1nbon)| — RSJE — 1E[p1 ]

p1,n207V"

s.t. E[C(

s.t. E[C( )] > RS7E.

hzl,npz,n
1+ hiinpin

)] < Ry7E.

Note that the objective functions of (P5) and (P6) are bothcave in{p,,}. However, (P5) is a
non-convex optimization problem since its constraint i$ mecessarily convex due to the fact that
C(H%) is a convex function of: for x > 0 with any positive constants and b, while (P6) is

a convex optimization problem since its constraint has #wensed inequality of that in (P5) and
is thus a convex constraint. Therefore, without loss of gaitg, (P6) is considered for this case,
while the obtained solution is optimal for both (P5) and (PSimilar to the third case of (P3),
both successive decoding and joint decoding achieve thenmax rate given the optimal power

allocations, whereas the former is more preferable thatather from an implementation viewpoint.
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Lemmad.1: The optimal solution of (P6) is

O7 1 - 1+h21,np2,n < O
ﬁghr)z _ { (ln2)an.(O) hiin — (15)
x¥, otherwise
forn=1,..., N, wherez? is the unique positive root of the equation
1 L+ ho1nPan
l’n _= bt ’ ’ 16
(In2)puF,(zy,) ha1p (16)
while F,,(z,) is defined as
1 + hll nln
F,(x,) = ’ 17
(zn) 1+ hi1 @y + vhot npay (7)
andv > 0 with which the constraint of (P6) is satisfied with equality.
Proof. Please see AppendiX I. [ |

It is observed from[(15) and_(IL6) that the optimal solution(®6) resembles &iasedversion of the
standard WF solutior{pgfﬁ} given in (14) because the associated water-level is biageahtadditional
factor F,,, which itself is a function of the optimal power allocatidhis also observed froni_ (17) that the
biasing factor is an increasing function of the allocatetgo The algorithm that resolves the biasing
factor F,,(z,,) to obtain the solution of,, in (L6) is given in Appendix]I.

If RSIE > E[C(ho1.npan)], from @) it is known that SD should be applied at user 1's isemrein this

case andrR{""({p1,}) = E[C(%)], which is separable imn. Thus,b({p.,,}) is also separable in
n and can be maximized independently over differest It is not hard to show that the optimal power
allocations{pj , } in this case are equal t{p@b} given in (14). Note that the power allocation policy
(@4) is same ag (10), which is used in IWF. Also note that theexable rate of IWF is same with CIE
or CJE.

Summarizing the discussions on the above two cases, tlmvioly theorem is obtained:

Theorem4.2: The optimal solution of (P2) is

(pil), E[C(72e0)] > RET®

1+h11,np1’n
~(h) h21,nP2,n CJE h21,nP2,n
gt = ) P BOG S < BT < BICL, ) as)
’ h h n s
Pin: EIO(22267)] < RE™™ < E[C(hoynpa,)]

p@z, chJE > E[C(ho1np2n)]
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forn=1,...,N, Wherepgﬁ, pﬁﬁ, andﬁg}f,}b are given in[(IB),[(14), and_(1L5), respectively, wjth= *.
The corresponding optimal decoding methods are (from topottom) successive decoding, successive

decoding, joint decoding, and SD, respectively.

V. SIMULATION RESULTS

In this section, the performance of the proposed ISS algorivith OMD is evaluated and compared
to that of the conventional IWF algorithm with SD. It is assdthat the multi-carrier system has the
number of subcarrierd’ = 64 and the CP period is equal g4 of the symbol period. All the channels
involved in the system, including users’ direct channeld arterference channels, are assumed to each
have 16 independent, equal-power, multipath taps. In @ddiee symmetric channel model is assumed
where the two users’ direct channels have the same averdgeowrer, and the two interference channels
between users have the same average power denotedvalyile p may take different values in order
to investigate the effect of the interference between the tsers on their achievable rates. In total,
1000 independent channel realizations are simulated owehweach user's achievable average rate is
computed, while the rate loss due to the insertion of CP igrgeh For each channel realization, the
multipath taps of the direct/interference channels areeggad by independent CSCG RVs with zero
mean and equal variance. The ISS/IWF algorithm is then imptded over each channel realization
where the two users iteratively update their power all@cegiuntil their rates both get converged.

In Fig. [4, the achievable average sum-rate of the two useshasvn for different values of the
interference channel power gain, It is assumed thaP;, = P, = 100. It is observed that the proposed
ISS algorithm with either CIE or CJE improves the sum-raterdWF, thanks to the more superior OMD
over SD. It is also observed that the achievable sum-rat&\f fluctuates over different values of
while ISS ensures a consistent rate increase wilRcept the region of very low values pfwhere OMD
is not frequently applied. Interestingly, it is observedtthsp increases, ISS with CJE becomes superior
over that with CIE in terms of the achievable sum-rate. SIG3& has a lower complexity to implement
than CIE, this result provides a useful guidance for prattystem design. However, this phenomenon
is some counter-intuitive since CIE provides each user rflexdbility for rate adaptations over different
subcarriers and is thus expected to be more suitable thanoGMploit the benefit of OMD. A reasonable

explanation for this observation can be obtained by loolkihg snapshot of the users’ converged power
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spectrums in this case, as shown in [ig. 54c¢ 10. It is observed that the two users’ power spectrums
in the case of IWF are close to be orthogonal in frequencyclwbiuggests that “interference avoidance”
is probably the expected solution by IWF in this case. In @&stf the power spectrums of the two users
in the case of ISS with CIE are observed to be almost overthpp&equency, as a result of OMD being
applied at different subcarriers, while the spectrums endase of ISS with CJE appear to be in between
those of IWF and ISS with CIE. It is thus conjectured that msitcompletely orthogonal nor overlapped
spectrum is the best converged solution for decentralipedteum sharing, which could probably explain
why ISS with CJE performs the best when the interference retlagains are large.

In Fig.[6, the achievable users’ individual rates are shoamaf special case of the general channel
model studied in this paper. In this case, a “cognitive ratjpe of newly emerging wireless system is
considered, where user 1 is the so-called primary (noniteghuser (PU) that is the legitimate user
operating in the frequency band of interest, while user 2hes secondary (cognitive) user (SU) that
transmits at the same time over the same spectrum under tistraiot that its transmission will not
cause the PU’s QoS to an unacceptable level. Note that aasistkEnario has also been considered in
[27]. The PU is non-cognitive since it is oblivious to the siehce of the SU and, thus, it applies the
conventional IWF algorithm with SD by treating the intediece from the SU as additional noise. While
for the SU, it is cognitive in the sense that it is aware of thé dhd thus transmits with a much lower
average power than that of the PU in order to protect the PUhik simulation, it is assumed that
P, =100 and P, = 1. In addition, since the SU is cognitive, it may choose to ueerhore advanced
resource allocation scheme, e.g., ISS with OMD instead df With SD. Two cases are then studied in
this simulation: Case I, both user 1 and user 2 employ IWFeQhsuser 1 employs IWF while user 2
employs ISS. Note that in both cases, CJE is assumed for Isetts gsince the PU, with no knowledge
on the existence of the SU, should use CJE instead of CIE fra@raetical consideration. In Figl 6, it
is observed that the achievable rate of user 1 (the PU) drogistlg in Case Il as compared to Case
| when p is sufficiently large, while the achievable rate of user 2 (8U) improves significantly. For
example, ap = 1, user 1's rate drop is only 3% (a negligible rate loss), whier 2’s rate improvement
is as large as 140% (a dramatic rate increase) by comparisgsQaand II.

The above observations can be explained by looking at a boap$ both users’ converged power
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spectrums (normalized by users’ respective average ppweestypical value op = 5 dB, as shown in

Fig.[d. It is observed that user 1's spectrum does not changghraver the two cases, while user 2’s
spectrum changes dramatically from a very “peaky” one inedJa® a more spread one in Case Il. The
SU’s rate improvement in Case Il over Case | is due to OMD, twwhiemoves the effect of the PU’s
interference and thus the SU can allocate powers based amwvitschannel condition, while the PU’s
rate drop in Case Il over Case | is due to the “interferencerdity” phenomenon [28], namely, the
more peaky interference in Case | is more advantageous foimzing the resultant PU’s rate loss as

compared to the more spread one in Case II.

VI. CONCLUDING REMARKS

This paper studies a new decentralized resource allocatbame, ISS, for multi-carrier-based mul-
tiuser spectrum sharing. ISS maintains the main advantafekse well-known IWF algorithm, e.g.,
being purely distributed and requiring only practical am@nknowledge, while it improves over IWF by
exploiting OMD at the user receiver. The resultant benefiéstevofold: First, OMD improves the user
transmit rate at each iteration of resource adaptation agpared to SD; Second, ISS with OMD leads
to more balanced converged user power spectrums than WS/t

This paper presents the very initial results on ISS, for Whiany issues remain unaddressed yet and
are worth further investigating. First, it is shown by sietidn that for ISS, CJE performs better than
CIE with large interference channel gains, while the opjeos true for moderate or small interference
channel gains. This observation raises the question orh@htitere exists an optimaiulti-band encoding
scheme that divides the total bandwidth into multiple sahds over which CIE is applied while within
each sub-band CJE is applied. Second, simulation resulify teat the convergence of ISS, like IWF,
is always guaranteed with realistic channel realizatiovisle characterizing the exact conditions for the
convergence of ISS is an important topic for the future stludgt, extending the results of this paper to
the cases with more than two users and/or multi-antennartalsnwill also be interesting.

APPENDIX |
PROOF OFLEMMA (4.1

Since (P6) is a convex optimization problem, the Lagrangd dacomposition method can be applied

to solve it, similar to that for (P1). Let be the dual variable associated with the constraint of (Bibce
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it is already known that for the problem of interest the coaist is satisfied with equality, it follows that
v > 0 from the Karush-Kuhn-Tucker (KKT) optimality condition§® Then, (P6) can be written as the

following equivalent min-max optimization problem:

. h21,np2,n
Igl;gplf?g)?anE[C(hll,npl,n + horpan)] — RS — pE[p1 ) — V(E[C(m)] — R$’®)  (19)

where the “min” part can be solved by the bisection methodlaiiy like (P1), while the “max” part
for some giverv can be decomposed int§ subproblems each for a different subcarrier. At subcarrier
n, the associated subproblem is expressed as

hzl,npz,n (20)

max C(hi1npin + hotnPon) — S —
X (11, P, 21, p27) #p1, (1+h11,np1,n

Pi,n=

Let 6, be the non-negative dual variable associated with the @nsp, , > 0. The KKT optimality
conditions for the optimal primal and dual solutions of tHeowe problem, denoted by;, and d;,
respectively, are then obtained as

P = 1 14 hornponm -
B (In2) (e — 0n) Fu(p5 ) hin 0"

where F,(-) is given in [1T). From the above KKT conditions, by considgrihe following two cases:

(1) 6; >0, p7,, = 0; and (2)p;,, >0, 6; =0, (18) can be correspondingly obtained.

APPENDIX I
ALGORITHM TO SOLVE (18)

The algorithm to obtain the unique positive ragt of the equation[(16) is given in this appendix.
Define G,,(z,,) = 1/((In2)uF,(z,)). Note thatG,, is a decreasing function of,, for =, > 0, and
Gn(0) > ¢, = (14 harnpon)/h11, from [@8), andG,(o0o0) = 1/((In2)x). As shown in Fig[Bx* is
then obtained as the intersection betweetbalegree line starting from the poir0, ¢,) and the plot
of the functionG,,(z,) in the region ofz,, > 0. Numerically,z’ can be obtained by a simple iterative
algorithm based on the bisection search described as fllbatz’ € [0, '], wherez** is an upper
bound onz?. A proper value of:** may beG,,(0) — ¢, from Fig.[3. For the first iteration, let,, be the
midpoint of the initial interval forz}, i.e.,z,, = %xﬁax. The value ofG,,(z,) — ¢, is then computed, and

compared taz,: if it is larger thanz,, it follows thatz;, > z, and thuse;, € (322, z*]; otherwise,

z;, < &, andx;, € [0, 12°x]. Thereby, after the first iteration, the interval for seamghz;, is reduced

by half. The above process is repeated unfilis found within any given accuracy.
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Fig. 1. lllustration of the functions; (p1) anda(p1) £ r1(p1) — Ap1 in the case of> < C(ho1p2). Sub-figure (a) illustrates the function
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Fig. 2. lllustration of the optimal power allocation {11)time case of» < C'(h1hs2): () w'H) <
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Fig. 3. lllustration of the unique positive roat, for the equation[{16).
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Fig. 4. The achievable sum-rate versus the average intederchannel power gajmbetween the users faP, = P> = 100.
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Fig. 5. A snapshot on the converged user power spectrumsioabe ofP; = P, = 100, andp = 10.
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Fig. 6. The achievable user rates versus the average irecke channel power gajmfor P, = 100 and P> = 1.
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