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Abstract

We consider a wireless relay network with one source, onayrand one destination, where
communications between nodes are preformedNiarthogonal channels. This, for example, is the
case when orthogonal frequency division multiplexing isptayed for data communications. Since the
power available at the source and relay is limited, we stualyn@al power allocation strategies at the
source and relay in order to maximize the overall sourcéitiEn capacity under individual power
constraints at the source and/or the relay. Depending oaviébility of the channel state information
at the source and rely, optimal power allocation strategiesperformed at both the source and relay
or only at the relay. Considering different setups for thelyem, various optimization problems are

formulated and solved. Some properties of the optimal Eoludre also proved.

Index Terms

Optimal power allocation strategy, amplify-and-forwaetaly networks, greedy algorithm, orthog-

onal channels, sum capacity.

. INTRODUCTION

Driven by the ever increasing demand for high—speed sexwigthin limited spectrum re-
sources, cooperative relay transmission, as a promisiegjrgly efficient technique, has received
significant interests in recent yeafs [1]-[4]. Cooperatiaying promises numerous gains for
wireless networks such as improved reliability [2] and @ssed network capacity![3]. The
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benefits of relay transmission can also be reaped by ortt@doeguency division multiple
(OFDM) access systems to support broadband services tleeg EEE 802.16j([4].

Power limitation is a common problem in wireless networkisefefore, allocating the limited
power resources to the network nodes (i.e., the source éndnmedes) is a design consideration
which has received much attentian [5]21]. For exampligyreelection schemes, where only
a subset of relay nodes is considered for cooperation, adiest in [5]-[9] as a simple power
allocation technique. It has been shownlinl[10] that thenogtipower allocation between the
source and relay nodes can improve the network performavioeeover, considering a multi-
hop network in[[11], the optimal allocation of power among tiops is shown to significantly
improve the performance. Also, in [12]-[15], assuming th@ommon message is sent from the
source node to multiple amplify—and—forward (AF) or deceamted—forward (DF) relay nodes
over orthogonal channels, optimal power allocation stiaseamong relay nodes are studied.

Recently, considering relay networks with multiple soudestination pairs (multicast), rele-
vant power allocation strategies have been addresséd[21$]-The set up of[[16] is that one
source sends independent messages to a number of dessnaticingle OFDM channel is
used between the source and a single relay node, where eiaatepnessage is assigned to
one frequency tone and then amplified and forwarded on diftefrequency tones to various
users. Thus, power allocation at the relay is studied to mee the minimum SNR among
all destinations. In[[17]=[19], various power allocatiochemes at both the source and relay
nodes are developed for the general multi-source, -relay,-destination set up. Transmissions
are done over orthogonal channels, and the correspondingrpailocation schemes are based
on maximizing the minimum SNR among all users, minimizing thaximum transmit power
over all sources, as well as maximizing the network throughghe minimum rate among all
users, and the weighted-sum of rates. Power allocatioreatety nodes only in the multi-relay
multi-destination set up is considered alsolin! [20], andaisdal on maximizing the sum capacity
of the network. In[[21l], power allocation at both the souroe aelay nodes in a set up similar

to [18], [19] is studied for maximizing the sum network cajpaainder power constraints for
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orthogonal subchannels.

In this paper, we consider a two—hop AF relay network, whiohststs of a single source
node, a single destination, and a single relay nodes. Wergsthat the communications between
nodes occur acros¥ orthogonal subchannels, where each subchannel is assigpegaendent
information. Thus, the network capacity is the sum of thaviddial capacities of subchannels.
This setup may correspond to the case, for example, when O§ihlling is employed between
the nodes. Our motivation for considering this setup is tidespread integration of OFDM into
various wireless standards. Therefore, power allocatioorey the orthogonal channels (across
frequency tones) is an important issue.

Taking into account individual power constraints at therseuand relay nodes, we study
strategies for optimal allocation of the limited power amaie N orthogonal subchannels.
Depending on the availability of channel state informat{@$I) at the source and/or the relay,
the power allocation is done at both the source node and thg rode or only at the relay
node. The goal is to maximize the overall data rate of the oedw

We consider two cases for data forwarding at the relay. Incaise, we assume the information
received on thei-th source—relay subchannel is amplified and forwarded enith relay-
destination subchannel. In the other case, similar to [@2]allow the relay to switch the source
message received on one source—relay subchannel to aneltyerdestination subchannel. With
optimal power allocation, this strategy significantly irapes the overall achievable rate.

Power allocation for a similar OFDM-based relay network Ibesn studied in [23]. The main
differences of our work are as follows. (i) With global CSkdable at both the source and relay,
we first prove that the optimal solution should satisfy a aiersymmetry. This symmetry, in
turn, allows us to directly find the optimal power allocatifor both the source and relay. In
contrast, in[[23], an iterative optimization approach isdstd. An iterative solution may not find
the global optima in a reasonable number of iterations. @praach, however, finds the optimal
solution in one shot. (ii) We also consider the situation wialy the relay has global CSI. In

other words, the source only knows the source-relay chanfidlis is a more practical setup
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as the source need not know the relay-destination charfr@ghis case, we propose a simple
greedy algorithm to maximize the overall network achiegafalte. It is also worth noting here
that the optimization method of [23] needs global CSI andhocare used for the latter case.

Note that availability of global CSI (and therefore optim@dwer allocation) only at the
relay has been considered in, for exampgle] [20]. Howevergthisting optimal power allocation
schemes at the relay mostly focus on maximizing the sum dgpared it is not clear how the
source (who lacks global CSI) should allocate rates acroBshannels. Instead, our approach
maximizes the achievable sum rate, while considering thageu For this, we study how the
source chooses its actual data rates across subchannelsidooatage. Interestingly, at high
SNR, the achievable rate is very close to that obtained ircéise when global CSl is available
to both source and relay.

The rest of this paper is organized as follows. In Sediibwé,outline the system model. Our
optimization problems for maximizing the achievable suite rare also defined. In Sectignl Ill,
we propose optimal power allocation strategies at both dliece and relay or only at the relay
for different cases with respect to the availability of CSame of the properties of the optimal
solution are also studied. Sectibnl IV provides asymptatialysis for optimal power allocation
at high SNR. In Sectiof V, numerical results are provided émdnstrate the benefits of the

optimal power allocation. The paper is concluded in Sed¥@n

[I. SYSTEM MODEL AND PROBLEM DEFINITIONS

A. System and channel models

Consider a two—hop relay network which consists of one sooazle (), one destination node
(D), and one relay nodeR) with no line of sight betwees andD. Thus, R is employed in order
to assist the communications betwe&rand D. Moreover, it is supposed that communication
between nodes is done accrassorthogonal links.

Two cases are considered for data forwarding?atn the first case, the message received on
thei-th S to R subchannel{R;) is simply amplified and forwarded by the relay on théh R to

D subchannel RD;). This case is referred to as AF relaying. In the second s [22], we
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assume that the relay sortsto R subchannels an®& to D subchannels based on their quality
and assigns data on theh bestS to R subchannel to the-th bestRk to D subchannel. This
amplify—sort—and—forward setup is referred to hereaftie A&F. For both AF and ASF cases,
complete transmissions frorfi to D are composed of two phases: {) sends the messages
while R listens; (ii) R forwards the message t0.

Considering that each node is equipped with a single ani¢heaeceived signal a through

SR; subchannel can be expressed as
Yi = gi/ Ps;mi +n; (1)

wherem; is the source message with a unit energy transmitted by the link SR;, Ps, is the
transmit power on the linK'R;, g; is the associated flat Rayleigh fading channel coefficient fo
this link, which is a complex Gaussian random variable wighozmean and variancze;, Le.,
gi ~ C/\/(O,a;), andn,; stands for a complex valued additive white Gaussian noi$&GH)
such thatn; ~ CN(0,1).

For AF relaying, at the end of the second phase, the receigedlsat D via subchanneRD;

can be written as

i = hir/Pr——e— 411,
Vv E{|yil*}

where E{-} denotes the expected operatidty, is the transmit power assigned to the liRlD;,

(@)

hi ~ CN (0,07 ) is the channel coefficient for this link, and ~ CN(0,1) is the AWGN.
Moreover, for the ASF relay network, the received signabDafrom R via thei-th ordered

link (denoted askD(;) can be represented as

Ty = h) \/gm \/E?{J%()IZ} + ;) ()
where the subscripti) stands for thei-th ordered link when sorting is based of| in the
decreasing order such thet,)| > --- > [h)|. Also, P, is the transmit power on the link
RD;), andnj, ~ CN(0,1) is the AWGN. Note thay; in @) can be found from{1) when all
SR, links are ordered t&'R(;) and again sorted based ¢p| in the decreasing order such that

gy = > g -
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This system can be viewed &é subsystems operating on separate orthogonal suchchannels
For the:-th subsystem, we can define a source, a relay, and a destirggnoted bys;, R;,
and D, respectively, where the communication fr@ginto D, is done ovelS R,—RD;. This point
of view reduces our system t¥ parallel conventional single-relay systems each opeyaima
single channel, which helps our optimization approachr.laising existing results for the SNR

of conventional relay systemis [24], the overall SNR of thh subsystem in the AF case is

_ PsPrlgil’|hi? (4)
' PSL|922+PRL|hZ|2+1
Similarly, in the ASF case, the corresponding SNR is
Ps., Pr, |91 heiyI?
(i) 00 ©))

B PS(i)|g(i)‘2 + PR(i)‘h(i)|2 +1
B. Problem formulations

Depending on the availability of the CSI at the relay and seurodes two different setups
are considered: (i) when global CSI is available at both ther@e node and relay node, i.e.,
both S and R have knowledge of both; andh;, Vi. (ii) only local CSI is available at the source
node, i.e.,S knows onlyg;, Vi while R, knowsg; andh;, Vi. Thus, in both cases, the transmitter
has the knowledge of the channel. It is worth mentioning fbatwater—filling protocols, it is
typical in standards deploying OFDM to provide the CSI to ttemsmitter [[4].

As mentioned earlier, we consider two different types ofyelg: AF and ASF. Thus, a
total of four different cases with respect to type of relaysnd availability of global CSI can
be considered. For these four cases, we study optimal polleragon strategies acrosy
orthogonal links at bottt’ and R. For given finite energy budgets at each node, our goal is to
maximize the achievable rate of the network. As can be samn {d), the SNR of the link,
i.e., SR—RD;, and, thus the capacity of this link depend on béth and Py,, Vi. Therefore,
we seek the optimal power level%; and Py, Vi that maximize the sum rate of the network.
Finding the optimal solution for the ASF relay network cascabe motivated in a similar way

from (8).

The optimal power allocation problems in these four casesheastated as follows.
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1) Casel: AF relaying, global CS at both S and R: The goal is to optimally allocate power
in both S and R so that the sum capacity of the network is maximized underinb&idual

power constraints at and R. Thus, we have

N
P 2 G ©)

N N
s.t. Zpsi < Ps, ZPRZ- < Pg (7)

i=1 i=1

where C; denotes the capacity of the linkR;, — RD;, Ps and P; are the individual power
budgets atS and R, respectively.

2) Casell: AF relying, global CS only at R: In this case, we study power allocation strategy
only at R. This is because, in this cas&,knows onlyg;, Vi and, thus, the associated optimal
power allocation afS is independent of,;, Vi. This means that the optimal power allocation at
S is the traditional water—filling rule. Thus, we focus only optimal power allocation ak.

In the first phase$ decides the allocation of its limited powek to N orthogonal links using
water—filling. For the obtained power allocation, théhknows the link capacity folSR;, Vi.
Based on the known link capacity, decides a data ratg for each linkSR;, Vi.

In the second phase, within its limited poweg, the relay amplifies and forwards the source
data received viaV links. Particularly, the data transmitted ¢i?; should be amplified (and
forwarded onRD;) by the relay so that the overall capacity of this lisiz,—RD; is equal to
or greater than,;. Otherwise, channel outage occurs. It is important to ndtie¢ the relay, due
to its limited power, may not be able to forward all sourcedad In such a case, no power
should be assigned to the links whose data is not forwaraedddition, on the linkskD; that
the relay decides to forward the source data, it is suppaseulit just enough power in order

to avoid the channel outage. The goal is, therefore, to fahvaa much source data as possible.
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To achieve this goal, we can formulate the following optiati@an problem

N
]1;2?%(1_ 2 C; (8)
N
=1
Ci € {7, 0} (10)

where~; is the data rate decided Iy for the link SR;, andC; denotes the capacity of the link
SR,—RD, controlled by Pp,.

The constraint[(10), as discussed earlier, is taken intgidemation in order to avoid outage
on links whose data is forwarded as well as to avoid poweragason links whose data is not
forwarded. Also, it is worth stressing that there is no pamdllocating extra power on a link to
increaseC; beyond~;. The choice ofy; will be discussed in Sectidn]ll, where the optimization
problem is solved.

3) Caselll: ASF relaying, global CH at both S and R: Similar to Case I, we aim at finding
the optimal solution for the power allocation at bathand R. However, the difference from
Case | is that the data transmitted on th# ordered linkS R ;) is amplified and forwarded on

the i-th ordered linkRD;,. Therefore, we can pose the optimization problem as

N
max Cy 11
Py i ; (i) (11)
N N
st. > Ps, <Ps, Y P, <Pg (12)

i=1 i=1

whereC(;) denotes the capacity of the linkR;) — RD;.
4) CaselV: ASF relying, global CS only at R: In this case, similar to Case I, the optimization

problem can be formulated as

Cli 13

A, 3 Clo (49
N

s.t. ZPR(Z.)SPR, Cy € {7@), 0} (14)
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where~; is the data rate decided Iy for the link SR;), and C(;, denotes the capacity of the
link SR(;)—RD; controlled by Pg .

[1I. OPTIMAL RATE SOLUTION

A. Case I: AF relaying, global CS at both S and R

In this case, it is assumed that battand R know g; andh;, Vi. Thus, using[(4), the individual

capacity of linki is C; =log (1 + p;) . Then, the sum capacity of the network is

N N
Ps, Pr,|gil*|hi]?
4 =) log (1 S g . 15

gi
Based on[(15), the optimal power allocation probléin [6)e@) be reformulated as

N
@3 Ps Pr|g:|*| hi|?
E 1 1 16
Psf%%;f’\ﬁ =1 % ( i @;Ps|gi|* + Bi Pr|hil* + 1 4o

N N
sty a; <1, ) B<1 (17)
=1 i=1

whereq; denotes the ratio oPs, to Ps, i.e., a; = Ps,/Ps, and similarly3; = Pg,/Pg.

Because of constraints anand /3, solving [16)4(17) directly can be difficult. Therefore, we
first find a necessary condition a@n and s; that significantly helps solvind (16)-(1L7). For this,
we notice that the individual power constraints[in](17) léadhe following necessary condition

on the sum of the given individual powers &tand R

N N N
Y P+ Pp <Ps+Ppor » ai+» Br<l+r (18)

=1 i=1 =1
where is the ratio of P, to Ps, i.e., 7 = Pr/Ps. While this condition is not sufficient, any
conclusion received from enforcing_{18) is necessary fer dptimal solution of [(ZI6)E(17). In
the next theorem, we derive a relationship between optirakies ofa; and 5;.
Theorem 1. Wheng; andh;, Vi are known to botht and R, the optimal power allocation at
S and R satisfies
Bi a; Ps|gil* +1

bi  _ oilslgil” 1 19
ar " T BrPrlhi + 1 (19)

wherea! and 3} denote the optimal values of; and j3;, respectively.

November 16, 2018 DRAFT



10

Proof: Let P, = [Ps, Pg,] denote a vector with elements of transmit powers used on
subchannel. Then, it can be shown froni (IL5) that for a givéh, the sum capacity of the
network is a concave function dP; since 9°C/9*P; < 0 for all values of P; € R? Vi.
Therefore, [(IB)E(D7) is a convex optimization problem wiglspect toP;, Vi.

We now consider the objective_(16) along with the constrédgl). The objectivel(16) can be
optimized by using a Lagrangian multiplier method. The agged Lagrange function can be
written as

N N N
@i Ps Pr|g:|*| hi|?
= 1 1 A1 — i — i 20
O g og( +aiPs|gi|2+5iPR|hi|2+1 + +T ;Zloz ;:157 (20)

i=1

where \ stands for the Lagrange multiplier.
Taking derivatives of[(20) with respect tq and 3;, Vi, and equating them to zero, we obtain

that the optimal values af; and 3;, Vi can be expressed as:

2+ B Pglhi|* 1 |h;|? ( |h;|? 4)

af = ——————— + — | BFT BiT + < (21)

2Ps|g:|* 2 s lgil> A

2+ a;Pslgil> |1 [af|gil? g2 4
o e 31T B A L 22
bi 2Pz 2\ 7 \ M TP T (22)

Inserting [22) into[(21), it is revealed that

a; (o Ps|gil* + 1) = 76; (8; P|hi|* + 1) (23)
and the claim of Theoremm 1 follows straightforwardly. [ |

Theorent 1 reveals an interesting symmetry for balancinggp@among individual links. Based
on this result, if the optimad is known, then the optimal* can be immediately found.

Noticing that [19) is a necessary condition under which ($&ptimized under the constraint
(@7), we can provide a modified optimization problem onlydshen«;. So, the complexity of
solving the optimization problem is greatly reduced. Thesing [15) and[(19), the sum capacity

of the network can be reformulated with respect to omjyas

N
B a;Ps|gi|” (=1 4+ A(o)) /2
0= Y s (1 e A ) )
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where A(o;) = /1 + 4, Ps|h;[*(; Ps|g;]2 + 1). Then the problem[(16)-(17) can be reformu-

lated as
N
; Ps|gi]* (=1 + A(v)) /2
|
max ; 08 (1 T Polgi? + (1 A(ay)) /2 (25)
N
sty ;<1 (26)
i=1
N
e el VA
; 2Pplhi|? — ! @7

where constraint{ (27) is equivalent Ef\il B; < 1. Notice that in this optimization problem,
the objective function and the constraints are all convexctions of«;. Therefore, traditional

efficient numerical convex optimization techniques can jpgliad in order to solve it.

B. Case Il: AF relying, global CS only at R

In this case, as addressed earlier, we assume that in thetlase,S decides a power level
Ps. and a data rate; for the link SR;. The goal of the relay in the second phase is to amplify
and forward as much source data received aVesource—relay links as possible, subject to
avoiding outage on subchannels thatdecides to forward through. This means that the data
received over some links may not be forwarded by the relag,tduts limited available power.
The optimization problem in this case is the probléin (8))-(10

For givenpgsgr,, we can represent the individual achievable rate of the fidk—R D, as

psr, i Pr|hi|? )
psr, + BiPrlhil> +1)

C; = log (1 + (28)

The sum rate of the network can therefore be expressed as

S P B Pl
£ - 1 1 SR; Pil R )
¢ ZZ:;CZ ;Og< +pSRi+5iPR|hi|2+1 (29)

wherej3; is zero for linksRD; that are not chosen to be amplified.
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Based on[(B) and_(29), subject to avoiding outage on like& Wit 0, the optimization

problem can be reformulated as

N
psr, i Prlhil?
1 1 g 30
maxz og( +PSRZ- + BiPr|hil* + 1 (30)

N
s.t. Zﬁz <1 (31)
=1

Due to the discrete constraint (32), convex optimizatiahigéques cannot be applied in order
to solve [(30)4(3R). When seeking the optimal solution, iyrha needed to consider all possible
power allocations. The number of different power allocasichowever, increases exponentially
with N. Therefore, we propose a greedy algorithm which finds neameaptsolutions (and in
many cases the optimal solution). The idea is to allocatditméed available power in the most
efficient way. Particularly, notice that on the relay—dastion link RD;, there is a minimunpg;
guaranteeing successful source-destination commumicafihis value of5;, denoted bys;, is
considered as the cost of communication on this link. Thiseisause’; is proportional to the

amount of power spent on this link, if the link is chosen to begplfied and forwarded. Solving

Bi P|hi|?
log [ 1+ PSR,L? k|l — i,
psr; + BiPrlhi|? + 1

the value off3; can be found as

B B (2%‘ _ 1) 2%‘/51'
" (20/% — 27) Pglhyl|?

(33)

whered; denotes the ratio of; to the capacity of the linkS R;. While various subchannels can
have differents;, in this work we assumé; = ¢,V: that is the worst—case. In Sectibn V, we
observe that even with, = ¢, Vi, the achievable sum rate converges at high SNR to the case of
Global CSI at bothS and R.

Consuming the cosfi on link 7, in return, the data rate; from the source to the destination
is obtained. Then, we can define= %’/Bz as the efficiency of allocating power to lirnkNotice

that the larger the value of, the better the link. This is because for the same cost in terms of
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the power spending, larger data rateis achievable on links that have larger values)pfSo,
all links are sorted in the decreasing ordernpfWe assign power to the links that have better
n; until we run out of power (beforg . 3; becomes greater than one.)

The greedy algorithm is designed such that the limited pasvepent on the best links in terms
of the achievable rate. However, this solution may not benmgdtbecause by assigning power
according to this greedy algorithm, we may end up with son&tpe leftover power. In such
cases, other strategies that result in zero leftover paway, turn out to achieve a slightly higher
rate. Nonetheless, the greedy algorithm is optimal in tmseef using the limited power in the
most efficient way and in most cases provides the optimaltisoldor sum rate maximization
problem. In particular, a®v grows large (i.e., the effects of the leftover power is rgagle), it
almost always gives the optimal solution.

Now, we modify this greedy algorithm to avoid any leftoverwms. The idea is to allow
9 € [0,1] to be a function of channel statistics. We notice thatemains constant as long
as channel statistics are constant. To remove the leftoseep we consider the following

max — max sum rate optimization problem

N ~_ 2
max F {max Z log <1 + P Ui Lrlhi ) } (34)
i=1

5€[0,1] Bivi £ PSR; T Bz’PR|hi|2 +1
N ~
s.t. Zﬁz <1 (35)
i=1
C; € {7, 0}, Vi. (36)

To solve this optimization problem, for any given valueiaf [0, 1], we use the aforementioned
greedy algorithm to find the maximum sum rate. Then, we finchsaué* that provides the
maximum sum rate. Please notice that in practice channgtgta do not change fast, so for
given channel statistics, the optimal valuesoo€an be found off-line and tabulated for later
use. As soon as§* is chosen by the network, a single run of our greedy algorithmeeded to

find the optimal power allocation per channel realization.
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C. Case lll: ASF relaying, global CH at both S and R

The only difference from Case | is channel ordering. In othverds, data transmitted on
SR (the i-th ordered link) is amplified and forwarded aRD(;. The ordering is in the
decreasing order of the channel gaigs® and |h;|?, respectively. Therefore, usingl(5), the

individual capacity of link(z) can be written as
C(i) = log (1 + p(i)) . (37)

wherep(;) denotes the SNR received via litkk?;)—RD ;). The overall capacity of the network

can be defined as
N

N 2 2
@) B Ps Prlga |”|h |
CE2Y Cuy=) log(l+ © 38

= v P g( aw)Ps|g@)|? + Ba)Prlhe|* + 1 (38)

Using (38), the power allocation optimization problem]@{@P) can be represented by the

following problem

N 2 2
() Bay PsPrlgm|*|ha)] )
max log (1 + (39)
iy By Vi Z o) Ps|guy|* + Bu Prlh@[* +1
N N
S.t. Za(i) <1, Zﬁ(i) <1. (40)
=1 i=1

Notice that the optimization problerh (39)=[40) is mathdoadly equivalent to the problem
([@8)-(17) in Case I. The only difference from [16)J(17) isttlthe indices of optimal powers
g and ﬁa) in (39)-(40) correspond to the ordered links. Thus, in ornefind the optimal
solution to [39)-{(40), we follow the same approach as in Gase replacingg;, h;, o; and j3;
with g, h), o) and B, respectively.

D. Case IV: ASF relying, global CS only at R

Again, the optimization problem in this case is mathem@gigdentical to the one in Case II.

The only modification needed is to replageh;, 3; andy; with g, k), Bu) andy,), respectively.
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[V. ASYMPTOTIC ANALYSIS WITH GLOBAL CSI AT BOTH S AND R AT HIGH SNR

In this section, we study the optimization problem of Casé high SNR, i.e., whernPs and
Pg tend to infinity. Again, we assumgr = 7Ps. Thus, for a givenr, we study the case that
Ps tends to infinity. Through this analysis, we discuss the biehaf the optimal solution at
high SNR regime. Some interesting observations are disduss

Using (4) and[(24), wher®s increases, the overall SNR on linkcan be given by

’ _ o ails|gif* (<1 + 20 Ps|hil|gil) /2
im p; = lim 5
Pg—o0 Pg—o00 aiPs|gi| + (1 + 2aiPS|hi||gi|) /2 (41)

= a;piPs
where; = |h;l|gs| /(1 + |hi|/|gi|). Then, it can be obtained asymptotically froml(41) that the

sum capacity of the network is expressed onIy in terms,aby

lim C = lim ZC Zlog (aipi) + N log (Ps) . (42)

Pg—o00 Pg—00 T
i=

Based on[(25) and (#2), the optlmlzatlon problem in Case |bmnewritten at high SNR as

P
maxz log (aip;) + N log <1 n 7_) (43)
s.t. Z a <1 (44)
=1
N

1 |94l
- i < 1. 45
7 LMy = (45)

It is worth noticing that the objective function (43) is a nedonic function ofw;, Vi. Using the
Lagrange multiplier method, optimal solution {o (48)4(43n be obtained. Then the Lagrange
function can be formulated as

O = Zlog a2¢2)+N10g<1i )+)‘1<1_Za2>+>‘2<1_12 ‘|}g;|‘> (46)

=1
where \; and )\, are Lagrange multipliers associated with the constrabierentiating [46)

with respect too;, Vi and equating the results to zero, we obtain the followingedis-form

expression for the optimal value aof

—1
o = max 40, (3 + 2219 . (47)
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In (47), the Lagrange multipliers; and )\, are found once for a given set of valugsVi
and h,, Vi. Therefore, it can be observed that whien> 0, for two subchannels with; = h;,
the optimal power allocation solutions put more source poare the weaker subchannel. In
other words, ifg; < g; thena; > «j, and vice versa. This is the inverse of a more traditional
water—filling scheme, where only one power constraint exasid the optimal solution puts more

power on the stronger subchannel. Similarly, rewriting &b®ve equations in terms of, we

-1
B = max {0, ()\'1 + )\'27“|ZZ|‘> } ) (48)

which means that the behavior of the optingilis the inverse of water—filling fon}, > 0.

have

Furthermore, from Theoref 1, at high SNR, it is obtained that optimal solution to the

problem [(48)-{(45) must satisfy

|ha?
|gil*
Notice thatPsa) and Pr3; represent the allocated power to links:; and RD;, respectively. It

lim o =708 |hi|2
Ps—oo “\ gil?

= lim Psa) = Ppf; (49)
Pg—o00
can be concluded then that whep| > |h;| on link i, the optimal assigned power on linkR;

must be less than the optimal assigned power on Rik;.

V. SIMULATIONS

Consider a two-hop single relay network where nodes comeatmithroughN € {4,20}
orthogonal channels. The source-relay and relay-degimahannels are assumed to be inde-
pendent Rayliegh flat fading with varianeé. The total sum power assigned to théséchannels
at both the source and relay I3 = Ps + Pr. The noise is assumed to be additive zero-mean
white Gaussian with unit variance. Thus, the total trans®iNR, which is used in our figures,
is defined as SNR Po?. Notice that transmit SNRs & and R can individually be expressed

as Pyo? and Pro?, correspondingly.

A. AF relaying

Assuming that the AF strategy is employed at the relay noig[Z-shows the achieved sum

capacity versus the total transmit SNR for Case | when thbal€SI is available at both the
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source and relay nodes and the proposed optimal power tincstrategy is used. Here=1
(i.e., Ps = Pr = P/2). It can be seen from the figure that the sum capacity incsefme
larger N. Intuitively, this is because for limiteés and Py, larger N provides more chances of
obtaining better source-destination subchannels on wthiehpower allocation can result in a
better sum capacity.

Fig.[3 depicts the results for Case I, when the global CShalable only at the relay and,
thus, the power allocation can only be made at the relay. Thersite is shown versus the total
transmit SNR forr = 1 and N = 20. Three scenarios for the greedy algorithm are considened. |
the first onep = 0.5 is fixed for all SNRs, while in the second and third scenattios,optimized
0, l.e., 0%, is used. The difference between the second and third soenarthat water—filling at
the source is assumed in one, while equal power allocatimsaall subchannels at the source is
used in the other. The proposed greedy algorithm is usedder ®o allocateP; to NV orthogonal
subchannels. It can be seen from the figure that, as expdutgobr data rates are achieved for
optimald*. Interestingly, the equal power allocation at the souraesdwt suffer from significant
rate loss. Thus, in further examples for greedy-based pal@cation, we consider only equal
power allocation at the source.

In Fig.[4, the results of the optimal power allocation in Gasand Il are compared to each
other in terms of the sum rate plotted versus the total tr&nSMR whenr = 1, N = 20, and
optimal 6* is used. In agreement with our analysis, the global optitiimain Case | always
outperforms the other case. Particularly, at sum raté bits/s/Hz, Case | is shown to obtain
4.5 dB power gain compared to Case II. Here, it is worth mentigrifrat this significant power
gain is achieved at a modest value /of

The results of the optimal power allocation in Cases | anddlaso compared to each other
in Fig.[8 in terms of the sum rates when= 0.5 (i.e., Ps = 2Pz), N = 20, andd = *. It
can be seen from the figure that again, Case | outperforms ICéseall values of the total
transmit SNR. However, the performance gap between Cased llalecreases as compared

to the set up examined in Figl 4. This is becauserfex 1 all source-relay subchannels are
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likely to have much better conditions than the relay-dediom subchannels, while the sum rate
is mainly affected by the power allocation across the relagtination subchannels. In addition,
in both figures (Figd.l4 and Figl 5), one can see that Case Vlezges to Case | at high SNRs.
This is because all subchannels become almost determimistiigh SNR, and therefore, the
global optimization of the power allocation is less benafjcwhile optimization of the power
allocation only at the relay used in Case Il tends to be alrmoficient. This is because Case Il
takes into consideration as many best relay-destinatibnh&nnels as possible within a limited
power budget.

Let us now consider = 2 (i.e., 2Ps = Pg). The corresponding sum rates is shown versus
the total transmit SNR for both Cases | and Il in Hig. 6 fér= 20 and = 6*. It can be seen
from this figure that Case | is better than Case Il for all valaoeSNR. Interestingly, comparing
all cases tested, i.er, = 0.5 (Fig.[8), = = 1 (Fig.[4), andr = 2 (Fig.[8), the global optimal

power allocation is most beneficial when= 1.

B. ASF relaying

Fig.[Z depicts the sum rate versus the total transmit SNR &seGll when the global CSl is
available at both the source and relay nodes and the optiovapallocation is performed for
ASF relaying. For this figureN € {4,20} and7 = 1. Case | is also depicted for comparison
purposes. It can be observed from this figure that Case Ipestdrms Case I, as expected.

Optimizing 6 and the power allocation only at the relay in Case 1V, the sata is shown in
Fig.[8 versus the total transmit SNR fof = 20 and7 = 1. The sum rate curves for Cases |,
Il, and IIl are also depicted for comparison. It is confirmedHig. [8 that Case Il always
outperforms all other cases including Case IV for the sanasames that have been explained
while comparing Cases | and Il. Interestingly, it can alsambeerved in this figure that Case IV

is superior to the global optimization of Case | for moderate high SNRs.
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VI. CONCLUSIONS

Two—hop AF and ASF relay networks, consisting of single seudestination, and relay nodes
with limited individual power constraints at the source aathy are considered. Optimal power
allocation strategies acrosé orthogonal subchannels between nodes are studied, dageoli
the availability of CSI at both the source and relay or onlyhat relay.

When source has global CSI knowledge, through a symmetnyepty proved for the optimal
power allocation, the optimization problem is solved. Via asymptotic analysis, it is found
that the global power optimization assigns more power onvikaker subchannels, which is
the inverse of the traditional water—filing. When only théayehas global CSI knowledge, a
greedy algorithm maximizing the achievable sum rate is gseg. For this, the actual data rate
at the source is optimized and the minimum powers on sub@harame found at the relay in
order to guarantee successful source-destination conmation. It is also shown numerically
that the optimal power allocation performed only at theyeadtan outperform the global power
optimization scheme at moderate and large SNRs if simpletrgurimel sorting capabilities are

added at the relay.
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Fig. 1. Block diagram of a two-hop single relay wireless ratwwith N source-relay andV relay-destination orthogonal

channels.
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-Q—Case 1, N=4, optimal power allocation at both S and R :
-B-Case |, N=20, optimal power allocation at both S and R
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Fig. 2. The sum capacity versus the total transmit SNR foreGashe optimal power allocation at both the source and the

relay for N € {4,20} and7 = 1.
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14

-©-Case Il, WF-based optimal 6*, greedy-based power allocation

“A-Ccase Il, EP-based optimal 6*, greedy-based power allocation
12l{"¥Case Il, EP-based fixed 6=0.5, greedy—based power allocation

=
[} © o
T T T

Ergodic sum rate of the system

S

15
Total transmit SNR in dB

20 25

Fig. 3. The sum rate versus the total transmit SNR using tbpgsed greedy algorithm fa¥ = 20 and = 1. Three cases
of § are examined: (i) optimaé™ with the water—filling at the source (WF-based optima); (ii) optimal §* with the equal
power allocation acrosd’ orthogonal channels at the source (EP-based opthial(iii) fixed § = 0.5 with the equal power

allocation acrossV orthogonal channels at the source (EP-based fixed0.5).

18

-B-Case I, optimal power allocation at both S and R
A-Case I, optimal 6*, greedy-based power allocation

16
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= =
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Ergodic sum rate of the system
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| |
&0 5 10 15 20
Total transmit SNR in dB

Fig. 4. Comparison of the sum rates for Cases | andVll= 20, - = 1, andé = ¢ for equal power allocation across

orthogonal channels at the source.
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-B-Case |, optimal power allocation at both S and R
-©-Case Il, optimal 6*, greedy-based power allocation 1

Ergodic sum rate of the system

| | | |
d:b' 2 4 6 8 10 12 14 16 18 20 22
Total transmit SNR in dB

Fig. 5. Comparison of the sum rates for Cases | andVll== 20,7 = 0.5, andd = §* for equal power allocation across

orthogonal channels at the source.

12 : : : . : :
-B-Case I, optimal power allocation at both S and R

-©-Case Il, optimal 6*, greedy-based power allocation

101 b

Ergodic sum rate of the system
(2]
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Vary t | | | | | | |
(% 2 4 6 8 10 12 14 16 18 20 22
Total transmit SNR in dB

Fig. 6. Comparison of the sum rates for Cases | andVil= 20,7 = 2, and§ = §* for equal power allocation acros§

orthogonal channels at the source.
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14

¥ Case Ill, N=4, optimal power allocation at both S and R

—+—Case lIl, N=20, optimal power allocation at both S and R |
-Q-Case 1, N=4, optimal power allocation at both S and R
12/{BCase |, N=20, optimal power allocation at both S and R m

=
o
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Ergodic sum capacity of the system

J 5 ‘
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Total transmit SNR in dB

Fig. 7. The sum capacity versus the total transmit SNR: Cha# the optimal power allocation at both the source and the

relay for N € {4,20}, and7 = 1. Case | is depicted for comparison.

25

-B-Case |, optimal power allocation at both S and R

$-casell, optimal 6*, greedy—-based power allocation
-g-Case IlI, optimal power allocation at both S and R

-©-Case IV, optimal 6*, greedy-based power allocation

ASF relay cases

Ergodic sum rate of the system

AF relay cases

ﬁ ﬁ I
5 10 15 20

Total transmit SNR in dB

Fig. 8. The sum rate versus the total transmit SNR using tbpgsed greedy algorithm in Case IV fof = 20,7 = 1,

= ¢ for equal power allocation acrog$ orthogonal channels at the source. Cases I, Il, and Il apéctdsl for comparison.
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