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Abstract

We consider a wireless relay network with one source, one relay and one destination, where

communications between nodes are preformed viaN orthogonal channels. This, for example, is the

case when orthogonal frequency division multiplexing is employed for data communications. Since the

power available at the source and relay is limited, we study optimal power allocation strategies at the

source and relay in order to maximize the overall source-destination capacity under individual power

constraints at the source and/or the relay. Depending on theavailability of the channel state information

at the source and rely, optimal power allocation strategiesare performed at both the source and relay

or only at the relay. Considering different setups for the problem, various optimization problems are

formulated and solved. Some properties of the optimal solution are also proved.

Index Terms

Optimal power allocation strategy, amplify-and-forward relay networks, greedy algorithm, orthog-

onal channels, sum capacity.

I. INTRODUCTION

Driven by the ever increasing demand for high–speed services within limited spectrum re-

sources, cooperative relay transmission, as a promising spectrally efficient technique, has received

significant interests in recent years [1]–[4]. Cooperativerelaying promises numerous gains for

wireless networks such as improved reliability [2] and increased network capacity [3]. The
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benefits of relay transmission can also be reaped by orthogonal frequency division multiple

(OFDM) access systems to support broadband services, e.g.,the IEEE 802.16j [4].

Power limitation is a common problem in wireless networks. Therefore, allocating the limited

power resources to the network nodes (i.e., the source and relay nodes) is a design consideration

which has received much attention [5]–[21]. For example, relay selection schemes, where only

a subset of relay nodes is considered for cooperation, are studied in [5]–[9] as a simple power

allocation technique. It has been shown in [10] that the optimal power allocation between the

source and relay nodes can improve the network performance.Moreover, considering a multi-

hop network in [11], the optimal allocation of power among the hops is shown to significantly

improve the performance. Also, in [12]–[15], assuming thata common message is sent from the

source node to multiple amplify–and–forward (AF) or decode–and–forward (DF) relay nodes

over orthogonal channels, optimal power allocation strategies among relay nodes are studied.

Recently, considering relay networks with multiple source-destination pairs (multicast), rele-

vant power allocation strategies have been addressed [16]–[21]. The set up of [16] is that one

source sends independent messages to a number of destinations. A single OFDM channel is

used between the source and a single relay node, where each private message is assigned to

one frequency tone and then amplified and forwarded on different frequency tones to various

users. Thus, power allocation at the relay is studied to maximize the minimum SNR among

all destinations. In [17]–[19], various power allocation schemes at both the source and relay

nodes are developed for the general multi-source, -relay, and -destination set up. Transmissions

are done over orthogonal channels, and the corresponding power allocation schemes are based

on maximizing the minimum SNR among all users, minimizing the maximum transmit power

over all sources, as well as maximizing the network throughput, the minimum rate among all

users, and the weighted-sum of rates. Power allocation at the relay nodes only in the multi-relay

multi-destination set up is considered also in [20], and is based on maximizing the sum capacity

of the network. In [21], power allocation at both the source and relay nodes in a set up similar

to [18], [19] is studied for maximizing the sum network capacity under power constraints for
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orthogonal subchannels.

In this paper, we consider a two–hop AF relay network, which consists of a single source

node, a single destination, and a single relay nodes. We assume that the communications between

nodes occur acrossN orthogonal subchannels, where each subchannel is assignedindependent

information. Thus, the network capacity is the sum of the individual capacities of subchannels.

This setup may correspond to the case, for example, when OFDMsignalling is employed between

the nodes. Our motivation for considering this setup is the widespread integration of OFDM into

various wireless standards. Therefore, power allocation among the orthogonal channels (across

frequency tones) is an important issue.

Taking into account individual power constraints at the source and relay nodes, we study

strategies for optimal allocation of the limited power among the N orthogonal subchannels.

Depending on the availability of channel state information(CSI) at the source and/or the relay,

the power allocation is done at both the source node and the relay node or only at the relay

node. The goal is to maximize the overall data rate of the network.

We consider two cases for data forwarding at the relay. In onecase, we assume the information

received on thei-th source–relay subchannel is amplified and forwarded on the i-th relay-

destination subchannel. In the other case, similar to [22],we allow the relay to switch the source

message received on one source–relay subchannel to anotherrelay–destination subchannel. With

optimal power allocation, this strategy significantly improves the overall achievable rate.

Power allocation for a similar OFDM–based relay network hasbeen studied in [23]. The main

differences of our work are as follows. (i) With global CSI available at both the source and relay,

we first prove that the optimal solution should satisfy a certain symmetry. This symmetry, in

turn, allows us to directly find the optimal power allocationfor both the source and relay. In

contrast, in [23], an iterative optimization approach is studied. An iterative solution may not find

the global optima in a reasonable number of iterations. Our approach, however, finds the optimal

solution in one shot. (ii) We also consider the situation when only the relay has global CSI. In

other words, the source only knows the source-relay channels. This is a more practical setup
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as the source need not know the relay-destination channels.For this case, we propose a simple

greedy algorithm to maximize the overall network achievable rate. It is also worth noting here

that the optimization method of [23] needs global CSI and cannot be used for the latter case.

Note that availability of global CSI (and therefore optimalpower allocation) only at the

relay has been considered in, for example, [20]. However, the existing optimal power allocation

schemes at the relay mostly focus on maximizing the sum capacity and it is not clear how the

source (who lacks global CSI) should allocate rates across subchannels. Instead, our approach

maximizes the achievable sum rate, while considering the outage. For this, we study how the

source chooses its actual data rates across subchannels to avoid outage. Interestingly, at high

SNR, the achievable rate is very close to that obtained in thecase when global CSI is available

to both source and relay.

The rest of this paper is organized as follows. In Section II,we outline the system model. Our

optimization problems for maximizing the achievable sum rate are also defined. In Section III,

we propose optimal power allocation strategies at both the source and relay or only at the relay

for different cases with respect to the availability of CSI.Some of the properties of the optimal

solution are also studied. Section IV provides asymptotic analysis for optimal power allocation

at high SNR. In Section V, numerical results are provided to demonstrate the benefits of the

optimal power allocation. The paper is concluded in SectionVI.

II. SYSTEM MODEL AND PROBLEM DEFINITIONS

A. System and channel models

Consider a two–hop relay network which consists of one source node (S), one destination node

(D), and one relay node (R) with no line of sight betweenS andD. Thus,R is employed in order

to assist the communications betweenS andD. Moreover, it is supposed that communication

between nodes is done accrossN orthogonal links.

Two cases are considered for data forwarding atR. In the first case, the message received on

the i-th S to R subchannel (SRi) is simply amplified and forwarded by the relay on thei-th R to

D subchannel (RDi). This case is referred to as AF relaying. In the second case,as in [22], we
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assume that the relay sortsS to R subchannels andR to D subchannels based on their quality

and assigns data on thei-th bestS to R subchannel to thei-th bestR to D subchannel. This

amplify–sort–and–forward setup is referred to hereafter as ASF. For both AF and ASF cases,

complete transmissions fromS to D are composed of two phases: (i)S sends the messages

while R listens; (ii)R forwards the message toD.

Considering that each node is equipped with a single antenna, the received signal atR through

SRi subchannel can be expressed as

yi = gi
√

PSi
mi + ni (1)

wheremi is the source message with a unit energy transmitted byS on the linkSRi, PSi
is the

transmit power on the linkSRi, gi is the associated flat Rayleigh fading channel coefficient for

this link, which is a complex Gaussian random variable with zero mean and varianceσ2
gi
, i.e.,

gi ∼ CN (0, σ2
gi
), and ni stands for a complex valued additive white Gaussian noise (AWGN)

such thatni ∼ CN (0, 1).

For AF relaying, at the end of the second phase, the received signal atD via subchannelRDi

can be written as

xi = hi

√

PRi

yi
√

E{|yi|2}
+ n′

i (2)

whereE{·} denotes the expected operation,PRi
is the transmit power assigned to the linkRDi,

hi ∼ CN (0, σ2
hi
) is the channel coefficient for this link, andn′

i ∼ CN (0, 1) is the AWGN.

Moreover, for the ASF relay network, the received signal atD from R via the i-th ordered

link (denoted asRD(i)) can be represented as

x(i) = h(i)

√

PR(i)

y(i)
√

E{|y(i)|2}
+ n′

(i) (3)

where the subscript(i) stands for thei-th ordered link when sorting is based on|hi| in the

decreasing order such that|h(1)| ≥ · · · ≥ |h(N)|. Also, PR(i)
is the transmit power on the link

RD(i), andn′

(i) ∼ CN (0, 1) is the AWGN. Note thaty(i) in (3) can be found from (1) when all

SRi links are ordered toSR(i) and again sorted based on|gi| in the decreasing order such that

|g(1)| ≥ · · · ≥ |g(N)|.
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This system can be viewed asN subsystems operating on separate orthogonal suchchannels.

For the i-th subsystem, we can define a source, a relay, and a destination denoted bySi, Ri,

andDi respectively, where the communication fromSi to Di is done overSRi–RDi. This point

of view reduces our system toN parallel conventional single-relay systems each operating on a

single channel, which helps our optimization approach later. Using existing results for the SNR

of conventional relay systems [24], the overall SNR of thei-th subsystem in the AF case is

ρi =
PSi

PRi
|gi|

2|hi|
2

PSi
|gi|2 + PRi

|hi|2 + 1
. (4)

Similarly, in the ASF case, the corresponding SNR is

ρ(i) =
PS(i)

PR(i)
|g(i)|

2|h(i)|
2

PS(i)
|g(i)|2 + PR(i)

|h(i)|2 + 1
. (5)

B. Problem formulations

Depending on the availability of the CSI at the relay and source nodes two different setups

are considered: (i) when global CSI is available at both the source node and relay node, i.e.,

bothS andR have knowledge of bothgi andhi, ∀i. (ii) only local CSI is available at the source

node, i.e.,S knows onlygi, ∀i while R, knowsgi andhi, ∀i. Thus, in both cases, the transmitter

has the knowledge of the channel. It is worth mentioning thatfor water–filling protocols, it is

typical in standards deploying OFDM to provide the CSI to thetransmitter [4].

As mentioned earlier, we consider two different types of relaying: AF and ASF. Thus, a

total of four different cases with respect to type of relaying and availability of global CSI can

be considered. For these four cases, we study optimal power allocation strategies acrossN

orthogonal links at bothS andR. For given finite energy budgets at each node, our goal is to

maximize the achievable rate of the network. As can be seen from (4), the SNR of the linki,

i.e., SRi–RDi, and, thus the capacity of this link depend on bothPSi
andPRi

, ∀i. Therefore,

we seek the optimal power levelsPSi
andPRi

, ∀i that maximize the sum rate of the network.

Finding the optimal solution for the ASF relay network can also be motivated in a similar way

from (5).

The optimal power allocation problems in these four cases can be stated as follows.
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1) Case I: AF relaying, global CSI at both S and R: The goal is to optimally allocate power

in both S and R so that the sum capacity of the network is maximized under theindividual

power constraints atS andR. Thus, we have

max
PSi

,PRi
,∀i

N
∑

i=1

Ci (6)

s.t.
N
∑

i=1

PSi
≤ PS,

N
∑

i=1

PRi
≤ PR (7)

whereCi denotes the capacity of the linkSRi − RDi, PS and PR are the individual power

budgets atS andR, respectively.

2) Case II: AF relying, global CSI only at R: In this case, we study power allocation strategy

only at R. This is because, in this case,S knows onlygi, ∀i and, thus, the associated optimal

power allocation atS is independent ofhi, ∀i. This means that the optimal power allocation at

S is the traditional water–filling rule. Thus, we focus only onoptimal power allocation atR.

In the first phase,S decides the allocation of its limited powerPS to N orthogonal links using

water–filling. For the obtained power allocation, then,S knows the link capacity forSRi, ∀i.

Based on the known link capacity,S decides a data rateγi for each linkSRi, ∀i.

In the second phase, within its limited powerPR, the relay amplifies and forwards the source

data received viaN links. Particularly, the data transmitted onSRi should be amplified (and

forwarded onRDi) by the relay so that the overall capacity of this linkSRi–RDi is equal to

or greater thanγi. Otherwise, channel outage occurs. It is important to noticethat the relay, due

to its limited power, may not be able to forward all source’s data. In such a case, no power

should be assigned to the links whose data is not forwarded. In addition, on the linksRDi that

the relay decides to forward the source data, it is supposed to put just enough power in order

to avoid the channel outage. The goal is, therefore, to forward as much source data as possible.
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To achieve this goal, we can formulate the following optimization problem

max
PRi

,∀i

N
∑

i=1

Ci (8)

s.t.
N
∑

i=1

PRi
≤ PR (9)

Ci ∈ {γi, 0} (10)

whereγi is the data rate decided byS for the link SRi, andCi denotes the capacity of the link

SRi–RDi controlled byPRi
.

The constraint (10), as discussed earlier, is taken into consideration in order to avoid outage

on links whose data is forwarded as well as to avoid power wastage on links whose data is not

forwarded. Also, it is worth stressing that there is no pointin allocating extra power on a link to

increaseCi beyondγi. The choice ofγi will be discussed in Section III, where the optimization

problem is solved.

3) Case III: ASF relaying, global CSI at both S and R: Similar to Case I, we aim at finding

the optimal solution for the power allocation at bothS andR. However, the difference from

Case I is that the data transmitted on thei-th ordered linkSR(i) is amplified and forwarded on

the i-th ordered linkRD(i). Therefore, we can pose the optimization problem as

max
PS(i)

,PR(i)
,∀i

N
∑

i=1

C(i) (11)

s.t.
N
∑

i=1

PS(i)
≤ PS,

N
∑

i=1

PR(i)
≤ PR (12)

whereC(i) denotes the capacity of the linkSR(i) − RD(i).

4) Case IV: ASF relying, global CSI only at R: In this case, similar to Case II, the optimization

problem can be formulated as

max
PR(i)

,∀i

N
∑

i=1

C(i) (13)

s.t.
N
∑

i=1

PR(i)
≤ PR, C(i) ∈ {γ(i), 0} (14)
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whereγ(i) is the data rate decided byS for the link SR(i), andC(i) denotes the capacity of the

link SR(i)–RD(i) controlled byPR(i)
.

III. OPTIMAL RATE SOLUTION

A. Case I: AF relaying, global CSI at both S and R

In this case, it is assumed that bothS andR knowgi andhi, ∀i. Thus, using (4), the individual

capacity of linki is Ci = log (1 + ρi) . Then, the sum capacity of the network is

C ,

N
∑

i=1

Ci =

N
∑

i=1

log

(

1 +
PSi

PRi
|gi|2|hi|2

PSi
|gi|2 + PRi

|hi|2 + 1

)

. (15)

Based on (15), the optimal power allocation problem (6)-(7)can be reformulated as

max
PSi

,PRi
,∀i

N
∑

i=1

log

(

1 +
αiβiPSPR|gi|2|hi|2

αiPS|gi|2 + βiPR|hi|2 + 1

)

(16)

s.t.
N
∑

i=1

αi ≤ 1,
N
∑

i=1

βi ≤ 1 (17)

whereαi denotes the ratio ofPSi
to PS, i.e., αi = PSi

/PS, and similarlyβi = PRi
/PR.

Because of constraints onα andβ, solving (16)-(17) directly can be difficult. Therefore, we

first find a necessary condition onαi andβi that significantly helps solving (16)-(17). For this,

we notice that the individual power constraints in (17) leadto the following necessary condition

on the sum of the given individual powers atS andR

N
∑

i=1

PSi
+ PRi

≤ PS + PR or
N
∑

i=1

αi +
N
∑

i=1

βiτ ≤ 1 + τ (18)

whereτ is the ratio ofPR to PS, i.e., τ = PR/PS. While this condition is not sufficient, any

conclusion received from enforcing (18) is necessary for the optimal solution of (16)-(17). In

the next theorem, we derive a relationship between optimal values ofαi andβi.

Theorem 1: Whengi andhi, ∀i are known to bothS andR, the optimal power allocation at

S andR satisfies
β∗
i

α∗
i

τ =
α∗
iPS|gi|

2 + 1

β∗
i PR|hi|2 + 1

(19)

whereα∗
i andβ∗

i denote the optimal values ofαi andβi, respectively.
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Proof: Let Pi = [PSi
PRi

] denote a vector with elements of transmit powers used on

subchanneli. Then, it can be shown from (15) that for a givenPi, the sum capacity of the

network is a concave function ofPi since ∂2C/∂2
Pi ≤ 0 for all values ofPi ∈ R2, ∀i.

Therefore, (16)-(17) is a convex optimization problem withrespect toPi, ∀i.

We now consider the objective (16) along with the constraint(18). The objective (16) can be

optimized by using a Lagrangian multiplier method. The associated Lagrange function can be

written as

O =
N
∑

i=1

log

(

1 +
αiβiPSPR|gi|2|hi|2

αiPS|gi|2 + βiPR|hi|2 + 1

)

+ λ

(

1 + τ −
N
∑

i=1

αi −
N
∑

i=1

βiτ

)

(20)

whereλ stands for the Lagrange multiplier.

Taking derivatives of (20) with respect toαi andβi, ∀i, and equating them to zero, we obtain

that the optimal values ofαi andβi, ∀i can be expressed as:

α∗

i = −
2 + β∗

i PR|hi|2

2PS|gi|2
+

1

2

√

β∗
i τ

|hi|2

|gi|2

(

β∗
i τ

|hi|2

|gi|2
+

4

λ

)

(21)

β∗

i = −
2 + α∗

iPS|gi|2

2PR|hi|2
+

1

2

√

α∗
i |gi|

2

τ |hi|2

(

α∗
i τ

−1
|gi|2

|hi|2
+

4

λ

)

. (22)

Inserting (22) into (21), it is revealed that

α∗

i (α
∗

iPS|gi|
2 + 1) = τβ∗

i (β
∗

i PR|hi|
2 + 1) (23)

and the claim of Theorem 1 follows straightforwardly. �

Theorem 1 reveals an interesting symmetry for balancing power among individual links. Based

on this result, if the optimalα∗
i is known, then the optimalβ∗

i can be immediately found.

Noticing that (19) is a necessary condition under which (16)is optimized under the constraint

(17), we can provide a modified optimization problem only based onαi. So, the complexity of

solving the optimization problem is greatly reduced. Then,using (15) and (19), the sum capacity

of the network can be reformulated with respect to onlyαi as

C =
N
∑

i=1

log

(

1 +
αiPS|gi|2 (−1 + A(αi)) /2

αiPS|gi|2 + (1 + A(αi)) /2

)

(24)
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whereA(αi) =
√

1 + 4αiPS|hi|2(αiPS|gi|2 + 1). Then the problem (16)-(17) can be reformu-

lated as

max
αi,∀i

N
∑

i=1

log

(

1 +
αiPS|gi|

2 (−1 + A(αi)) /2

αiPS|gi|2 + (1 + A(αi)) /2

)

(25)

s.t.
N
∑

i=1

αi ≤ 1 (26)

N
∑

i=1

−1 + A(αi)

2PR|hi|2
≤ 1 (27)

where constraint (27) is equivalent to
∑N

i=1 βi ≤ 1. Notice that in this optimization problem,

the objective function and the constraints are all convex functions ofαi. Therefore, traditional

efficient numerical convex optimization techniques can be applied in order to solve it.

B. Case II: AF relying, global CSI only at R

In this case, as addressed earlier, we assume that in the firstphase,S decides a power level

PSi
and a data rateγi for the link SRi. The goal of the relay in the second phase is to amplify

and forward as much source data received overN source–relay links as possible, subject to

avoiding outage on subchannels thatR decides to forward through. This means that the data

received over some links may not be forwarded by the relay, due to its limited available power.

The optimization problem in this case is the problem (8)–(10).

For givenρSRi
, we can represent the individual achievable rate of the linkSRi–RDi as

Ci = log

(

1 +
ρSRi

βiPR|hi|2

ρSRi
+ βiPR|hi|2 + 1

)

. (28)

The sum rate of the network can therefore be expressed as

C ,

N
∑

i=1

Ci =

N
∑

i=1

log

(

1 +
ρSRi

βiPR|hi|2

ρSRi
+ βiPR|hi|2 + 1

)

(29)

whereβi is zero for linksRDi that are not chosen to be amplified.
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Based on (8) and (29), subject to avoiding outage on likes with βi 6= 0, the optimization

problem can be reformulated as

max
βi,∀i

N
∑

i=1

log

(

1 +
ρSRi

βiPR|hi|2

ρSRi
+ βiPR|hi|2 + 1

)

(30)

s.t.
N
∑

i=1

βi ≤ 1 (31)

Ci ∈ {γi, 0}, ∀i. (32)

Due to the discrete constraint (32), convex optimization techniques cannot be applied in order

to solve (30)–(32). When seeking the optimal solution, it may be needed to consider all possible

power allocations. The number of different power allocations, however, increases exponentially

with N. Therefore, we propose a greedy algorithm which finds near optimal solutions (and in

many cases the optimal solution). The idea is to allocate thelimited available power in the most

efficient way. Particularly, notice that on the relay–destination linkRDi, there is a minimumβi

guaranteeing successful source-destination communication. This value ofβi, denoted byβ̃i, is

considered as the cost of communication on this link. This isbecauseβ̃i is proportional to the

amount of power spent on this link, if the link is chosen to be amplified and forwarded. Solving

log

(

1 +
ρSRi

β̃iPR|hi|2

ρSRi
+ β̃iPR|hi|2 + 1

)

= γi,

the value ofβ̃i can be found as

β̃i =
(2γi − 1) 2γi/δi

(2γi/δi − 2γi)PR|hi|2
(33)

whereδi denotes the ratio ofγi to the capacity of the linkSRi. While various subchannels can

have differentδi, in this work we assumeδi = δ, ∀i that is the worst–case. In Section V, we

observe that even withδi = δ, ∀i, the achievable sum rate converges at high SNR to the case of

Global CSI at bothS andR.

Consuming the cost̃βi on link i, in return, the data rateγi from the source to the destination

is obtained. Then, we can defineηi = γi/β̃i as the efficiency of allocating power to linki. Notice

that the larger the value ofηi, the better the linki. This is because for the same cost in terms of
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the power spending, larger data rateγi is achievable on links that have larger values ofηi. So,

all links are sorted in the decreasing order ofηi. We assign power to the links that have better

ηi until we run out of power (before
∑

i βi becomes greater than one.)

The greedy algorithm is designed such that the limited poweris spent on the best links in terms

of the achievable rate. However, this solution may not be optimal because by assigning power

according to this greedy algorithm, we may end up with some positive leftover power. In such

cases, other strategies that result in zero leftover power,may turn out to achieve a slightly higher

rate. Nonetheless, the greedy algorithm is optimal in the sense of using the limited power in the

most efficient way and in most cases provides the optimal solution for sum rate maximization

problem. In particular, asN grows large (i.e., the effects of the leftover power is negligible), it

almost always gives the optimal solution.

Now, we modify this greedy algorithm to avoid any leftover power. The idea is to allow

δ ∈ [0, 1] to be a function of channel statistics. We notice thatδ remains constant as long

as channel statistics are constant. To remove the leftover power, we consider the following

max−max sum rate optimization problem

max
δ∈[0,1]

E

{

max
β̃i,∀i

N
∑

i=1

log

(

1 +
ρSRi

β̃iPR|hi|2

ρSRi
+ β̃iPR|hi|2 + 1

)}

(34)

s.t.
N
∑

i=1

β̃i ≤ 1 (35)

Ci ∈ {γi, 0}, ∀i. (36)

To solve this optimization problem, for any given value ofδ ∈ [0, 1], we use the aforementioned

greedy algorithm to find the maximum sum rate. Then, we find such a δ∗ that provides the

maximum sum rate. Please notice that in practice channel statistics do not change fast, so for

given channel statistics, the optimal values ofδ can be found off–line and tabulated for later

use. As soon asδ∗ is chosen by the network, a single run of our greedy algorithmis needed to

find the optimal power allocation per channel realization.

November 16, 2018 DRAFT



14

C. Case III: ASF relaying, global CSI at both S and R

The only difference from Case I is channel ordering. In otherwords, data transmitted on

SR(i) (the i-th ordered link) is amplified and forwarded onRD(i). The ordering is in the

decreasing order of the channel gains|gi|2 and |hi|2, respectively. Therefore, using (5), the

individual capacity of link(i) can be written as

C(i) = log
(

1 + ρ(i)
)

. (37)

whereρ(i) denotes the SNR received via linkSR(i)–RD(i). The overall capacity of the network

can be defined as

C ,

N
∑

i=1

C(i) =
N
∑

i=1

log

(

1 +
α(i)β(i)PSPR|g(i)|

2|h(i)|
2

α(i)PS|g(i)|2 + β(i)PR|h(i)|2 + 1

)

(38)

Using (38), the power allocation optimization problem (11)–(12) can be represented by the

following problem

max
α(i),β(i),∀i

N
∑

i=1

log

(

1 +
α(i)β(i)PSPR|g(i)|

2|h(i)|
2

α(i)PS|g(i)|2 + β(i)PR|h(i)|2 + 1

)

(39)

s.t.
N
∑

i=1

α(i) ≤ 1,

N
∑

i=1

β(i) ≤ 1. (40)

Notice that the optimization problem (39)–(40) is mathematically equivalent to the problem

(16)–(17) in Case I. The only difference from (16)–(17) is that the indices of optimal powers

α∗

(i) and β∗

(i) in (39)–(40) correspond to the ordered links. Thus, in orderto find the optimal

solution to (39)–(40), we follow the same approach as in CaseI by replacinggi, hi, αi andβi

with g(i), h(i), α(i) andβ(i), respectively.

D. Case IV: ASF relying, global CSI only at R

Again, the optimization problem in this case is mathematically identical to the one in Case II.

The only modification needed is to replacegi, hi, βi andγi with g(i), h(i), β(i) andγ(i), respectively.
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IV. A SYMPTOTIC ANALYSIS WITH GLOBAL CSI AT BOTH S AND R AT HIGH SNR

In this section, we study the optimization problem of Case I at high SNR, i.e., whenPS and

PR tend to infinity. Again, we assumePR = τPS. Thus, for a givenτ, we study the case that

PS tends to infinity. Through this analysis, we discuss the behavior of the optimal solution at

high SNR regime. Some interesting observations are discussed.

Using (4) and (24), whenPS increases, the overall SNR on linki can be given by

lim
PS→∞

ρi = lim
PS→∞

αiPS|gi|2 (−1 + 2αiPS|hi||gi|) /2

αiPS|gi|2 + (1 + 2αiPS|hi||gi|) /2

= αiϕiPS

(41)

whereϕi , |hi||gi|/(1 + |hi|/|gi|). Then, it can be obtained asymptotically from (41) that the

sum capacity of the network is expressed only in terms ofαi by

lim
PS→∞

C = lim
PS→∞

N
∑

i=1

Ci =

N
∑

i=1

log (αiϕi) +N log (PS) . (42)

Based on (25) and (42), the optimization problem in Case I canbe rewritten at high SNR as

max
αi,∀i

N
∑

i=1

log (αiϕi) +N log

(

P

1 + τ

)

(43)

s.t.
N
∑

i=1

αi ≤ 1 (44)

1

τ

N
∑

i=1

αi
|gi|

|hi|
≤ 1. (45)

It is worth noticing that the objective function (43) is a monotonic function ofαi, ∀i. Using the

Lagrange multiplier method, optimal solution to (43)–(45)can be obtained. Then the Lagrange

function can be formulated as

O =

N
∑

i=1

log (αiϕi) +N log

(

P

1 + τ

)

+ λ1

(

1−
N
∑

i=1

αi

)

+ λ2

(

1−
1

τ

N
∑

i=1

αi
|gi|

|hi|

)

(46)

whereλ1 andλ2 are Lagrange multipliers associated with the constraints.Differentiating (46)

with respect toαi, ∀i and equating the results to zero, we obtain the following closed–form

expression for the optimal value ofαi

α∗

i = max

{

0,

(

λ1 +
λ2

τ

|gi|

|hi|

)−1
}

. (47)
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In (47), the Lagrange multipliersλ1 and λ2 are found once for a given set of valuesgi, ∀i

andhi, ∀i. Therefore, it can be observed that whenλ2 > 0, for two subchannels withhi = hj ,

the optimal power allocation solutions put more source power on the weaker subchannel. In

other words, ifgi < gj thenα∗
i > α∗

j , and vice versa. This is the inverse of a more traditional

water–filling scheme, where only one power constraint exists and the optimal solution puts more

power on the stronger subchannel. Similarly, rewriting theabove equations in terms ofβ∗
i , we

have

β∗

i = max

{

0,

(

λ′

1 + λ′

2τ
|hi|

|gi|

)−1
}

. (48)

which means that the behavior of the optimalβ∗
i is the inverse of water–filling forλ′

2 > 0.

Furthermore, from Theorem 1, at high SNR, it is obtained thatthe optimal solution to the

problem (43)–(45) must satisfy

lim
PS→∞

α∗

i = τβ∗

i

√

|hi|2

|gi|2
⇒ lim

PS→∞
PSα

∗

i = PRβ
∗

i

√

|hi|2

|gi|2
. (49)

Notice thatPSα
∗
i andPRβ

∗
i represent the allocated power to linksSRi andRDi, respectively. It

can be concluded then that when|gi| > |hi| on link i, the optimal assigned power on linkSRi

must be less than the optimal assigned power on linkRDi.

V. SIMULATIONS

Consider a two-hop single relay network where nodes communicate throughN ∈ {4, 20}

orthogonal channels. The source-relay and relay-destination channels are assumed to be inde-

pendent Rayliegh flat fading with varianceσ2. The total sum power assigned to these2N channels

at both the source and relay isP = PS + PR. The noise is assumed to be additive zero-mean

white Gaussian with unit variance. Thus, the total transmitSNR, which is used in our figures,

is defined as SNR= Pσ2. Notice that transmit SNRs atS andR can individually be expressed

asPSσ
2 andPRσ

2, correspondingly.

A. AF relaying

Assuming that the AF strategy is employed at the relay node, Fig. 2 shows the achieved sum

capacity versus the total transmit SNR for Case I when the global CSI is available at both the
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source and relay nodes and the proposed optimal power allocation strategy is used. Hereτ = 1

(i.e., PS = PR = P/2). It can be seen from the figure that the sum capacity increases for

largerN . Intuitively, this is because for limitedPS andPR, largerN provides more chances of

obtaining better source-destination subchannels on whichthe power allocation can result in a

better sum capacity.

Fig. 3 depicts the results for Case II, when the global CSI is available only at the relay and,

thus, the power allocation can only be made at the relay. The sum rate is shown versus the total

transmit SNR forτ = 1 andN = 20. Three scenarios for the greedy algorithm are considered. In

the first one,δ = 0.5 is fixed for all SNRs, while in the second and third scenarios,the optimized

δ, i.e., δ∗, is used. The difference between the second and third scenarios is that water–filling at

the source is assumed in one, while equal power allocation across all subchannels at the source is

used in the other. The proposed greedy algorithm is used in order to allocatePR to N orthogonal

subchannels. It can be seen from the figure that, as expected,higher data rates are achieved for

optimalδ∗. Interestingly, the equal power allocation at the source does not suffer from significant

rate loss. Thus, in further examples for greedy-based powerallocation, we consider only equal

power allocation at the source.

In Fig. 4, the results of the optimal power allocation in Cases I and II are compared to each

other in terms of the sum rate plotted versus the total transmit SNR whenτ = 1, N = 20, and

optimal δ∗ is used. In agreement with our analysis, the global optimization in Case I always

outperforms the other case. Particularly, at sum rate of2 bits/s/Hz, Case I is shown to obtain

4.5 dB power gain compared to Case II. Here, it is worth mentioning that this significant power

gain is achieved at a modest value ofN .

The results of the optimal power allocation in Cases I and II are also compared to each other

in Fig. 5 in terms of the sum rates whenτ = 0.5 (i.e., PS = 2PR), N = 20, and δ = δ∗. It

can be seen from the figure that again, Case I outperforms CaseII for all values of the total

transmit SNR. However, the performance gap between Cases I and II decreases as compared

to the set up examined in Fig. 4. This is because forτ ≪ 1 all source-relay subchannels are
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likely to have much better conditions than the relay-destination subchannels, while the sum rate

is mainly affected by the power allocation across the relay-destination subchannels. In addition,

in both figures (Figs. 4 and Fig. 5), one can see that Case II converges to Case I at high SNRs.

This is because all subchannels become almost deterministic at high SNR, and therefore, the

global optimization of the power allocation is less beneficial, while optimization of the power

allocation only at the relay used in Case II tends to be almostsufficient. This is because Case II

takes into consideration as many best relay-destination subchannels as possible within a limited

power budget.

Let us now considerτ = 2 (i.e., 2PS = PR). The corresponding sum rates is shown versus

the total transmit SNR for both Cases I and II in Fig. 6 forN = 20 andδ = δ∗. It can be seen

from this figure that Case I is better than Case II for all values of SNR. Interestingly, comparing

all cases tested, i.e.,τ = 0.5 (Fig. 5), τ = 1 (Fig. 4), andτ = 2 (Fig. 6), the global optimal

power allocation is most beneficial whenτ = 1.

B. ASF relaying

Fig. 7 depicts the sum rate versus the total transmit SNR for Case III when the global CSI is

available at both the source and relay nodes and the optimal power allocation is performed for

ASF relaying. For this figure,N ∈ {4, 20} and τ = 1. Case I is also depicted for comparison

purposes. It can be observed from this figure that Case III outperforms Case I, as expected.

Optimizing δ and the power allocation only at the relay in Case IV, the sum rate is shown in

Fig. 8 versus the total transmit SNR forN = 20 and τ = 1. The sum rate curves for Cases I,

II, and III are also depicted for comparison. It is confirmed in Fig. 8 that Case III always

outperforms all other cases including Case IV for the same reasons that have been explained

while comparing Cases I and II. Interestingly, it can also beobserved in this figure that Case IV

is superior to the global optimization of Case I for moderateand high SNRs.
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VI. CONCLUSIONS

Two–hop AF and ASF relay networks, consisting of single source, destination, and relay nodes

with limited individual power constraints at the source andrelay are considered. Optimal power

allocation strategies acrossN orthogonal subchannels between nodes are studied, depending on

the availability of CSI at both the source and relay or only atthe relay.

When source has global CSI knowledge, through a symmetry property proved for the optimal

power allocation, the optimization problem is solved. Via an asymptotic analysis, it is found

that the global power optimization assigns more power on theweaker subchannels, which is

the inverse of the traditional water–filing. When only the relay has global CSI knowledge, a

greedy algorithm maximizing the achievable sum rate is proposed. For this, the actual data rate

at the source is optimized and the minimum powers on subchannels are found at the relay in

order to guarantee successful source-destination communication. It is also shown numerically

that the optimal power allocation performed only at the relay can outperform the global power

optimization scheme at moderate and large SNRs if simple subchannel sorting capabilities are

added at the relay.
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Fig. 1. Block diagram of a two-hop single relay wireless network with N source-relay andN relay-destination orthogonal

channels.
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Fig. 2. The sum capacity versus the total transmit SNR for Case I: the optimal power allocation at both the source and the

relay forN ∈ {4, 20} andτ = 1.
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Fig. 3. The sum rate versus the total transmit SNR using the proposed greedy algorithm forN = 20 andτ = 1. Three cases

of δ are examined: (i) optimalδ∗ with the water–filling at the source (WF-based optimalδ∗); (ii) optimal δ∗ with the equal

power allocation acrossN orthogonal channels at the source (EP-based optimalδ∗); (iii) fixed δ = 0.5 with the equal power

allocation acrossN orthogonal channels at the source (EP-based fixedδ = 0.5).
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Fig. 4. Comparison of the sum rates for Cases I and II:N = 20, τ = 1, and δ = δ∗ for equal power allocation acrossN

orthogonal channels at the source.
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Fig. 5. Comparison of the sum rates for Cases I and II:N = 20, τ = 0.5, and δ = δ∗ for equal power allocation acrossN

orthogonal channels at the source.
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Fig. 6. Comparison of the sum rates for Cases I and II:N = 20, τ = 2, and δ = δ∗ for equal power allocation acrossN

orthogonal channels at the source.
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Fig. 7. The sum capacity versus the total transmit SNR: Case III of the optimal power allocation at both the source and the

relay forN ∈ {4, 20}, andτ = 1. Case I is depicted for comparison.
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Fig. 8. The sum rate versus the total transmit SNR using the proposed greedy algorithm in Case IV forN = 20, τ = 1,

δ = δ∗ for equal power allocation acrossN orthogonal channels at the source. Cases I, II, and III are depicted for comparison.
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