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Privacy In Bidirectional Relay Networks

Rafael F. WyrembelskiStudent Member, IEEEand Holger Bochefellow, IEEE

Abstract—In this work, the bidirectional broadcast channel messages in [2] and studied the optimal integration of commo
(BBC) with confidential messagess studied. The problem is and confidential messages at the physical layer. Recently,
motivated by the concept of bidirectional relaying in three- there has been growing interest in physical layer secrexy; f

node network, where a half-duplex relay node establishes a t fer f le. to [3-6]. S il
bidirectional communication between two other nodes using a current surveys we refer, for example, to [3-6]. Severaltmu

decode-and-forward protocol and thereby transmits additiona USer settings are under investigation, e.g., secrecy itipteul
confidential information to one of them in the broadcast phase. access channels is analyzed in [7, 8], while [9] discusses th

The corresponding confidential message is transmitted at a interference channel with confidential messages and [10, 11
certain secrecy level which characterizes the amount of infor- the MIMO Gaussian broadcast channel with common and

mation that can be kept secret from the non-legitimate node. fidential S icati ith rel .
The capacity-equivocation and secrecy capacity regions of the coniidential Messages. Secure communication with' Teiays 1S

BBC with confidential messages are established where the latter @ddressed in [12,13] and in two-way wiretap channels in [14,
characterizes the communication scenario with perfect secrecy, 15]. Improvement in secrecy via cooperation is addressed in
which means that the confidential information is completely [16] and via helping interference in [17].

hidden from the non-legitimate node. Thereby, it is shown that =, this work, we study the broadcast scenario with one
the optimal processing exploits ideas and concepts of the BBC . .

with common messages and of the classical broadcast (:hannelfser?d_er and two receivers, Wh_ere Fhe sender tran_smlts two
with confidential messages. individual messages and a confidential message desigrated f

Index Terms—Bidirectional Broadcast Channel, Confidential Om.a.recelver’ V\./hICh has to be kept secret from the othe_r, hon-
Message, Secrecy Capacity Region, Bidirectional Relaying, Pri- leg't'_ma_tef receiver. Further, We_assu_me _that each rechagr
vacy in Wireless Networks. one individual message a priori as side information avéglab
Thus, this scenario differs from the classical broadcaahobl
with confidential messages and is therefore knowbidsec-
tional broadcast channel (BBC) with confidential messaages

It is becoming more and more important that next generatishown in Figure 1.
wireless networks wisely integrate multiple services a th The problem is motivated by the concept of bidirectional
physical layer in order to increase spectral efficiency. Foelaying which has the potential to significantly improve th
example, in current cellular systems, operators offer mby o overall performance and coverage in wireless networkss Thi
traditional services such as (bidirectional) voice comizamn is mainly based on the fact that it advantageously explbis t
tion, but also further multicast or confidential serviceatth property of bidirectional communication to reduce the nem
are subject to certain secrecy constraints. Nowadays shisldss in spectral efficiency which is induced by half-duplex
usually realized by allocating different services on digfee relays [18-21].
logical channels and further by applying secrecy techrique Bidirectional relaying applies to three-node networkseveh
on higher levels. In general this is quite inefficient andsthua half-duplex relay node establishes a bidirectional comimu
there is a trend to merge multiple coexisting services efiity cation between two other nodes using a decode-and-forward
on the physical layer to advantageously exploit the brastdc@rotocol. There, in the initial phase both nodes transnairth
nature of the wireless medium. messages to the relay node which decodes them. This is the

Currently, secrecy technigues usually rely on the assumpticlassical multiple access channel. In the succeedingéuidir
of the unproven hardness of certain problems or insufficietiwnal broadcast phase the relay re-encodes and transaotits b
computational capabilities of non-legitimate receivefhus, messages in such a way that both receiving nodes can decode
physical layer secrecy techniques are becoming more aheéir intended message using their own message from the
more attractive since they do not rely on such assumptiopgevious phase as side information. It is shown in [22—-25]
and therefore provide so-called unconditional securitythe that capacity is achieved by a single data stream that caabin
seminal work [1] Wyner introduced the wiretap channel whichoth messages based on the network coding idea.
models the secure communication problem for a point-to- Currently, the concept of bidirectional relaying and its
point link with an additional eavesdropper. Céisand Korner extensions are subject of further research activities, eogfer
generalized this to the broadcast channel with confident{26] for a survey of different processing strategies. In| [

presented how bidirectional relaying can be efficiently edib

This work was partly presented at IEEE-ISIT, Saint PetegbRussia, ded in a cellular downlink. Bidirectional relaying for miplie
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is the set of confidential messages of the relay node. We use
Ry R, the abbreviationM .= M, x M x M.

m, my For the bidirectional broadcast (BBC) phase we assume that
- m----> @ the relay has successfully decoded the individual messages
R¢ my; € M; from node 1 andn, € M, from node 2 that

it received in the previous multiple access (MAC) phase.
Fig. 1. Bid_irectional broadcast channel_ with confidentialsseges: The Then the re|ay transmits both individual messages to the
relay transmits the messages; and mg with rates Ry and R; and adds . o, " )
a confidential message:. for node 1 with rateR. to the communication corresponding nodes and an additional confidential message
which should be kept as secret as possible from node 2. m. € M, at a certain secrecy level to node 1.

Definition 1: An (n, MM, Ml(”), MQ(”))-codefor the BBC

with confidential messages consists of one (stochasti@jdamc
both (bidirectional) individual messages and further adi-ad at the relay node
tional confidential message to one node, which should be kept n
secret from the other, non-legitimate node. Thus, we addres fiMex Myx My = X
the problem realizing additional confidential communicati and decoders at nodes 1 and 2
within a bidirectional relay network. We want to stress that CAm
this scenario differs from the wiretap scenario where tta- bi 913 Vi X My = Me x Mz U{0}
rectional communication itself should be secure from guesi g2 : Vg x Mz — My U {0}
eavesdroppers outside the network as studied for examplenifere the element in the definition of the decoders plays
[32,33]. the role of an erasure symbol and is included for convenience

The rest of the paper is organized as follows. We introduegly.

the system model for privacy in bidirectional relay netwsork Since randomization may increase the secrecy level [2,
in Section Il. Therefore, we define the BBC with confidentiag], we allow the encoderf to be stochastic. This means
messages and state the corresponding capacity-equivocaiti is specified by conditional probabilitieg (z™|m) with
and secrecy capacity regions. Then, in Section Il we prteseﬁznexn f(@™lm) = 1 for eachm = (m.,my,ma) € M.
an optimal coding strategy that achieves the desired ratas WHere, f(2"|m) is the probability that the message e M is
the required secrecy level. The optimality of this stratégy encoded as:” € X™.
proved in Section IV. Finally, we end up with a conclusion in The quality of a code for the BBC with confidential mes-

Section V. sages is measured by two performance criteria. First, each
receiver should successfully decode its intended messages
Notation i.e., the average probabilities of decoding errors haveeto b

. . . small. In more detail, when the relay has sent the message
In this paper we denote discrete random variables by non-

itali ital lett d thei lizati d m = (me,mi,me), and nodes 1 and 2 have receivgfl
italic capital letters and their realizations and rangesower 4 yy, the decoder at node 1 is in error gf (y',m1) #
case letters and script letters, respectiv®lyand R are the

L . (m¢,m2). Accordingly, the decoder at node 2 is in error if
sets of positive integers and non-negative real numbgé(s) n : L "
andI(-;-) are the traditional entropy and mutual informationg2(y2’m2) 7 mi. Then, with A (m) = Plgi(yi',m) 7
’ m., m2)|m has been sehtand Ao (m) = P{g2(y¥, ma) #

X —Y — Z denotes a Markov chain of the random variable .
X, Y, andZ in this order; all logarithms, exponentials, an 1/m has been sefithe average probability of error at node
. ' ' ’ 1, 1 = 1,2, is given by

information quantities are taken to the basisPZ;) is the set

of all probability distributions andi{™ (-) the set of (weakly) p = b 3 N(m).
typical sequences, cf. for example [34F{-} denotes the M meM
probability; lhs := rhs assigns the right hand side (rhs) to The second criterion is security. Similarly as in [1,2] we
the left hand side (Ihs), Ihs: rhs accordingly. characterize the secrecy level of the confidential message
m. € M, at node 2 by the concept of equivocation. The
1. BIDIRECTIONAL BROADCAST CHANNEL WITH equivocationH (M. |Y%, M,) describes the uncertainty of node
CONFIDENTIAL MESSAGES 2 about the confidential messadé. having the received
Let X andY;, i = 1,2, be finite input and output sets. ThersequenceYy and its own messagél, from the previous
for input and output sequence& € X™ andy? € Y7, i = MAC phase as side information available. Thus, the higher

1,2, of lengthn, the discrete memorylegsoadcast channék the equivocation is, the more ignorant node 2 is about the
given by W (yr y2|zm) == [17_, W(y1.x, yoxlzs)- Since confidential message that is solely intended for node 1.
we do not allow any cooperation between the receiving nodeszﬁD_ef'r“t'f)n 2: A rate-equivocation tUpl€R., Re, Ry, Ry) €
it is sufficient to consider the marginal transition protiibs R+ IS said to beachievablefor the BBC with confidential
W (yram) = [17—, Wilyixlar), i = 1,2, only messages if for any > 0 there is am(d) € N and a sequence
n thi pel TRk k) o ol wi f(n, M, ™, M{™)-codes such that for all > n(5) we
In this work we consider the standard model with a blocRf (n, Me oM ) oe u = n(0) w
code of arbitrary but fixed length. Let M, := {1,.., M{"} have't" > g _5 e’ > p ;5 leMT 5 p 5,
be the set of individual messages of nadé= 1,2, which is and
also known at the relay node. Furthevf, := {1,..., M{™} LHMYS, M) > R, — 0 (1)
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while ,ul"), Mg") — 0 asn — oco. The set of all achievable rate-and usually referred to gserfect secrecgondition.

equivocation tuples is theapacity-equivocation regioof the Corollary 1: The secrecy capacity regi@igy of the BBC
BBC with confidential messages and is denoted’kyt. with confidential messages is the set of all rate triples
If there is no additional confidential message for the rel&)R., Ry, Rs) € Ri satisfying
to transmit, we have the classical BBC for which the capacity _ _
achieving coding strategies are known [22—25]. Re < I(V: Y1|U) - I(V;Y2|U)
Theorem 1 ([22—25]):The capacity region of the BBC is R <I(U;Y;), i=1,2
) 9 .
the set of all rate pairgR;, Rp) € R that satisfy for random variabled) — V — X — (Y1, Y,) with joint proba-
R, <I(X;Y;|U), i=1,2 (2) bility distribution Py (u) Pyju(v|u) Pxpv (z[v) W (y1, yo|z). &
) The capacity-equivocation region in Theorem 2 describes
for random variable®) — X — (Y;,Y5)

with joint probability 6 scenario where the confidential message is transmittad w

distribution Py (u) Px|u (z[w)W (y1, yo|). Here,U is an aux- a0 p ot a certain secrecy levél,. Thereby, the equivocation
iliary random variable that describes a possible timeiagar rate R, can be interpreted as the amount of information of

operation. The cardinality of the range bfcan be bounded 5 ¢onfigential message that can be kept secret from the

by [¢4] < 2. ] . - - non-legitimate node. Therefore, Theorem 2 includes the cas
Remark 1:Following [25, Theorem 1] itis further possible e e “the non-legitimate node has some partial knowledge
to get rid of the time-sharing random varialdleso that the about the confidential information, namely &, > R..
region given in (2) simplifies to The secrecy capacity region in Corollary 1 characterizes th
R <I(X;Y;), i=1,2. (3) scenario with perfect secrecy which is, from today’s poiht o
N ¢ ttenti the broadcast . view, the practically more relevant case. Singe = R., the
ow, We ToCUs our attention on the broacdcast scenarlo W'E: fidential message can be kept completely hidden from the
an additional confidential message as shown in Figure 1 an legitimate node
pr?rient the ;n_?'r? result OI this \{vork.t. . £ th Remark 4:Here the security criterion is always given in
eorem 2:The capacity-equivocation regidleac of the oo o equivocatiomate which means that the equivocation
BBC with confidential messages is a closed convex set of thqgenormalized by the block length, cf. (1) and (5). This
o : 4 ) , cf. .
rate-equivocation tuplegR., Re, Ry, Bp) € R} that satisfy criterion is also known aweak secrecyThere exists a stronger
0<R.<R, (4a) version where (5) is strengthened by dropping the division

R. < I(V;Y1[U) — I(V;Y2|U) (4b) by n and therewith by considering the absolute amount of

c 7 7 . information leaked to the non-legitimate no&trong secrecy
Re+ R; < I(V;Y1|U) %.—I(Uin), i=1,2 (4©) in pidirectional relay networks is analyzed in [35].

R; <I(U;Y;), i=1,2 (4d)  Remark 5:In this paper we assume perfect channel state
for random variabled) — V — X — (Y1, Y») with joint prob- information at all nod_es. I_3ut in practical systems t_here is
ability distribution Py (u) Py (v]w) Pxyy (2[0) W (y1, ya|). always some uncertalr)ty in chanr_1e| statg information due
Moreover, the cardinalities of the ranges @fand V can be to the nature of the wireless medium or imperfect channel

bounded by estimation. Thus, to obtain robust strategies which wosb al
) under channel uncertainty, it is important to also take such
Ul < |X[+3, V< [X]7+4|X]+ 3. impairments into account for future work. Some results for

Remark 2:While for the BBC without confidential mes- the compound wiretap channel can be found in [36, 37], where
sages the auxiliary random variable only enables a time- the latter considers the strong secrecy criter_ion, cf. Rbn_ﬁa
sharing operation and carries no information, cf. Theorem gtrong secrecy for the arbitrarily varying wiretap chanisel
for the BBC with confidential messages we will see thé}nalyzed in [38] which provides a suitable model for secrecy
U carries the bidirectional information an¥l realizes an N uncoordinated networks.
additional randomization. In the following two sections we prove Theorem 2 and

Remark 3:The capacity-equivocation region of the BBGherewith establish the capacity-equivocation regigc of
with confidential messages, cf. Theorem 2, includes the df€ BBC with confidential messages.
pacity region of the BBC without confidential messages, cf.

Theorem 1. In the case of no confidential messages we have !ll. SECRECY¥ACHIEVING CODING STRATEGY

R. = R. = 0 and observe that there is no need for In this section we present a coding strategy that achieves
the auxiliary random variables anymore, since there are tie desired rates with the required secrecy level and tligrew
confidential messages to transmit. Therefore, With- V = X  prove the achievability part of the corresponding Theorem 2
in (4) we obtain the corresponding region given in (3).

From Theorem 2 follows immediately theecrecy capacity A, Codebook Design
region Csscof the BBC with confidential messages which
is the set of rate tripleSR., Ri,R2) € R3Y such that
(R¢, Re, R1, R2) € Cgge. Since we requireR. = R, in this
case, the secrecy condition (1) is often equivalently emitas

A crucial part is the construction of a suitable codebook
with a specific structure consisting of two layers. This isn€lo
in the following Lemma 1.

The first layer corresponds to a codebook that is suitable
LM Y3M) <6 (5) for the relay to transmit (bidirectional) individual megsa
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mly € M, andm) € M), to nodes 1 and 2 as well as a | I(U:Y) | IX; Y4 |U)
common (multicast) message;, € M, to both nodes. This

corresponds to the coding problem for the BBC with common [ 1200 ¥y)) I(X; ¥5|U)

messages which is studied in detail in [39]. ; | 1 } }
Then, for each codeword there is a sub-codebook with a MMz Mg J L

product structure similarly as in [2] for the classical ltoast = R. > I(X;Y,|U) >

channel with confidential messages. The legitimate receive

for the confidential message, i.e., node 1, can decode e&igh 2. The two bars visualize the available resources oh Hotks.
codeword regardless to which column and row index it cqrrggrﬂr'ngr?iecﬁoﬁp(lgr;% Qrt]g L"rvfe ?;rtfﬁeoggnﬁsesﬂg?tggrgﬁ{umgra%-';?fi’tg?'
sponds. But the main idea behind such a codebook desigrsiiger. > 1(X;Y1[U), some resources of the bidirectional communication
that the non-legitimate receiver, i.e., node 2, has to detoel have to be spent for the confidential message as well (reatiyedcommon
column index of the transmitted codeword with the maximufiess29®)-

rate its channel provides, and therefore is not able to decod

the remaining row index [3]. From Lemma 1 we see thd(X;Y;|U) > I(X;Y3|U) is the

Lemma 1. For anys > 0 Iet{_jfxf(Yl’Y?) be a Markov limiting criterion that decides if confidential communiicat
chain of random variables which further satidfyX; Y, |U) > is possible or not

1(X; Y2|U).
i) Let A;(mg, mb|m}) be the probability that node 1 de- _ _ _ _
codes(myy, my) € Mjx M, incorrectly ifm) € M/ is given. B. Achievable Equivocation-Rate Region
The probability of error\, (mg, m|ms5) for node 2 is defined  Next, we use the codebook from Lemma 1 to construct
accordingly. There exists a set of codeword§, € U", suitable encoder and decoders for the BBC with confidential
m’ = (mf, my,mb) € Mjy x My x My = M’, with messages.
1y AN N> I(U-Y) — 6 6a Lemma 2:Using the codebook from Lemma 1 all rate-
’f( og|/\/l?| + og|M/2|) = 1(U;Y3) (6a) equivocation tuplegR., R., R1, Ry) € R% that satisfy
1 (log |Mg| +1log IM}]) > I(U; Yy) — 6 (6b)

such that .
1 S R.+ R; <I(X;Y1|U) + I(U;Y;), i=1,2 (10b)
R 2 Mmoymalmi) < € (72) R < I(U;Y), i=1,2 (100)
m/eM’
1 N for random variabled] — X — (Y1, Y2) with I(X;Y,|U) >
M| Z Az(mg, mfmy) < ™ (7b) I(X;Y,|U) are achievable for the BBC with confidential
m/eM! messages.
ande™ — 0 asn — oo. Proof: For any U — X — (Y;,Y,) which satisfy

ii) Let A\1(4,//m’) be the probability that node 1 decoded (X;Y:|U) > I(X;Y:|U), any § > 0, and given rate-
j e J orle L incorrectly if m’ € M’ is known. Similarly, equivocation tuple(R., R., R1, R2) € R% satisfying (10a)-
X2(j]l,m’) is the probability that node 2 decodgse J (10c)we have to construct message sets, encoder, and gecode
incorrectly if | € £ and m’ € M’ are given. For each with
ul, € U™ there exist codewords?, , € X", je J,l e L,

m' € M, with s Liog|M.| > R.—§ (11a)
! Llog|Ma| > Ry -6 (11b)
~log|J| > I(X;Y2|U) -0 (8a) %10g|/\/l1| >Ry — 0§ (11c)

Llog|C] > I(X; Y41|U) — I(X; Y»|U) =6 (8b)
and further, cf. also (1),

such that )
| LHM[YS,My) > I(X: Y1 |U) - I(X: Ya[U) — 6. (12)
Y Y MG <M (@) ’
\TINENM| = 7= 7 The following construction is mainly based on the one for
1 the classical broadcast channel with confidential messages
. ’ (n)
TFNETAM DD nlilm) <e (9b) [2]. Thereby, we have to distinguish between two cases as
JET leL m'eM! visualized in Figures 2 and 3.
ande™ — 0 asn — oo. If Re > I(X;Y1|U), cf. Figure 2, we construct the set of
Proof: The proof exploits ideas from the BBC withconfidential messages as
common messages [39] for the first part and from the classical M, =T xLx M
c = 0

broadcast channel with confidential messages [2] for the
second part. The details can be found in the appendix®m where the sets/ and £ are chosen as in Lemma 1 and|,

Of course, the communication of confidential informatiors an arbitrary set of common messages such that (11a) is
and especially the codebook design above is only meaningfstisfied. The setdf; = M} and My = M), are arbitrary
if the channel from the relay node to the intended receiveuch that (11b)-(11c) hold. Finally, we define the deterstioi
provides higher rates than the one to the non-legitimate no@ncoderf that maps the confidential messagel, mg) € M.
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| 1U,Y,) | I(X; Y4]U) | equivocation

[ 11Uy, | I(X;Y5|U) H(M.[Yy, M)
‘ ‘ K — ‘ 2 H(M|Yg, M)
oMM, 7 oL H(M,, Y3 M) — H(Y3|M')

Ro<IKVIU) = H(M,, Y, X"|M) — H(X"M, M, Y) — H(YZ|M)

n !/ n ! n
Fig. 3. SinceR. < I(X;Y:|U), there are more resources for the Me, X" M) + H(Y5[M., M/, X")

confidential communication available than needed. This allthve relay to — H(X”|Mc’ M’,Y;) — H(Y;|M’)
enable a stochastic coding strategy that exploits all tldable resources by - ni~n
introducing a mapping frony/ to K. > H(X |M ) + H(Y2 |X )

— H(X"|M,, M, Y}) — H(Y}M). (13)
In the following we bound all terms in (13) separately. We
start with the first term and observe that for givelh = m’
the random variabl&™ has|7||L£| possible values. Since we
assumeX™ to be independently and uniformly distributed, we
5}5 veeH(X”|M’) = log |7 |+log |£|. With the definition of the
sJ and L, cf. (8) of Lemma 1, we obtain

and the individual messages; € M;, i = 1,2, into the
codewordz,,,, € X" with m’ = (mg, m), m5) andm] =
mi,i=1,2.

Remark 6:Since R. > I(X;Y;|U), a part of the confi-
dential message must be transmitted as a common mes
decodable at both receivers, cf. Figure 2. Therefore, tR
confidential rate is not only constrained by the channel é th LHX"M) — I(X;Y1|U). (14)

n o

legitimate node, but also by the channel to the non-legitm .
node, cf. (10b). Note that it is not possible to simply "adda]’:or the second term in (13) we get from the weak law of large

the remaining part to the individual message for node 1,%ineumbers

1 n|yn
this would require that this part of the confidential message wH(YZX") e H(Y>[X). (15)
already available a priori as side information at node 2. |f R, > I(X;Y,|U), the third term in (13) vanishes, since
If R. < I(X;Y1|U), cf. Figure 3, we setM. = K x L givenM, andM’ the deterministic encoder already determines

whereC is an arbitrary set such that (11a) holds. Further, wer |f R, < I(X;Y,|U), we have a stochastic encoder and
define a mapping : J — K that partitions7 into subsets of define

"nearly equal size” [2], which means n e n n
y q [ ] Lhim if (um/’ Ijlm’ y Y2 ) € AE )(UXYQ)

WL (k)| < 2| H(K")|, forall kK € K. ok, l,m) yh) = with h(j) = k

Moreover, sinceR, < I(X;Y1|U), there is no need for a set arbitrary otherwise
of common messages so th&t, = (. The setsM; = M|  Then we havé{X" # (M., M/, Y2)} < ™ with ¢ — 0

and M, = M, are arbitrary such that (11b)-(11c) holdgag;, 5 o and therefore, by Fano's lemma, cf. also [2, 3],
Finally, we define the stochastic encodgrthat maps the

confidential messag@:,!) € M. and the individual messages 2 H (X" M, MY, Y3) v 0 (16)
m; € M;, i = 1,2, into the codewordz7,,, € X™ With o that the third term vanishes also in this case. For the last
m' = (0,m},my), wherej is uniformly drawn from the set term jn (13) we define
h=1(k) c J andm] =m;, i =1,2. _ (n)
Remark 7:This time, set is not needed in total for Y2 if (up,y3) € AV (UY2)
the confidential communication. However, to force the non- arbitrary  otherwise
legitimate receiver, i.e., node 2, to decode at its maxy that
mum rate, we define a stochastic encoder that spreads the

confidential messages over the whole s&t Moreover, if H(Y3 M) < H(Y3[Y3) + H(Y3 [M).
R, < I(X;Y,1|U) — I(X;Y|U), the whole set7 is used For the first term we havB{Y?% # Y5} < €™ with ¢ — 0
for additional randomization. asn — oo by Fano's lemma, cf. [2, 3], so that it is negligible.

Up to now we defined message sets and the encoder.Mareover, following [2, 3] for givenM’ = m’ we get for the
both cases the decoders are immediately determined by ga@ditional entropy
decoding sets of Lemma 1. Hence, the achievability of t Sninel 1 (n) "
rates as specified in (10a)-(10c) follows immediately fro (YZ[M' = m’) < log | A" (Ya|up, )|
Lemma 1. < log(2"H(Y210F29)) — n(H(Y,|U) + 2e)

To complete the proof it remains to show that this codinghere the second inequality follows from the definition a th

strategy achieves the required secrecy level (12) at nOded%coding sets, cf. also [34, Theorem 15.2.2]. With this we
Proceeding as in [2] leK™ be the input random variable of ji4in

the channel,.v.vhose realizations are the codewarfls, € %H(%LM,) s H(Y.|U). 17)
X™ (as specified by the encoder above). Further,Mét= . - noo .

(M}, M, M5) be the random variable that corresponds to the Finally, by substituting (14)-(17) into (13) we obtain (12)
third index of the realization oK”. With M; = M/, i = Which establishes the desired secrecy level at node 2 and
1,2, from the definition of the encoder above, we get for thé@erewith proves the lemma. u
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C. Randomization and Convexity To complete the proof of achievability it remains to bound

Here, we complete the proof of achievability of Theorem e cardinalities of the ranges &f and V. Since the bounds
where the argumentation goes along with the one for tigéthe cardinalities depend only on the structure of the oamd

classical broadcast channel with confidential messages [2]Variables, the result follows immediately from [2, Appexidi
To obtain the whole region as given in Theorem 2, w@' [40, Section 17] where the same bounds are established for

follow [2] and introduce an auxiliary channel that enables dhe classical broadcast channel with confidential messames
additional randomization. Therefore we define the follayin
rate region. LetR be the set of all rate-equivocation tuples IV. OPTIMALITY
(Re, Re, R1, Ry) € RY that satisfy Already the presented coding strategy indicates that; basi
cally, the BBC with confidential messages exploits ideasef t
<R, <IV;Y —I(V;Y <R, 18 ; .
0% Re < I(V;Y1|U) (V3 Y2[U) _ R (182) BBC (with common messages) [22,39] and of the classical
Re+ Ri <I(V;Y1|U) + I(U; Yy), i=1,2 (18b)  proadcast channel with confidential messages [2]. Based on
R; <I(U;Y;), i=1,2 (18c) this observation it is easy to establish the weak converse by
for random variabled —V —X — (Y1, Ys) with I(V: Y4|U) > extepdlng the converse of the_classmal broadcast charnttel w
I(V: Ys|U). confidential messages [2] using standard arguments for the

Lemma 3:The rate regionR is achievable for the BBC BE\’;/: [Zﬁ’39]'t h that . ¢
with confidential messages. e have to show that for any given sequence o

Sketch of Proof: For any U — V — X — (Y1,Y>) (n’M‘gn)’M.l(n)’MQ(n))'COdes withy.y™, 5" — 0 there exist
with I(V;Y1|U) > I(V;Y2|U) the prefixing realized by the random variabled] — V — X — (Y1, Y2) such that
random variableV is exactly the same as in [2, Lemma %H(MC\YS,MQ)
4]. Then the achievability of all rate-equivocation tuples ’ < I(V: YU — I(V: Y, |U 0 19
(Re, Re, R1, Ry) € RY that satisfy (18) follows immediately < IV Ya[0) = I(V; Ya[U) +o(n) - (1923)

from Lemma 2. +H(Ms) <I(U; Y1) + o(n?) (19b)
We want to note that Lemma 2 provides only the achievabil- L H(M;) < I(U;Y2) 4 o(n°) (19¢)

ity with an equality in the condition on the equivocationerat l(H(MC) + H(Mg))

cf. (10a), instead of the proposed inequality in (18a). B i " < I(V: YA [U) + I(U: Y1) + o(n?) (19d)

obvious that if the rate-equivocation tufl&., R., R1, Rz) is

achievable, than each rate-equivocation tugte, k., R, R) (H(M,) + H(My))

with 0 < R, < R, is also achievable. Consequently, we can < I(V;Y41|U) + I(U; Yg) + o(n°) (19e)

further replace the equality by an inequality.
Lemma 4:The rate regiorR is convex.

3=

are satisfied. For this purpose we need a version of Fano’s
Sketch of Proof: Exactly as in [2, Lemma 5] it is easylemma suitable for the BBC with confidential messages.

to show that any linear combination of two rate—equivocmtiot_ :_emma 6 (Fanoshlneqijhaht%/)lior _the BBC. with (;olr:wﬂde,n-_
tuples inR is contained iR which proves the convexitym 1a rr:_essages we have the lollowing versions ot Fanoss in-
It remains to show thaR describes the same rate region agquality

the one specified by Theorem 2. H(M,, Ma Y™, M) < M(ln) log(M{E”)Mén)) +1= negn)
Lemma 5:The rate regiork equals the regio@sgc given n (n) (n) (n)
in Theorem 2. HM[Yz, My) < iy " log My + 1 = ney
: it 1 i n o y (n) asp(n)
Proof: From the definitions of the regiorn&gc and R with €§ ) ] g(]\ICn M )Mgn) i 711 ~ 0 and Eén) _

it is obvious thatR C Cggc holds. To show the reversed1 MO () o

inclusion, i.e.Cesc C R, We take any rate-equivocation tuple—25—py" + = — 0 for n — oo as ™, uy" — 0.
(R, Re, R1, Ry) which is in Cggc for someU — V — X — Proof: The lemma can be shown analogously as in [22,
(Y1,Y3), and show that this tuple is also iR. To show 39], where similar versions of Fano’s inequality for the BBC
this, we construct similarly as in [2] the maximal achieeablwith and without common messages are presented. Therefore,

confidential and equivocation rates that are possible feseh we omit the details for brevity. [ ]
individual ratesR;, R, and random variable — V — X — We start with some upper bounds on the entropy terms.
(Y1,Y2) as Using the fact thad., M;, M, are independent, the definition

. ) of mutual information, the chain rule for entropy, and Fano’
R = I(V; Y1|U) + min {I(U; Y1) =Ry, I(U; Y2) = Ro } inequality, cf. Lemma 6, we obtain for the entropy of the
R: =1I(V;Y1]U) — I(V;Y2|U). confidential message similarly as in [2, Equation (35)]

Based on this construction we observe that for givinand H(M,) < I(Mq; Y} My, My) + ne&") (20)

R, the extremal point R}, R}, R1, Rs), (R:, R:, R1, R2), o o
(R*,0, Ry, R»), and (0,0, Ry, R>) belong all to the desired @nd for the entropy terms of the individual messages sityilar

region R. But since0 < R, < R* and R, < R, < R*, asin[22]

it follows from the convexity ofR, cf. Lemma 4, that the H(Ms) < I(My, My; YT +n€§n) (21a)
original rate-equivocation tupleR., R., Ry, Ry) is also inR B N (n)
which proves the lemma. [ | H(My) < I(My, My; Y3) + ney (21Db)
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Note that each entropy term is bounded from above by a mas in (25) to obtain the upper bounds (19b) and (19c¢) on the
tual information term that involves both individual messag individual messages. But for the other bounds (19a), (18,
and not only its own message. Thus, this already indicatgs t(19e) we have to keeR; andXj and to apply the following
the optimal processing will combine both individual messag lemma.
into one data stream based on the network coding idea. FurtheLemma 7:We have the following identitiest; = X7 and
for the equivocation we get Yo =X5.
H(M.[YZ, M,) Proof: In [2, Lemma 7] a similar result for the classical
el 2,2 broadcast channel with confidential messages is given. Our

= H(Mc[Y3, M1, M) + I(M¢; M1[Y3, Mo) result follows immediately by simply replacing the common
= H(M.|My,Ms) — I(M¢; Y5 | My, Ms) message in [2, Lemma 7] by our two (bidirectional) indivitlua
+ I(Mg; MY, M) messagedI; and M. m

As in [2, Sec. V] we introduce an auxiliary random variable

=T(M.: Y M, Ms) — I(M.: Y} M, M L
(Me; Y7 My, Ma) — I(Me; Y5 My, Mo) J that is independent ofl,, My, M,, X", Y7, and Y7 and

+ H(M[Y7', My, Ma) + I(Me; My [Y3, Ma) uniformly distributed over{1, ...,n}. Further, let
< (Y? - (YD .
SOy TR AR g U= (] ¥ M My, ) (252)
e ne V= (U, M,) (25b)
where the last inequality follows from Fano’s inequality, c X =X, (25¢)
Lemma 6, andd (M.|YT, M, M) < H(M,, Ma|YT, M;) < )
net” and I(MgMi|Y3, M) =  HOML|YS, M) — Yi=Yay, i=12 (25d)
H(M,;[Y3, M., My) < H(M,;[Y3, M) < ney”. so that
The next step is to expand the mutual information terms n
in (20)-(22) by making extensively use of the chain rule for 1 ZI(Mc§Yl,k|Y]1€717?]2€+17M1>M2)
mutual information. For notational convenience we Xét= ni
Yi1,. Yix and Y5 = Yoy, ..., Ya, as suggested in [2, = I(M,; Y1|U) = I(V;Y,|U)
Sec. V] for the classical broadcast channel with confidéntia L
messages. We define ” ZI(Mc;Y27k|Yf’_1,?§+1,M1,M2)
n k=1
D= I(Y5M Y Y, My, My) = I(M,; Y2|U) = I(V; Y,|U)
knl and
ET = ZI(Y’fil;Yg’H?éﬂraMhMg) 1 n B
st - > I YA My, My; Y )
and the analogous ternis, and X4 with M;, M, replaced k=1
by M., M;, M,. Then by replacing the common message in =I(U;Y1]J) < I(U; Yq)
[2, Sec. V] with our (bidirectional) individual messagesisi 13 bl okt
straightforward to show that, similarly as in [2, Egs. (38)])], - > I YA M My; Yo )
the mutual information terms in (20)-(22) can be expressed a k=1

=1(U; Y2|J) < I(U; Ya).

T(M,; YP My, My) = ZI(Mc;Y17k|Yf*1,\?’§“,M1,M2) Now, to complete the proof |§ remains t'o put all ingredients
together. Therefore, we substitute this into (23)-(24)plap

Lemma 7, so that with (20)-(22) the weak converse is estab-

lished. ]

k=1

+ 31— (23&)

T(Me; YBIMy, My) = > T(M,; Yo r [YEH YA M, My)
1

k= V. CONCLUSION

+ 37— %3 (23b)  In this work, we analyzed the bidirectional broadcast chan-
and nel with confidential messages and therewith studied pri-
n vacy in a bidirectional relay network that exploits prirleip
I(My, My; Y7 < I(Y’f‘l,Y’§+1, My, Mg; Y1 1) — 1 from network coding which makes the optimal processing by
no means self-evident. We characterized the corresponding
(24a) capacity-equivocation and secrecy capacity regions iaildet
- This further describes the efficient integration of bidiiecal
I(My, Mp; Y5) < T(YYH Y5 My, My; Yo ) — 5. and confidential services at the physical layer in bidicewil
k= relay networks. The integration of an additional multicast
(24b) service is then discussed in [41]. Such studies are initiate
Note that it suffices to drop the non-negative tefmsand>j operators of wireless networks to further increase thetsgec
in (24a) and (24b) and to define the auxiliary random varmblefficiency. This concept is known gzhysical layer service

k

I
—

3

—
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integration (PLSl)and becomes more and more important fdf there is a unique(mg,m}) € Day(mh,yy), with its own
future wireless networks and, especially, 5G cellular meks. m/, € M) and givenl € L it creates

We note that the bidirectional broadcast channel with con-
fidential messages is completely different to the bidicewl Doy (I, m/, y5) = {j € T : (up, 2,0, y5) € AE”?(UXYQ)}.
broadcast wiretap channel, where the relay should enable a
secure bidirectional communication such that the bidioeal It declares thafj,l,m’) € J x £ x M’ has been sent if there
messages itself are kept as secret as possible from possibla uniquej € Das(l,m/,y5). The events of an error are
eavesdroppers outside of the bidirectional relay netwbhiis defined accordingly as for node 1.
is an interesting and important topic for itself and is stadi  3) Analysis of probability of error:For the following anal-
for example in [32, 33]. ysis we introduce for anyj, i, m’) € J x L x M’ the random

error events for node 1:
APPENDIX Eun (i, mlrl) = { (o, uf) ¢ AP(UY 1)}

Here we present the proof of Lemma 1. As in [3] we prove; 1o (1, mly|ml) = {3 ( 0,2) # (m,m}) :

the existence of a codebook with the desired properties by

random coding arguments. (Whgmt - U1) € AT (UY1)}
1) Random codebook generation and encodivge de- Eys3(j, 1 m") = {(up ﬁm, m) ¢ A (UXY)}
fine (bidirectional) message set$t;, ¢ = 0,1,2, such _ s g
that |M)||M,| = L2n(I(U;Y1)—5/2)J and IMLIM| = Eqy ]7l|m _{ (4,1) 3 1)
|2n((U; Vo)~ 3/2)| are fulfilled. Further, we choose (confiden- (u:Ln’7 ﬁmny?) € Al (UXY1)}.
tial) message setg and £ with | 7| = [2nU(X:Y2[U)=9/2) _
and |£] = |2nU(XY1lU)-I(X:Y2[U)=6/2) | Obviously, these From the union bound we get for the probabilities of error

sets satisfy conditions (6) and (8). In the following, we

/ li / / / /
consider only the case where these sets are non-érapty A (mg, mo|my) < P{Ey1(mp, ma|mh) }

26a

cete = 3/8, + P{Era(my )} %
In a first step, we generate\’| = |/\/l [|IM]]|MS] in- MG, Um) < P{Es(5,1m)}

dependent codewords?, € U™ with m’' = (m}, m, mb) +B{EL, ')} (26b)

according toPy~ (u™) = [r_, Pu(us). Then, for each.), €
U we generate.7||L| mdependennt codewordsj,,, € X" where each one is bounded separately using standard argu-
according toPxn un (¢" [uyy,,) = [Tx—y Pxju(@kltm )- ments, cf. for example [34].

2) Decoding: The receiving nodes use typical set decoding gqor P{ By (mj, mb|m})} we know from the definition of

where each node uses its received sequence and its gifledecoding sets, cf. also [34], that for increasinge have
information to create the decoding sets. In more detail, if

T, € X" ha_\s been sent, node 1 uses the received sequence P{(ul,yl) ¢ AE”’(UYl)} .0 (27)
y € Y and its own message) € M) to create n—00

Dyy (mh, y) = {(mly, mh) € M) x M} : With 7 = (g, mf, 7he) we get for the second event

n n (n)
(i) € ASCOD - p{ ooy, )}

If D11(m},y}) is empty or contains more than one element, < |M;||M5| P{(u"momimz,y?) e A (UY1)}
node 1 maps to the symbadl, cf. also Definition 1, and B , , " n
declares an error. Otherwise, in a second step it uses thaeuni Mol M| Z(ﬂ) Py (1) Pon ()
(mpy, mb) € D11 (m},y}?) and its ownm/, € M to create (u v ) €A (UY1)
< 9n(I(U;Y1)=38/2)gn(H(U,Y1)+e)g—n(H (Y1) —€)g—n(H(U)—¢)
A (7 N : . -
DlQ(m 7y1) T {(],l) €J X L: =9 "t __y (28)
(“zl ’ ]lm ’yl) € Agn) (UXY1>} e

Again, if Dia(m/, ) is empty or contains more than OneWhere the first inequality follows from the union bound, the
1 v J1 ! /
element, node 1 maps tband declares an error. Other\leesecnc;nd one fro;rth(r:JeYd)ifel)mt|on of the setd,, M and

if there is a unique(j,l) € Dix(m/,y}), it declares that [A (UYy)| < 2 ' cf. [34], and the last equality

(j,l,m') € J x £ x M’ has been sent. om § = 8e. Substituting (27)-(28) into (26a) we conclude

Similarly, node 2 usegy € Yy andm), € M) to define that)\l(mo,m2|m1) — 0 asn — oo. _ _
For P{E13(j,l|m’)} follows, similarly as in the first event,
Dy (mbh, ys) = {(mgym’l) € Mj x M : from the definition of the decoding sets that for increasing

uﬁl/,y" € Agn) Uy . n n n n
(1,8) € AT (UY2)} P{ 5 00) # AP UXYD} — 0. (29)

1We need not consider the trivial cases of zero rates singeatealways )
achievable. It remains to bound®{F14(j,1|m’)}. Therefore, we proceed



SUBMITTED TO TRANSACTIONS ON COMMUNICATIONS (TO BE PUBLISHED)

as in the second event and obtain

P{E13(j,1/m')}
<|JL]

(10]

2.

(ur, a? , yp) €A™ (UXY))

Py (7 upy) (11]

N [12]
X PXn |un (ljim’

< |7||£)2nHUX Y1) e) g=n(H (Y1[U)~c)
% 2—"L(H(X|U)—6)2—71,(H(U)_6)

(30)

[t ) Pom (1)
[13]

S 2—n4e 50

n—oo

(14]

2n(H(UX.Y1)+6) and the third from 7| £| < 2nU(X:Y1[U)=9)
and o = 8e. Substituting (29)-(30) into (26b) we end up with
A1(4,lm') — 0 asn — oc. [16]
The analysis for the probability of error at node 2 follows
accordingly with the r%?)dom error evenis, (mg, my|msy) [17]
{(upr,yz) & AT(UY2)}  Eaa(mg, mi|ms)
{300, 1in) # (mbemh) = (Ul g 98) € AT(UYS)},
Ex(illm') = {(uh,afi0.98) ¢ A(UXY2)}, and
Eaa(jllom’) = {3] # j « (uf,a® y5) € AM(UXY,)). 119
Using the same arguments, it is straightforward to show that
the probabilities of error fulfill [20]

where the second inequality follows fromd ™ (UXY,)| < 5]

(18]

Aa(mg, mh|miy) < P{ Eai (mg, m)my) }
+P{E22(m6,m’1\m’2)} = 0
)\2(j|l>m/) < P{EQS(J”am/)}
+P{Ea(jll,m")} — 0.

(31)
[21]
(32) 22
From (27)-(32) we conclude that the probabilities of error
averaged over all codewords and codebooks, get arbitraffy!
small. Finally, from the random coding argument it follows
that for n large enough there exists a codebook with th4]

desired rates (6) and (8) that satisfies the conditions on the
probabilities of error (7) and (9) proving the lemma. B |55
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