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Abstract

This letter is concerned with transmit and receive filteriaftation for the K-user MIMO inter-
ference channel. Specifically, linear transmit and recéter sets are designed which maximize the
weighted sum rate while allowing each transmitter to wtilanly the local channel state information.
Our approach is based on extending the existing method oifmizimg the weighted mean squared
error (MSE) for the MIMO broadcast channel to the K-useriifgence channel at hand. For the case
of the individual transmitter power constraint, howevest@ightforward generalization of the existing
method does not reveal a viable solution. It is in fact shdwat there exists no closed-form solution for
the transmit filter but simple one-dimensional parametarceyields the desired solution. Compared
to the direct filter optimization using gradient-based skaour solution requires considerably less
computational complexity and a smaller amount of feedbaskurces while achieving essentially the
same level of weighted sum rate. A modified filter design i® asesented which provides desired

robustness in the presence of channel uncertainty.
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I. INTRODUCTION

To achieve high spectral efficiency, much effort has beended on improving the achievable
rate of multiple-input multiple-output (MIMO) interferee channels [1]-[3]. A notable scheme
in this area, the interference alignment (I1A) technique4jfdonfines all undesired interferences
from other communication links into a pre-define subspaa ashieves a maximum-capacity
scaling. However, it is also known that IA can only offer a gptimal sum rate at finite signal-
to-noise ratios (SNRs) [3].

In this letter, we aim at maximizing the sum rate in the K-udév1O interference channel. We
consider two linear transceiver design methods. One ishi®isum-power-usage-limit constraint
and the other applies to the per-transmit-node power-usaggtraint. The former can be viewed
as a network-level constraint whereas the latter is more déwace-level constraint. In both
designs, to maximize the weighted sum rate (WSR), we pursnemnmation of the weighted
mean squared error (WMSE). The idea of maximizing the WSR reizeiver-side WMSE
minimization was originally developed for the multi-uselND broadcast channel [5]. Our
sum-power-constrained method could be seen as a geneadip& the approach of [5] to cover
the K-user MIMO interference channel and can be obtaineddiseat extension of the method
in [5]. However, our individual-power-constrained methisdnot a direct generalization of the
method of [5] due to multiple power constraints. In fact,ikelin the case of the broadcast
channel, we show that there is no closed-form solution ferrtfinimum WMSE transmit filter,
although a simple one-dimensional search for the powaerstidg parameter leads to the desired
solution. Using simulation results and analysis, we vetiifgt both proposed schemes achieve
the maximum WSR with lower computational complexity thae tradient-based optimization
of the transmit and receive filters [2]. Also, unlike in [24i]] [6], our schemes require only the
local channel state information (CSI) (i.e., each tranwmnibteeds to know only the CSI of the
links originating from itself whereas the MIMO interferenchannel precoder designs in [2],
[4], [6] require the CSI for all links). Additionally, we disiss modified transceiver design that
provides significant robustness in the presence of inatz@8sl.

Related ideas for the MIMO interference channel can alsoobed in [3], [6]-[10]. In [3],
[8], the minimum MSE (MMSE) transceiver is designed witheonsidering different weights

for the MSEs at multiple receivers. In [6] suboptimal MSE glgs are used. In contrast, our
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weighted MMSE transceiver design relies on a set of MSE wigitfat provides a direct link
between the weighted MMSE (WMMSE) and WSR criteria. The WM& sed weighted utility
maximization is also considered in [7], but there only a Brgdpta stream is assumed between
a given user pair. A very similar idea on maximizing WSR via B minimization under the
individual power constraint has been discussed in [9]. Buatike in our approach, the inter-
dependency between the transmit-power-adjusting Lagramgltiplier and the precoding matrix
has not been considered in [9]. In our individual-powerstaained transceiver design, this inter-
dependency is handled by introducing one-dimensionatkefar the Lagrange multiplier. This
means that the method of [9] requires recursive optiminati@sed on exchanges of filter-setting
information among all transmitters. Our method does notiiregrecursive filter adjustment and
no data exchanges are needed among transmittérsmlly, we present a modified transceiver
design method for the imperfect-CSI environment and amatiiz computational complexity as
well as the required feedback amount in comparison with tilagignt descent method [2].

The following notations are used. We employ upper case aoddfetters for matrices and
lower case boldface for vectors. For any general mafkx, X”?, X*, X, Tr(X), det(X),
vedX), SVD(X) denote the transpose, the conjugate, the Hermitian traespbe trace, the
determinant, the stack columns, and the singular valuendgosition of X, respectively. The
symbol|| - ||, indicates the 2-norm of a vector. The symlipldenotes an identity matrix of size

n.

II. SYSTEM MODEL

We consider the MIMO interference channel where precodiag enly be done over one
transmission slot. As shown in Fig. ¥ source nodes simultaneously transmit independent
data streams to their desired destination nodes and germrathannel interference to all other
undesired nodes. In this system each source 4&jé is equipped withA/ antennas and each
destination node{D,} has N antennas(k € {1 ~ K}). The MIMO channels fromS; to

D; are modelled byH;; € C"*M (i, 5 € {1 ~ K}) whose coefficients are independent and

The independently conducted and recently published workl@f. which was brought to our attention by an anonymous
reviewer, also pursues maximization of the WSR via weiglhMi&E minimization. The transceivers in [10] do become theesam
as our proposed individual-power-constrained transceivhen each base station serves a single user. Relative todtk of

[10], this letter includes the sum-power-constrained meéths well as a method to handle mismatched CSI.
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identically distributed (i.i.d) complex Gaussian randoariables withCN (0, 07). We assume
that the channel information is onlgcally available, i.e., each node knows only the coefficients
for the channel link originating from itself. Note that theepoder designs of [2], [4], [6] are
based on the availability of thglobal channel information. Les, € C¥*! denote the symbol
vector fromS;, with E[s;sf] = I, whered is the number of data streams oy, d < M, N
and the value ofl is chosen to meet the feasibility of degree of freedom [11§0A/,, € CM*¢
denotes the precoding matrix 8. Then, theN x 1 received signal vector &, is represented

as

K
Yi = Hgp Vise + Z Hy; Visi + ny, 1)
i#k
wheren;, denotes the i.i.d complex Gaussian noise vectddawith CN'(0,021y). Then,D;,

combines its received signal witli,, € C**" to decode the desired signals:
K

St = Uryr = UpHp Visy + Uy, Z H,;; Vs + Upny. 2)
i£k
Our goal is to find{ V. } and{U,} that maximize the WSR under the sum-power constraint and
also the individual-power constraint. We assume a uniteng@iance €2 = 1) without losing

generality.

[1l. WEIGHTED SUM RATE MAXIMIZATION

First consider finding V. } that maximizes
K
> R subjecttod Tr(Vi V) =Pr or T(V,V})=P Vk (3)
k=1 k

where the subscript points the source node and its intended destination npgejenotes

the weight, R, is the achievable rate?r represents the maximum sum power allowed for all
transmitters and’; is the k-th node’s maximum transmit power. With Gaussian signalthg

achievable rate takes the well-known form:
R, = log {det(IN + B H, VLV H,fk) } (4)

where®, = Iy + Zf;k H,,V,.VEHL. We attempt to solve this WSR maximization problem
by minimizing the weighted receiver MSE, as has been don¢hi®MIMO broadcast channel
[5]. This approach was also attempted for the K-user MIM@rifgrence channel in [9] under

the individual-power constraint, but our solution is difat as elaborated below.
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A. Relationship between achievable rate and error covargamatrix

To understand the link between the WSR maximization proldaechthe WMSE minimization
problem in the K-user MIMO interference channel, we needl&oify the relationship between
the achievable rate and the error covariance matrix. Tlgisraent is parallel to one given in [5]
for the MIMO broadcast channel. For the MMSE receive filteDat we write

UI(CMMSE) = arg minEHUkYk - Sk||g

K
=VIH[(Y HuV.VIH +Iy) 7, (5)
i=1
and the error matrix foD, is given by

Ey =E{(UMY Py, —s) UMMy, gy
=(Iy + @, 'H, V., VIHZ) (6)

Comparing (4) and (6), the relationship between the achieveate and the error covariance
matrix is established as:
Ry, = log {detE; ")} 7)

which, not surprisingly, is identical to the relationshigtlveen the rate and the error covariance
matrix for the case of the MIMO broadcast channel [5]. App#iethough, the error covariance
matrix E; here is different from that of the broadcast channel due ¢optitesence of multiple
sources. Note that this relationship between the achievaté and the error covariance matrix
holds for any{V,}, implying that (7) is true with either transmit power coadgtt.

B. MSE weight design

Now consider finding{V,} that solves the following WMMSE problem:

K
min » Tr(W,E;) subjecttod Tr(V,V{)=Pr or To(V,V{)=P Vk (8)
k

k=1
where W,, € C%*¢ represents the MSE weight. Again following the argument%}f fhe MSE
weights can be chosen so that both WSR and WMMSE problemsaagenmon solution. For
this, set up the Lagrangians for (3) and (8):

K K
Livsn=— D iR+ ONY THVAVE) = Pr) + (1 - 0)(
k=1 k=1

M(TH(VVE) = Py))

g
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and

Lwnse = Y THWEL) + A Tr(ViV{T) — Pr) + (1 - 0) ( D M(Tr(VVE) = Pk:))
h=1 i i

respectively, wheré@ selects the desired power constrairt£ 1’ for the sum power constraint
and 9 = 0’ for the individual power constraint)) and{);} denote the Lagrange multipliers for
the two transmit power constraints. Next, equate theirigrdad obtained via the matrix derivative
formulas: d{In(det X))} = Tr{X"'d(X)}, d{Tr(X)} = Tr{d(X)}, vedd(X)} = d{vedX)},
Tr(XTY) = vedX)TvedY). Subsequently, the resulting MSE weight can be found as

o HE
W, = mEkl. (9)

Note that the choice of the MSE weight3V, } is irrelevant to the transmit power constraint,

which makes sense g3V, } are receiver-side design parameters.

C. Sum power constrained precoder design

We are now ready to find the transmit precoding matrix thatimizes the WMSE under the

sum-power constraint, i.e., finfiV,} that minimizes

K
D E[T{Wi(sk — B7'8) (s — 57'8,)"}] subjecttod Tr(V,V{) =Py (10)
P

k=1
where{W,} is set according to (9) an@lis a scaling parameter. With matrix derivative formulas,
the WMMSE transmit filter that satisfies (10) can be shown to be

Vi =BV, (11)
—1
whereV, = (‘I’k + %TUUH)IM) HEUIW,, ¥, = Y11 HIUFW,UHy, and 8 =
Pr .
LA A

This result is a rather straightforward generalizationhaf WMMSE precoder in the broadcast
channel. It can indeed be seen that setlifig = H,, for all 4, our solutions (5), (9), and (11)
reduce to the respective receive filter, MSE weight and tméinfiiter solutions obtained for the

multi-user MIMO broadcast channels through WMSE minimaaf5].
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D. Individual power constrained transceiver design

Now let us consider the individual-power-constrained raekw\We proceed to find the transmit

filter that minimizes the weighted MSE:

K
> E[Tr{Wi(si — $)(sk —8x)"}]  subject to TEVi V) = P Vk. (12)

k=1
Again equating the gradients of the Lagrangians correspgntb the WMMSE and WSR
maximization procedures and using the matrix derivativenfidas, the WMMSE transmit filter
at S, is found as:

-1
Vi Z(‘I’k + )\k:IM> H; UW,, (13)

where )\, is set to satisfy the transmit power constraintSatand again{ W} are as given in
(9). Unlike the sum-power-constrained WMMSE precodersldj) (for which the power control
parameters are found in closed form, here we resort to a ncahenethod to find\,, due to
the inter-dependency betwedf, and )\, in (13). Fortunately, based on the following lemma,
A can be found with simple one-dimensional (1-D) numericalrcle.

Lemma 1:The per-node transmit power, (M,(\x)Vi(A\:)), is @ monotonically decreasing
function of \.

Proof: Let SVD(¥;) = Q. X, Q. Then, the transmit power &, is given by

TH{(ViOw) Vi) =Tr{(Qe =k QY + MIym) 'HEUE W, U H (Qr QY + MIn) Y}

=Tr{(Zy + \eInm) QY HL U W, U Hy Qi }

_Z szz (14)

O']”—l-)\k

whereIl;, = QIHZ UFW, U, H;,, Qi , [I1);; is theii-th element ofl1;, and oy ; is thei-th
element ofE,. Because)\, > 0, Tr{V.(\:)Vi(\x)?} is monotonically decreasing with,. ®
Note that the proper set of MSE weights for the K-user MIMCQeifgrence channel has
already been derived in [9] in the process of establishingranection between the WMMSE
problem and the WSR maximization problem. In [9], thougle tlansmittelS,, is expressed as
a function of itself as well as transmitters at the other spde.V, = f({Vy,---,Vk}). The
consequence of this formulation is that the transmitteuntsmh in [9] cannot be found without

recursive calculation and additional filter-setting imf@tion exchanges among all transmit nodes.
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In contrast, our transmit filter design is based on a cleangeition of the inter-dependency
between)\, and V,, and as a result the proposed transmit filter (13) can be fakraigh a
simple 1-D numerical search with no additional informatidV,} (I # k)) exchanges needed

among the transmit nodes.

E. Iterative algorithm to maximize the weighted sum rate

In the previous sections, we found the MSE weights and thesesguently WMMSE receive
and transmit filters with both the sum-power constraint dredindividual-power constraint. Each
of three sets of parameters - MSE weights, transmit filtedsraoeive filters - is derived assuming
the other sets are given. In practice, to find optimum WSRt&wig, the inter-dependencies
between the parameters are handled with the following titeraor alternating optimization

algorithm.

Algorithm 1 Obtaining the optimal WSR transceivers via the WMMSE ciiter
Initialize I = 0 and {V\"'}, calculateR{)),..

repeat
l=14+1
Step 1: CaIcuIath,i”HVgl_l)} for all k& using (5).
Step 2: Calculatav " |{V{"V} for all k using (9).
Step 3: Calculaté/,il)|{U§l)}, {WZ@} for all k£ using (11) for the sum power constrained
case or (13) for the individual power constrained case.

until |RY),, — R{0)| < e, wheree is some arbitrarily small value anBl,,,,, = 3, i Ry.

The algorithm is common to both the sum-power-constrairesigth and the individual-power-
constrained design. This algorithm is provably converdera local optimum; this can be shown
by proving monotonic convergence of an equivalent optitiongproblem based on expanding the
WSR maximization problem of (3) to add the MMSE weights araknee filters as optimization
variables, as has been done for the MIMO broadcast chanijg].ilVe note, however, that this
algorithm does not guarantee the global optimal solutiortesthe WMMSE minimization (8) is
notjointly convex over all input variables. To reasonably approaclofitenal solution one must

resort to repeated runs of the algorithm using differeniahisettings, or, for computationally
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8

efficient initialization, choosqv,(f)} in Step 1 from the right singular matrices ¢Hy.} or
from random matrices generated according to the normaiilalision with zero mean and unit

variance [8].

V. ROBUST TRANSCEIVER DESIGN FOR IMPERFECT CHANNEL INFORMATI®

In practical scenarios, mismatch between the true chafiel} and the estimated channel
(denoted by{f{ij}) is inevitable because of the channel estimation errorg [h2this section,
we design robust transceivers for mitigating the perforceadegradation caused by channel
mismatch. We assume th&H,;} is related to{H,;} by H;; = H,;; + A;; Where the elements
of A;; are independent and identically distributed (i.i.d.) céempGaussian random variables

with variances% [12]. Then, the received signal can be rewritten as
K

Sk = Up(Hp, — D) Visi + U Y (Hii — Ag) Vis; + Ugny (15)
i£k
where{V,} and{U,} are computed fronfH,,} with no knowledge of the presence pA;}.
We try to mitigate the effect of channel mismatch by minimgthe appropriate metrics averaged
over A;j's.

1) Modified MSE weight:Following the design procedure in previous sections, a modi
fied version of the MMSE receiver filter is found &%, = VI/HZL (XX H,V,VFH! +
SK L oA Tr(Ay,)In + Iy)~!, where SVOV, V) = Q:Ay, Q. The modified MSE weights
that force the optimum solutions of the WSR maximization ANMMSE problems to be
identical are derived a8V, = %E;l, whereE, = (Iy + ®;'H,,V,VIH)"' and ®;, =
Iy + Zf;k H,, V,VIH} + Zfil oATI(Ag, ) Iy

2) Robust transceiver design with the sum power constrdine modified transmit filters are
derived based on the following optimization problem:

K
min » E[T{Wy(sy — 57'8)(si — 5'8)""}] subjectto Tr(V, V) =Pr.  (16)
Utilizing I:n;trix derivative formulas, the resultant mod'di-WMMSkE transmit filters are obtained
as

~ ~

Vi =V, (17)

o (o T (WL 0,0 K THEFOAW,. 5. [P
Vyherer = ~(\Il/zi—i- ) 1~rP~T IM+E~Z-:1 O'NQA-l:r(Aﬁi)IM> HZUIW,, 3 = #TZ%H)'
¥, =S~ HIUYW,UH,, and SVOUPW,U,)) = Q;Ag,Q;".
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3) Robust transceiver design with the individual power t@mst: The optimization problem
to derive the modified precoder is
K ~ ~ ~
min » E[Tr{Wy (s — §)(s; — §)"}] subject to TEV, Vi) = P, Vk. (18)

k=1
With the matrix derivative formulas, the modified-WMMSE niemit precoder ag, with the

individual power constraint is written as
~ ~ ~ K -1 ~ ~
' :(mpk + 0y + Y UZTr(Aﬁi)IM> 02 UIwW, (19)
i=1

where the power control parametgr is also found by numerical 1-D search.

Note that, for the above derivations, we have assumed tleavdlue of the channel error
varianceo? is perfectly known. In the practical systems, the channebrevariance can be
estimated through an appropriate statistical approach B&ow, we also present numerical

performance results corresponding to the cases where ihievariance is not perfectly known.

V. DiscussioN COMPUTATIONAL COMPLEXITY, CHANNEL STATE INFORMATION

In this section, we analyze computational complexity amguimed feedback resources. For

comparison, we also analyze those of the gradient descethbrhef [2].

A. Computational complexity

We consider the number of complex multiplications as a cexiff measure. As summarized
in the Table I, the number of complex multiplications is prdjonal to the number of itera-
tions. The proposed method with the sum-power constrainttwhas a single iteration loop
is computationally the most efficient. Whereas both the psed method with the individual-
power constraint and the gradient descent method requirblelateration loops, i.e., the outer
loop for updating the sum rate and the inner loop for adjgstime Lagrange multiplier (in
the case of the proposed method) or for updating the step(sizéhe case of the gradient-
based method). Calculating the gradient and adjustingttpe size require more computational
resources. According to simulation, when SNR0O=dB which is in the mid SNR regiméy = 4,
M = N =5, andd = 2, the minimum average numbers of iteration for the convergesf sum
rate, updating the step size of gradient method and 1-D Isedith bisection method ar&0, 10

and 10, respectively. In accordance with thede,= 10, I, = 10 and I3 = 10 are chosen. The
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10

symbolsck;, ¢4, andc, denote the computational complexity of a matrix inversibmox N
matrix, a singular value decomposition 8fx M matrix, and a Cholesky factorization &f x NV
matrix, respectively. The corresponding values for thomgables are2 N3, 7N M? + 4M3, and
%N?’, respectively [14]. Fig. 2 shows comparison whieh= N = 5 andd = 2 2. As expected,
for the same WSR values the proposed method with the sumfpoevestraint has the least

complexity while the gradient descent algorithm is the numshputationally complex.

B. The amount of required feedback information

To find the optimized transmit precoders, each transmit medeires feedback information.
As illustrated in Table I, feedback information is compdsaf CSI and coefficients for filter
updating. For a given transmission slot, CSI feedback igired once, but the filter coefficients
are updated several times due to the iterative optimizaigorithm. Although the proposed
method requires a larger amount of feedback informatioritferiteratively updated coefficients
such as MSE weight§W, } and receive filter coefficientSU, } than the gradient descent method
does, the amount of CSI feedback for the proposed methodabesrthan for the gradient descent
method. This is because, unlike the global CSI requireménie gradient-based method, the
proposed methods need only local CSI. From Table Il, we eks#rat as the network size
grows (i.e.,K increases) the required feedback resources for local GStaefficient updating
increase linearly, but those for global CSI increases quiadily. Fig. 3 clearly shows that
with I; = 10 the proposed methods are advantageous in terms of reqeieeitbdck resources,
especially for largers. Note that, for the transmit power adjustment, the sum-paeastrained
method additionally requires iterative update of the scptmameter §)_,,, V,V.7}, but the
size of this parameter is negligible compared to other magarameters.

VI. NUMERICAL RESULTS

In this section, we provide the numerical results relateiti¢dVSR performances. The SNR for

2
h

the sum-power-constrained network, SNR%, and that for the individual power constrained

network, SNR = Ps;’i,Vk, are derived assumingr = K, B, = 1Vk ando? = 1, i.e.,

2To see the effect of the number &f, we fixed M = N = 5, even though the degree of freedom (DoF) is not achievable
whenK > 5
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11

SNR = SNR, = o7. The results are averaged over 1000 independent trials. 4Fighows
the average WSR performance of the proposed methodd/ffor N = 5 (when K = 4),

M = N =6 (when K =5), andd = 2. For fairness, all schemes are initialized with the right
singular matrices of the intended channels. For the sumep@enstraint, we set the weights
to be iy = 2 and = 0.25 (K # 1), which were chosen rather arbitrarily except thatis
made considerably larger than, to bring out the performance advantage of the sum-power
constraint. The performance of the sum power constrainhageshould be better than that of
the individual power constraint method because the formvhich is less stringent, is able to
allocate more power to the higher weighted transmitter tgimiaze the WSR. When the weights
are equalyu, = 1 Vk, the performance of both proposed schemes and that of theebonal
gradient descent method are nearly identical. Note thagxpkined in section 1V, the proposed
methods achieve these performances with less computhtonglexity and a smaller amount
of feedback resources than the gradient descent methodp&ethto the performance of the
MMSE transceiver without the MSE weights [3], [8] (curvedddled "Simple MMSE”), the
advantage of designed MSE weights is clearly shown as SNRRsgrBig. 5 demonstrates the
effectiveness of the robust design with either transmit gromonstraint in presence of channel
uncertainty whenX = 4 ande% = 0.107. As SNR grows, the amount of leakage interference
due to CSI imperfection also increases. This is why the perdoce is saturated in the high
SNR regime in Fig. 5. To reflect a potential error in estimgtirh, we model the channel
error variance as?3 + o2, whereco3 is the actual channel error variance arfdindicates over-
estimation. As shown in Fig. 5, at SNR 15 dB at most 3 % sum rate losses are shown when
o2 = 0.10%. Although not shown, same results were observed for unstenating the channel

estimation error variance.

VIlI. CONCLUSION

In this letter, we have studied a linear transceiver desiggthod for the K-user MIMO
interference channel. To maximize the weighted sum ratl \egs computational complexity
and a smaller amount of feedback resources, the proposescéigers are designed in the
weighted MMSE sense with suitably chosen MSE weights. Alse proposed transceiver design
considers both the sum-power-usage constraint and theidodi-power constraint. Through

numerical simulation, we have demonstrated that the weliglen-rate performances of the
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12

proposed schemes approach that of the existing gradiec¢ntesiethod. The proposed methods
have clear advantage in terms of processing requirementelaas feedback resources over the
gradient-based technique. Also, modified versions of pgedaschemes have been provided for

compensating channel mismatch.

June 18, 2018 DRAFT



(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

9]

[10]

[11]

[12]

[13]

[14]

13

REFERENCES

K. Gomadam, V. R. Cadambe, and S. A. Jafar, “Approaching tapacity of wireless networks through distributed
interference alignment,” ArXiv pre-print ¢s.IT/1011.38JONLINE]. Available:http://arxiv.org/abs/0803.3816.

H. Sung, S. H. Park, K. J. Lee, and I. Lee, “Linear precodesigns for K-user interference channellfEE Trans.
Wireless Communvol. 9, pp. 291-301, Jan. 2010

S. W. Peters and R. W. Heath, “Cooperative algorithmsNBMO interference channelsEEE Trans. Veh. Technol.
vol. 60, pp. 206-218, Jan. 2011.

V. R. Cadambe and S. A. Jafar, “Interference alignment degrees of freedom of the K-user interference chaniteEE
Trans. Inf. Theoryvol. 54, pp. 3425-3441, Aug. 2008.

S. S. Christensen, R. Agarwal, E. Carvalho, and J. M. fCitiVeighted sum rate maximization using weighted MMSE
for MIMO-BC beamforming design,JEEE Trans. Wireless Communol. 7, pp. 4792-4799, Dec. 2008.

S. H. Park, H. Park, Y. D. Kim, and |. Lee, “Regularizeddrference alignment based on weighted sum MSE criterion
for MIMO interference channels,” iRroc. IEEE Int. Conf. Communications (ICQ3ape town, South Africa, May 2010.
D. A. Schmidt, S. Changxin, R. Berry, M. L. Honig, and W. ddhick, “Minimum mean squared error interference
alignment,” in43rd Asilomar conference on signals, systems and compua€SSC 2009CA, USA, Nov. 2009.

H. Shen, B. Li, M. Tao, and X. Wang, “MSE-based transceiesigns for the MIMO interference channdEEE Trans.
Wireless Communvol. 11, pp. 3480-3489, Nov. 2010.

F. Negro, S. P. Shenoy, |. Ghauri, and D. T. M. Slock, “Waagd sum rate maximization in the MIMO interference
channel,” inProc. IEEE. conference on Personal Indoor and Mobile Rad@am@unications (PIMRC)Istanbul, Turkey,
Sept. 2010

Q. Shi, M. Razaviyayn, Z. Luo, and C. He, “An iterativelgighted MMSE approach to distributed sum-utility maxiatian

for a MIMO interfering broadcast channelEEE Trans. Signal Processingol. 59, pp. 4331-4340, Sept. 2011.

G. Bresler, D. Cartwright, and D. Tse, “Settling thedimlity of interference alignment for the MIMO interferea channel:
the symmetric square case,” ArXiv pre-print ¢s.IT/1108830ONLINE]. Available:http://arxiv.org/abs/1104.0888

R. Tresch and M. .Guillaud, “Cellular interferencegalinent with imperfect channel knowledge,”roc. IEEE Int. Conf.
Communications (ICG)Dresden, Germany, 2009.

M. B. Shenouda and T. N. Davidson, “Tomlinson-Harashiprecoding for broadcast channels with uncertainty,” 26l.
pp. 1380-1389, Sept. 2007.

G. H. Golub and C. F. V. LoarMatrix computations Baltimore, U.S.A.: Johns Hopkins, 1996.

June 18, 2018 DRAFT



Vil @% .,‘:::\lell ' Y_ (U

Fig. 1. K-user MIMO interference channel

Fig. 2. Complexity comparison between the gradient-descentebasthod and the proposed methods
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(a) Description of each stage for gradient descent method

STAGE Index
Initialization a.l
Calculating gradient a.2

Outer loop | Inner loop: calculating step size a.3

Calculating sum rate a.4

Calculating optimal precoders and decodefs a.5

(b) Description of each stage for proposed methods

STAGE Index
Initialization b.1
Calculating the variance of noise and interference b.2
Calculating the receive filter b.3
Loop Calculating the error covariance matrix b.4
Calculating the MSE weights b.5
Calculating the transmit filter b.6-1 (for sum power constraint)
(1-D search is needed for individual power constraint).6-2 (for individual power constraint
Calculating sum rate b.7
(c) Number of complex multiplication at each stage
Index Number of complex multiplication
a.l K(M?*d+1)+ K(K —1)(1+2MNd + N?d) + K(2 + 2MNd + N*d + N? + c})
a.2 [1{K(2K —1)(1 + 2MNd + N2d)
+K(2K — 1)(9 + 2ciy + 2MN? + 2M?N + 2M?d + Md2)}
a.3 11{K12(12 +1)/2+ KL,{2K(K —1)(1 +2MNd + N*d)
F2K(2 4+ 2MNd + N2d + N® + c§) + K(M2d+1) + 2 + Md2}}
a4 | H{K(M?*d+1)+ K(K —1)(1+2MNd+ N?d) + K(2+2MNd 4+ N?d + N* + cy)}
a5 K(1+2Md+2M?*d + c;4) + K(K — 1)(2MNd + N?d)
+K(2MNd 4 2N?d +4Nd? + Md* + d® + ch + 3 + 5 + c2y)
b.1 K(M?*d+ 1)+ K(K —1)(14+2MNd + N?d) + K(24+2MNd + N?d + N3 4 c})
b.2 LK(K —1)(1+2MNd+ N2d)
b.3 LEK(BMNd+2N?%d+ ck)
b.4 LK(2MNd + N2d+ Nd® + cy + cl)
b.5 L Kc}
b.6-1 I {K(K —1)(2NMd + Md? + M?d) + K(Nd* 4 d*)
+K(BMNd + 2Md? + M?d +1+ ¢b,) + K(M2d + Md)}
b.6-2 L {K(K —1)(2NMd + Md® + M2d) + L KM?d
+(Is + 1)K (3MNd + 2Md® + M*d + 1 + cgf)}
b7 | {K(M?*d+1)+ K(K —1)(1+2MNd + N%d) + K(2 4+ 2MNd + N?d + N® + cy)}
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TABLE |

COMPUTATIONAL COMPLEXITY COMPARISON
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Grad. descent method Prop. method
Global CSI| Updating coefficients| Local CSI Updating coefficients
Foedback inf i {H;;} {Vi}, (i # k) {Hix} {Ui}, {W;} (Ind. pwr.)
eedback information 7
{U:}, AW} X Tr{V,V;"} (Sum pwr)
MNK? Md(K —1) MNK (Md+ d*)K (Ind. pwr.)
Matrix size >

(Md+d*)K + 1 (Sum. pwr.)

MNK? + Md(K — 1)1, MNK + (Md+ d*)KI, (Ind. pwr.)

Feedback resource amount p

MNK + (Md+d*)K + 1)1, (Sum. pwr.)

TABLE I

SUMMARY OF REQUIRED FEEDBACK INFORMATION AT THEk-TH TRANSMIT NODE, Sk, 4,j =1~ K
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