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Abstract

We consider the problem of reliable communication over honary insertion/deletion channels where
symbols are randomly deleted from or inserted in the tratisthsequence and all symbols are corrupted
by additive white Gaussian noise. To this end, we utilizeittierent redundancy achievable in non-binary
symbol sets by first expanding the symbol set and then alfgcqtart of the bits associated with each
symbol to watermark symbols. The watermark sequence, kramlme receiver, is then used by a forward-
backward algorithm to provide soft information for an outede which decodes the transmitted sequence.
Through numerical results and discussions, we evaluatgpénrmance of the proposed solution and
show that it leads to significant system ability to detect andect insertios/deletions. We also provide
estimates of the maximum achievable information rates efsystem, compare them with the available

bounds, and construct practical codes capable of apprgthése limits.

Index Terms

concatenated coding, error-correction coding, insefdieletion channels, watermark codes, hidden
Markov models (HMM)

. INTRODUCTION

Since the seminal work of Shannan [1], there have been hugenadments in coding and information
theory. The fundamental limits and efficient coding solusi@approaching these limits are now known for
many communication channels. However, in the vast majaiftgoding schemes invented, it is assumed

that the receiver is perfectly synchronized with the traittem i.e., the symbol arrival times are known at
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the receiver. In most communication systems, howevergeaityg perfect synchronization is not possible
even with the existence of timing recovery systems.

When perfect synchronization does not exist, random synmsertions and deletions (synchronization
errors) occur in the received sequence. This phenomenogs pgreat challenge for error correction.
Since the positions of the inserted/deleted symbols ar@awk at the receiver, even a single uncorrected
insertion/deletion can result in a catastrophic burst adrer Thus, conventional error-correcting codes fail
at these situations.

Error-correcting codes designed for dealing with suchritm@deletion (I/D) channels are callesn-
chronization codes. Synchronization codes have a long history but their deaigghanalysis has proven to
be extremely challenging, hence few practical resultstéxithe literature Moreover, standard approaches
do not lead to finding the optimal codebooks or tight boundshencapacity of I/D channels and finding
their capacity is still an open probleml [2].

The first synchronization code was proposed by Sellers ir2 J9p He insertedmarker sequences in
the transmitted bitstream to achieve synchronizationglmarkers allowed the decoder to correct multiple
insertion or deletion errors but greatly increased the lozad. In 1966, using number-theoretic techniques,
Levenshtein constructed binary codes capable of corgetisingle insertion or deletion assuming that
the codeword boundaries were known at the decdder [4]. Massexjuent work were inspired by the
number-theoretic methods used by Levenshtein, e.g.] $ef8[5Unfortunately, these constructions either
cannot be generalized to correct multiple synchronizat¢ioors without a significant loss in rate, do not
scale well for large block lengths, or lack practical andcgdfit encoding or decoding algorithms.

Some authors also generalized these number-theoretiodweth non-binary alphabets and constructed
non-binary synchronization codes [9]-[13]. Following [1Rerfect deletion-correcting codes were studied
and constructed using combinatorial approaches [14]-[¥6kt of these codes, however, are constructed
using ad hoc techniques and no practical encoding and degadjorithm is provided. Non-binary low-
density parity-check (LDPC) codes decoded by a verificahased decoding algorithm are designed for
deletion channels in_[17]. Unfortunately, the decoding ptaxity of this construction is also far from
being practical.

The drawback of all the above-mentioned synchronizatioesois that they only work under very
stringent synchronization and noise restrictions such asking only on deletion channels, or a single
synchronization error per block. Coding methods proposeéifror-correction on the I/D channels working
under more general conditions are usually based on coratattnoding schemes with two layers of codes,

i.e., an inner and an outer code [18]-[22]. The inner codetifies the positions of the synchronization



errors and the outer code is responsible for correctingriberiions, deletions, and substitution errors as
well as misidentified synchronization errors.

In the seminal work of Davey and MacKay [19], a practical caeoated coding method is presented
for error-correction on general binary I/D channels. Thayéhcalled their inner code,watermark code.
The main idea is to provide a carrier signal or watermark far outer code. The synchronization errors
are inferred by the outer code via identifying discontiigtin the carrier signal. One of the advantages of
watermark codes is that the decoder does not need to knowdble lloundaries of the received sequence.
However, due to the use of a sparsifier, rate loss is signtfiddre watermark is substituted by fixed and
pseudo-random markers in_J21] and is shown that it allow$ebeates but is only able to outperform the
watermark codes at low synchronization error rafdso, it has recently been shown that the performance
of watermark codes can be improved by using symbol-levebdiag instead of bit-level decoding [23],
[24].

In this work, we consider the problem dévising an efficient coding method fogliable communication
over non-binary 1/D channels. On these channels, synchaton errors occur at the symbol level, i.e.,
symbols are randomly inserted in and deleted from the rededequence. We also assume that all symbols
are corrupted by additive white Gaussian noise (AWGNje use of this channel model is motivated by
the fact that at the receiver the received continuous waneie first sampled at certain time instances
to produce the discrete symbol sequence required by theddeclh the symbol arrival times are not
perfectly known at the receiver, i.e., there is timing migthasome of the transmitted symbols are not
sampled at all (symbol deletions) or sampled multiple tif®smbol insertions)[[25]. As a result, this
channel model can be used to represent non-binary comntiomsaover the AWGN channel suffering
from timing mismatch. Most communication systems use nioa#y signalling, where synchronization
errors can result in insertion/deletion at the symbol level

For the proposed channel model, we utilize the inherentndancy that can be achieved in non-binary
symbol sets by first expanding the symbol set and then aillacgiart of the bits associated with each
symbol to watermark symbols. As a result, not all the avéelddits in the signal constellation are used for
the transmission of information bits. In its simplest forour solution can be viewed as a communication
system using two different signal sets. The system swittle¢éween these two signal sets according to a
binary watermark sequence. Since the watermark sequekiews both at the transmitter and the receiver,
probabilistic decoding can be used to infer the insertiom$ deletions that occurred and to remove the
effect of additive noise. In particular, the system is medaby a hidden Markov model (HMM)_[26] and

the forward-backward algorithm [27] is used for decoding.



Our proposed scheme resembles trellis coded modulatioMTE8]. The main idea in both methods
is to add redundancy by expanding the symbol set and limisyingbol transitions in a controlled manner.
The proposed method is also closely related to the waterowdks of [19]. In both methods, decoding is
done by the aid of a watermark sequence which both the traétesrand receiver agree on. The difference
is that the extra degree of freedom in non-binary sets allsw® separate information from the watermark.

Our proposed solution leads to significant system abilitgétect and correct synchronization errors.
For example, a raté/4 binary outer code is capable of correcting ab®1a00 insertion/deletion errors
per block of10,012 symbolseven when block boundaries are unknown at the receiver

This paper is organized as follows. In Sectibis I I1l,stete our proposed approach and describe the
system model. Sectidn ]V demonstrates the capabilitieh®fproposed solution by providing numerical
results and discussions. Sectioh V describes ways to iserdze achievable information rates on the
channel and Sectidn VI analyzes the system in terms of codityglend practical considerations. Finally,

Section VIl concludes the paper.

Il. CHANNEL MODEL AND THE PROPOSED APPROACH

Throughout this paper, scalar quantities are shown by loase symbols, complex quantities by boldface

letters, and vectors by underlined symbols.

A. Channel model

The channel model we consider in this work is a non-binarydiannel with AWGN where insertions
and deletions occur at the symbol level. Similar [tol [19],sitaissumed that the symbols from the input
sequence first enter a queue before being transmitted. Then at eaginehase, either a random symbol
is inserted in the symbol sequencewith probability p;, the next queued symbol is deleted with probability
pa, Or the next queued symbol is transmitted (put as the nexbsyim x’) with probabilityp, = 1—pq —p;.

For computational purposes, we assume that the maximum ewofibinsertions which can occur at each
channel use id. The resulting symbol sequenag is finally affected by an i.i.d. sequence of AWGHN
wherez ~ CN(0,20?) andy = 2’ + z is received at the receiver side.

Note that in this paper, to show the capabilities of the psagomethod, we consider totally ran-
dom and independent symbol insertions/deletions. Wherbeymsertions are resulted from imperfect
synchronization, insertions or deletions tend to be cateel. These cases lead to easier identification of
insertions/deletions at the receiver compared to randal@gandent insertions/deletions which we consider

here.



B. Proposed approach

Now, consider a communication system working on this chhbgeemploying anM-ary signalling
(e.g.,M-ary phase-shift keying (PSK)). We call this thase system. Motivated by the idea of watermark
codes [[19], we are interested in embedding a watermark intriresmitted sequence. The watermark,
being known at the receiver, allows the decoder to deducénestions and deletions and to recover the
transmitted sequence.

The watermark can be embedded in the transmitted sequemariy ways. One way of doing this is
to add the watermark to the information sequence and treainformation sequence as additive noise at
the receiver. This is a direct extension of the binary wasekntodes of[[19] to non-binary signalling. In
particular, the additive watermark can be defined as a sequence\dfary symbols drawn from the base
system constellation. The binary information sequencess fiassed through a sparsifier; evérpits of
the information sequence is converted toratuple of M-ary symbols. The rate of the sparsifier is then
given byrs, = k/n where0 < r < m and M = 2™. The average density of the sparsifijeis defined as
the average Hamming distance of thauples divided byn. The mapping used in the sparsifier is chosen
as to minimizef.

By defining addition as shifting over the constellation syisbthe watermark sequence could be added
to the sparsified messages (denote itshyand w @ s be sent over the channel. At the receiver, similar
to [19], an inner decoder which knows the watermark sequearsas the received sequence to deduce the
insertions/deletions and provides soft information forcarer code.

The main drawback of this method is that the decoder is n& &bdistinguish between additive noise
and the information symbols. This is because the informaisoembedded into the watermark by adding
s to w. Sequence contains both zeros and non-zero symbols. Non-zero synsbols the watermark
symbols over the constellation, similar to what additivésealoes. This greatly degrades the performance
of the decoder. To improve the decoding performancshould contain as many zeros as possible, i.e.,
be as sparse as possible, which is equivalent to having d gmalsmall f is achieved by decreasing
which in turn decreases the achievable rates on the chaireetld Also, notice that even in the absence
of additive noise, the decoder is still fooled by the shiftewrred overv and thus misidentifies some of

the insertions/deletions.

To aid error recovery at the receiver, we are interested irembedding method which makes the
watermark as distinguishable as possible from the infdonasequence. This necessitates using some

extra resources (other than those used to transmit the informatquence) for transmitting the watermark



sequence. These extra resources can be provided by eglangirsignal set. The extra available bits per
transmission can then be used to transmit the watermarkr Afnbedding the watermark, we refer to the
system as thevatermarked system.

In this work, we are mostly interested in binary watermargusces. As a result, to accommodate the
watermark bits in each symbol, we expand the signal setMizgy the factor of2, giving rise to &M -ary
signalling scheme. For example, if the base system use¥4iR$he watermarked system we use 8-PSK
modulation. To provide fair comparison, we put the symbte rinformation bits per symbdtlenoted by
r.), and average energy of the signal constellation of the wettdeed system equal to those of the base
system. As a result, the spectral efficiency and the totaktratted power of the watermarked system are
equal to those of the base system. In other words, no bit batejwidth, or power is sacrificed as a result
of embedding the watermark.

Notice thatr. = m whereM = 2™ for the base system and also the watermarked system whemy bin
watermark sequence is used for each transmitted symbd.iglhecause in ai/-ary base system all the
m available bits are dedicated to information bits. Also, atle symbol of the M -ary watermarked system
(with m + 1 available bits)m bits are assigned to information bits. Later, we will sed Swnetimes it is
more efficient to use non-binary watermark sequences orsigratess than one bit per symbol on average
to the watermark giving rise t6 < r. < m + 1. These cases will be investigated in Secfidn V.

Expanding the signal set while fixing the average energy efdbnstellation leads to reduction in the
minimum distance of the constellation. Nevertheless, wawsthat by using the mapping described in
Section[1[-A, the minimum distancé,,;, between symbols corresponding to the same watermark value
does not necessarily reduce. In fact in some cases, e.gSKnnRodulation, the minimum distance does
not change compared to the base system. Thus, the noise imﬂm’nthe system does not change after

adding the watermark.

Ill. SYSTEM MODEL

The proposed system model is shown in [Eig. 1. First, the pimdormation sequencg is encoded by
the outer code producing the coded binary sequénetich is then broken inten-bit subsequences. The
modulator then combines the binary watermarlkand them-bit subsequences by a one-to-one mapping

p: {0,131 — X whereX' is the signal set of sizgt| = 2M = 2™+, Thenz is sent over the channel.

'Here, the noise immunity is measured in the absence of synization errors under the assumption of minimum distance

decoding. As a result, the minimum distance between theakigpnstellation points can be used as the noise immunitysunea
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Fig. 1. The proposed system model.

The received sequenggis first decoded by the watermark decoder which providesistdtmation for
the outer decoder in terms of log-likelihood ratios (LLREhe LLR sequencéis then utilized to decode

the information sequende

A. Modulator

The modulator plays a key role in the proposed system. vallembedding encoded data and watermark
bits while ensuring a good minimum distance. The most ingrdrpart of designing the modulator is to
choose an appropriate mappipg By viewing i as {0,1} x {0,1}™ — X, we first divide X into two
disjoint subsetst® andx'! each havingV/ signal points corresponding to watermarkbit= 0 andw = 1,
respectively. Thus, in the label of each signal point, ortddzin be any of then + 1 bits) is dedicated to

the watermark bit and the othet bits correspond to the:-bit subsequences af. Formally we have
XY ={z|lr € Xily(x) =w}, for w=0,1,

where ¢, () denotes the value of the bit in the label ®fdedicated to the watermark. We also define
¢ (x) for j =1,2,...,m as thej-th non-watermark bit of the label cf.
Now the question is how to choose the labeling. To maximizertbise immunity of the system, and

since the watermark sequence is known at the receiver, wémizaxthe minimum distance between the
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Fig. 2. Signal constellations and their labeling for theebagstem 4-PSK) and the watermarked syste@RSK). The leftmost
bit in the label of the watermarked system corresponds tovétermark bit. For both constellatiofy,in = /2.

signal points in each ot® and X'!. To do this, first we do a one-level set partitioningl[28],,ivee divide

X into two subsets with the largest minimum distance betwherpbints in each subset. These subsets are
namedX? and X! and the watermark bit of the label is assigned accordinggxtNoy a Gray mapping
[29] of the signals in each ot® and X!, the non-watermark bits of the label are assigned. Thisga®c

is illustrated for two different signal constellations iig§.[2 and_B. The Gray mapping ensures the least
bit error rate in each subsét [29].

The minimum distance of the constellation is now defined as

dmin = min min x; — x|l
e w {mi,mj}cé\?w,mﬁéij ‘ jH

Notice that by assuming signal constellations of fixed epegging from M-PSK in the base system to
2M-PSK in the watermarked system does not chaiigg (see Fig[R). For the QAM, as illustrated in
Fig.[3, dmin does change because of energy adjustments but always stgyslese to that of the original
constellation. For example in Figl 3,,;, is reduced by onl\2.4%.

A definition which proves useful in the next sections is
Xj(wi,di j) = {m|lw € Xily(x) = wi, ¥ (x) = d; 5},

wherei denotes the index of both the watermark bit andstheit subsequences dfandd; ; = d(;_1ym+;
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Fig. 3. Signal constellations and their labeling for theebagstem 16-QAM) and the watermarked systerB2(AM/PM). The
leftmost bit in the label of the watermarked system corragsao the watermark bit. Both constellation have unit ayer@nergy.
Thus, dmin = 2/+/10 = 0.633 for the base system antli, = 4/v/42 = 0.617 for the watermarked system.

denotes thg-th bit of thei-th subsequence. Considering a watermark sequence ohldhghd an encoded
data sequence of length N, theni = 1,2,..., N. Thus, X;(u,v) refers to the subset ot where the
watermark bitw; is equal tou and thej-th data bit in thei-th subsequence, i.&d; ;, is equal tov. The

size of this subset i91/2.

B. Watermark decoder

The goal of the watermark decoder is to produce LLRs for therodecoder givew and the received
sequencey. As in [19], by ignoring the correlations id, we can use an HMM to model the received
sequence and then use the forward-backward algorithm §2&}ltulate posterior probabilities or LLRs for
the outer decoder. Notice that due to the nature of the chavimeh introduces insertions and deletions,
there will be a synchronizatiodrift betweenz andy. The synchronization drift at positioi i.e., t; is
defined as the (number of insertions)ﬁumber of deletions) occurred in the signal stream undlith

symbol, i.e.,x;, is ready for transmissign The drifts {ti}f\il, form the hidden states of the HMM. Each

>This means that ifc;—1 is not deleted by the channel it is receivedigs ., -
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statet; takes values from

T={..,-2-1,012,...}% (1)

Thus, t; performs a random walk o' whose mean and variance dependrand py. To reduce the
decoding complexity, as irl_[19], we limit the drift tg;| < ty.x Wheret,,.x is usually chosen large
enough such that it accommodates all likely drifts with haybbability. For example, whep, = pq, tmax
is chosen several times larger thgnNp4/(1 — pq) Which represents the standard deviation of the drifts
over a block of sizeV.

To further characterize the HMM_[26], we need the state ftmmsprobabilities, i.e.,P,, = P(t;11 =
blt; = a). Each symbole; entering the channel can produce any number of symbols betivand 7 + 1
at the channel output. As a result,¢if = a, thent;;; € {a — 1,...,a + I'}. Notice that the transition
from t; = a to t;11 = b can occur in two ways. One is whem is deleted by the channel arftl— a + 1)
symbols are inserted by the channel. The other one is whes transmitted andb — a) symbols are
inserted by the channel. In either cadle;- a+ 1) symbols are produced at the channel output. As a result,

the state transition probabilities are given by

Pd b=a-1
arpipd + pt b=a
Py = Oq(p?_‘”lpd —i—pf_apt) a<b<a+l1 (2)
oqpi[pt b=a+1
0 otherwise.

wherea; = 1/(1 —pl) is a constant normalizing the effects of maximum insertiemgth 7 and ensuring
that the sum of probabilities is.

We also need to calculate the conditional probability ofduwing the observation sequenge =
{Yitas---Yiys} given the transition from; = a to t;1; = b. As stated, this transition can occur in

two ways. Thus,

QL(¥) = P(ylt; = a, tix1 = bywi, H)

i+b i+b—1
= <a1p?_“+1pd IT e+ pBivs ] ’Yk) / Pab, 3
k=i4+a k=i+a

where# denotes set of parameters of the HMM, iH.= {[P.], T}, 7 is the probability of receiving

Y. given thaty, is an inserted symbol, ané, is the probability of receivingy;,, assuming that it is
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the result of transmittinge; € X™. Formally, we have

1 1 Yy, — x|?
- exp (——L—E————i—>, @)

T oM 2mo? 202
xeX

and

2m 202
reEX Wi

1 1 lyp — x|
Biry = P(yipplti = a,tiv1 = bwi, H) = 57 > 52 XP <—7 -

Now that the HMM is defined, we use the forward-backward afigor to calculate LLRs. By ignoring
the correlations between the bits éfand assuming?(d; ; = 0) = P(d;; = 1), the bit by bit LLR is
calculated as

P(dz,y = 0|g7 wvH) P(E|d2,] = wavH) Zmiexj(wi,O) P(g‘w“w7%)
l;,j = log = log = log . (B
P(diJ = 1|27 M7H) P(£|d2,] = 17M7H) Zmie){j(wi,l) P(£|ﬂ’3uw>%)

By using the forward-backward algorithm, the posteriorbatoilities are found by [19]/[26]

P(ylzi,w,H) =Y Fi(a)Qhy(@lz:) By (b) (6)
a,b

where the forward quantity is defined as

E(a) :P(y1>'--7yi—1+a>ti :a|w7H)> (7)
the backward quantity as
Bz(b) = P(yi+b7 e ’tl = b7 w7H)7 (8)
and
’Zb@@i) = P(y,tit1 = blt; = a,x;, H)
i+b i+b—1
=ap!" g [ we+ ol piBie [ w ©)
k=i+a k=i+a
where

ﬂ" = P( ti = a,tip1 = b, @i, H) = 1 _‘yz’—kb — ;|
i+b — yi+b i = Q,li4+1 = 0, Ty, - 27TO'2 exp 20_2 .
The forward and backward quantities are recursively coegpbly the forward pass

E(a) = Z E—l(c)Pca i;l(yi—1+c> s 7yi—1+a)> (10)
ce{a—I,...,a+1}

and the backward pass

B;(b) = > PuQiWirtr- - Yire) Bini(0). (11)
ce{b—1,...b+I}
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If the block boundaries are not known at the decoder, we canhessliding window decoding technique
used in [19]. Assuming a continuous stream of transmittextks and received symbols, the forward-
backward algorithm is used to infer the block boundarieeenTthe decoding window is anchored at the
most likely start of the next block and next block is decodddst of the results of this paper are shown
using this sliding window decoding technique. We will bryeéixplain the methodology in Section TVA.

For the first transmitted block, we assume that the initigt @& zero. Thus, we use

Aw={ 7" (12)
0 otherwise.

It is also possible to insert some markers which specify tleelkbboundaries into the transmitted
sequence. By dedicating all the + 1 bits in the symbols at the boundaries to markers, they can be
easily detected at the receiver. In this case, the block deigs can be inferred by detecting the markers.
Notice that as the block length becomes larger, recognittiegblock boundaries requires less overhead
and becomes more efficient. To see this, first define the maakeras the number of marker symbols in
each block divided byV. Given a fixed marker rate, the number of marker symbols iscased asVv
grows. Increasing the number of marker symbols leads to terbebundary detection at the decoder for
a fixedpq and p; because the probability of misidentifying larger block oankers is decreased. Thus,
for large block lengths one can assume that the block bowgslare known at the decoder and use the

following initial conditions for the backward pass of eadbdk:

Bn(b) = PocQi(Ynsps---) (13)

wherec = tx 41 is the final drift at the end of the block.

In the next stage of decoding, the LLRs, calculated by imsgr{@) in (3), are passed to the outer

decoder.

C. Outer code

The outer code can almost be any binary error correcting.dode to the exemplary performance of
LDPC codes on many communication channels and their flestileture, we choose LDPC codes in this
paper.

At the transmitter, a binary LDPC code of rafeis used to encode the binary information sequence
of lengthm N R producing the binary coded sequentef lengthm N . At the receiver, then N bit LLRs

of (@) are used to recovexr
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IV. ERROR RATES AND FUNDAMENTAL LIMITS

In this section, we demonstrate the capabilities of the gsed solution through examples and discus-
sions. In particular, we evaluate the watermarked systermrbyiding bit and word error rates (BER and
WER), maximum achievable transmission rates, and comgpdhiem with two benchmark systems. We
demonstrate our results using the following two examples.

Example 1. Consider a base system withPSK modulation depicted in Fifj. 2[a) which gives rise to a
watermarked system witk-PSK modulation. The labeling is chosen based on the method described in
SectionII-A. The constellation and labeling are depiciedrig. [2(b).

Example 2: In this example, we consider&-QAM base system and &-QAM watermarked system.
Notice that different constellations can be considered3fbary modulation. We consider 22-AM/PM
constellation whosé,,;,, is very close to the base system (they differ by o2l%). The constellations

and their labelings are depicted in Hig. 3.

A. Error rates

First, consider Example 1. We usg@ 6)-regular LDPC codeR = 0.5) of length 20,024 constructed
by the progressive edge growth (PEG) algorithm [30] as therazode. The LDPC code is decoded by the
sum-product algorithn_[31] allowing a maximum @60 iterations. The watermark sequeneds chosen
to be a pseudo-random binary sequence. Since 2, the block length isV = 10,012. The maximum
insertion length is chosen a@s= 5, the channel insertion and deletion probabilities are rassliequal,
.., pi = pa = Pids AN tmax = 5v/Npia/(1 — pia).

A continuous stream of blocks d@f d, and x is generated and sent over the channel. A continuous
sequence o is then received at the decoder. We assume that block bdeadae not known at the
receiver. Thusy is decoded by the forward-backward algorithm using a sfjdumdow decoding technique
[19]. For the first block, we assume that the receiver knowsstarting position, i.e, we ude (12) to initialize
the forward pass. For subsequent blocks, the watermarkdde@® responsible to infer the boundaries and
calculate LLRs for the outer code. This is done by first rugrtime forward pass several multiplestqf.
(here, six) beyond the expected position of the block bogndad initializing the backward pass from
these last calculated forward quantities. Then the mostyiklrift at the end of each block is found as
tny1 = argmax, Fyy1(a)Byy1(a) and is used to slide the decoding window to the most likelyt st
the next block.

Occasionally, the watermark decoder makes errors in iyérgi the block boundaries. If these errors

accumulate, synchronization is lost and successive blaiki® be successfully decoded. To protect against
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Fig. 4. BER and WER of th8-PSK watermarked system employing a (3,6)-regular LDPGaafdength20, 024 versuspiq at
fixed SNRs.

such gross synchronization loss, we use the re-synchramz&chnique of [19] whose details are omitted
in the interest of space.

We simulate the system under different SNRs and insertgeition probabilities. The BER and WER
of the system are plotted in Figl 4 versus different valueg;pfinder fixed SNRs. For example, at SNR
10 dB, the system is able to recover on averdgé00 symbol insertions/deletions per block o, 012
symbols with an average BER less thdm®. This increases to recovering abduf20 insertions/deletions
at SNR=20 dB. Fig.[§ shows the performance of the system versus SNRrdixee p;q.

We also simulate the system undeBad)-regular LDPC codeR = 0.25) of length20, 024 with the same
parameters. The system is now capable of recovering on g&@ra00 insertions/deletions per block of
10,012 symbols at SNR-20 dB with an average BER 10~°. This increases @, 900 insertions/deletions
using an optimized irregular LDPC code of the same rate angttewith degree distributions reported in
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Fig. 5. BER and WER of th&-PSK watermarked system employing a (3,6)-regular LDPCGaafdength20, 024 versus SNR
at fixed values opia.

Table[] (Code 1). We will briefly describe the LDPC optimipatimethod in the next section.

We are not aware of any practical coding method in the litgeathat can be directly and fairly compared
to our proposed system. However, we provide comparisons tvé best results of [19], [21], [23], [24].
It is worth mentioning that this comparison is not completigir as the I/D channel considered in these
works is binary whereas in our case is non-binary. All in ale believe that this comparison provides
insight into what can be achieved by exploiting the extrareeg of freedom provided by non-binary
signalling. This comparison is depicted in Fig. 6. To make domparison as fair as possible, we have
adjusted the block size and the rate of @GdPSK watermarked system according to the parameters of
codes considered in the comparison. It is evident from [Bithad a significant improvement in the error

correction performance is achieved by using non-binargadlong. There is also a significant performance
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Fig. 6. WER comparison of th8-PSK watermarked system with the best results| of [19]] [¥23]. Codes D, F, and H are
binary watermark codes froni [119] with overall rates'1, 0.50, 3/14, overall block lengthst, 995, 4,002, 4,662, and outer
LDPC codes defined ovesF (16), GF(16), and GF(8), respectively. Code B and E are binary marker codes fiom V2t
overall rates).71 and0.50 and overall block lengthd, 995 and 4, 000 with binary LDPC codes as outer codes. Codes D and F
are also decoded by the symbol-level decoding method_df RIBthese codes are decoded on the binary I/D channel with no
substitution errors or additive noise. For the non-bindBy ¢hannel with8-PSK signalling in Example 1, we have done sliding
window decoding at SNR 20 dB for three different LDPC codes with variable node degsesnd rates.71, 0.50, 3/14 and
block lengths4, 996, 4,002, 4, 662, respectively.

improvement compared to the method of|[24] which consideaskar codes with iterative exchange of
information between the inner and outer decoders. Markdegaoncatenated with optimized irregular
LDPC outer codes with overall rates around and block lengtlb, 000 have been reported in [24] which

can reliably work undep;q < 0.04. As Fig.[6 shows, a regular half-rate code with block lengtt02 can

do much better in our case even without iterative exchangefofmation.

B. Achievable information rates
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To obtain the capacity of the I/D channel, one is interestedalculate [[3R2]

C = lim ~ sup I(z;y), (14)
N—oo P(z) -

where z is the channel input sequence of length y is the received sequence of random length,
and P(x) denotes the joint distribution of the input sequence. Unfuately, due to the presence of

insertions/deletions, finding_(IL4) or its bounds has proteebe extremely challenging and the capacity
is unknown. No single letter characterization of the muin&rmation also exists. Most of the results in

the literature focus on sub-optimal decoding or more cairstid channel models (such as deletion-only
channel) and provide bounds on the capacity [33]-[36]. Mifsthese bounds, however, are driven for
binary I/D channels and binary synchronization codes atiteeicannot be extended to non-binary 1/D
channel or become computationally extensive such as thedson [37].

A trellis-based approach is developed In][38] to obtain exdidle information rates for binary 1/D
channels with AWGN and inter-symbol interference unded.i.inputs (uniformP(zx)). This approach
which mainly uses the forward pass of the forward-backwdgdridhm, can be extended to i.i.d. non-
binary inputs and thus our channel model. We will use thishmeétto find lower bounds on the capacity
of the channel, i.e.(; ,.q., and compare the achievable rates of our watermarked sysitimthis lower
bound. There also exist bounds on the performanggarfy synchronization codeis [13] which we will use
in the comparisons.

To obtain the achievable rates of our watermarked systensaleelate the maximum average per-symbol
mutual information. In particular, we obtain an estimatetaf average mutual information betwegrand
x givenw. Assuming thate is a sequence of i.i.d. symbols, the average per-symbolahiritormation

is given by & SN | I(x; y|lw) where

(2

Iz y|lw) = H(xzi|w;) — H(zi|y, w;)

P(y|x;, w;) < P(y|x;, w;) ))
— E lo 15
<ZwieX“’i P(g|wl7 wl) g2 ZwieX“’i P(£|m27 wl) ’ ( )

T, EX Wi

=r.— Ey

and the conditional probabilities are given by the watekhr@d@coder. While it is not possible to do an
exact calculation of the expectation, it is possible to wlalie it numerically by Monte Carlo simulation.
Then, [I5) can be used to find an estimate of the achievalde oditthe watermarked system and a lower
bound on the capacity of the channel. It should be noted thdewularge block lengthd/, the variance
of (I8) under Monte Carlo simulation is usually very smalhus, it converges to the average very fast.

Here, our results are averaged oué0 blocks.
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Using [1%) and assuming known block boundaries, the achievaformation rates of the watermarked
system of Example 1 is plotted versus SNR in Elg. 7. We alsopaoethe achievable rates with those of
the two benchmark systems. One is the base systeRSK) which has the sam#g,;,, and another one
is the system which has the same number of modulation pdtasSK) as in the watermarked system
but is not watermarked, i.e., all the + 1 bits are dedicated to information bits. Both of these system
use Gray mapping and are decoded by the forward-backwadtithig described in Section 1I[IB with
the exception that there is no watermark. The number of sigrier block is kept fixed at0, 012 for all
three systems so that the average number of symbols calrbgtensertions/deletions remains the same.
Notice thatr. = 2.0 for the base and the watermarked system ang 3.0 for the 8-PSK system with no
watermark.

The dashed curves in F{g. 7 correspond to the maximum adiieirgformation rates of the three systems
whenpiq = 0. In this case, it is clear that the watermarked and the bas@rsyachieve the same rates
but the8-PSK system with no watermark achieves higher rateg; At 0.01, however, the watermarked
system performs much better than the two benchmark systenesms of the maximum achievable rates
(by using [15)) on the channel. This is of course not very singy since no watermark is used in the
benchmark systems and their only source of protection agaisertions/deletions comes from the fact
that they are decoded by the forward-backward algorithm.

The figure also depict§’; , 4. under8-PSK signalling atp;q = 0.01. Comparing this curve with the
results given by[(1I5) shows how far the achievable rates ofvatiermarked system are from the maximum
achievable rates on the channel using the same constellatider i.i.d. inputs. Although this gap is not
small, we are not aware of any results in the literature tlaat &pproacltC; , 4.. This gap can be made
smaller by the method we show in Sectloh V.

We also provide a comparison with [19] in terms of comparimg achievable rates of these two systems
as viewed by the outer code. In particular, we calculate Wegael (d; ;;(; ;) which is a number between
0 and 1 for both systems. This is done by Monte Carlo simulationnggihe LLRs produced by the
watermark decoder, i.e., usingl (5). This comparison is adegiin Fig.[8. The achievable rates seen by
the outer code fron[19] are compared to those of the watdena-PSK system at SNR20 dB. The
rates of [19]are given for three binary watermark codes with sparsifiegsraf3/7, 4/6, and4/5 and
are calculated assuming no substitution error on the chavinieh is similar to the high SNR case on our
channel. As depicted, the achievable rates of the proposgermarkedB-PSK system are much higher
than those of([19].

Given the success of LDPC codes on many channels, we exdd¢htehinformation rates of Figl 8 can
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Fig. 7. Maximum achievable information rates (bits per ¢leuse) versus SNR under different modulations assumifi 8K
base systemr{ = 2.0). The 8-PSK watermarked system mentioned in Secfion 1lI-A has= 2.0. The maximum achievable
rates given by[(15) undes-PSK modulation with no watermark-{ = 3.0), and under twas-PSK watermarked system with
partial watermarkingr. = 2.3 and2.8) mentioned in SectionlV are plotted for comparison. Al6g,, 4. is plotted for thes-PSK
modulation.

be approached with carefully designed irregular LDPC caxfdarge block lengths. To demonstrate this,
we have optimized the degree distributions of irregular CD€&des of rate9.25, 0.50, and0.75, and
constructed codes of leng#0, 024. The optimization process is done by the conventional nioaietDPC
optimization methods in the literature (e.g., se€e [3FPese optimization techniques usually use the pdf
of the LLRs. On most channels, this LLR pdf can be calculatedically. However, this cannot be done
in our case due to nature of the channel. Thus, Monte Carlalatman is used to find estimates of the
LLR pdf. Given the channel parameters, this is done by sitimgaa large number of channel realizations,

calculating LLRs using[{5), and finally computing the averdd R pdf (probability mass function to be
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Fig. 8. Maximum achievable information rates as viewed l®y dhter codel (d; ;;1;,;) for the 8-PSK watermarked system at
high SNR are compared with the obtained rates of [19]. Thesraf [19] are calculated assuming no substitution errotso,A
the maximump;q4 that thes-PSK watermarked system can tolerate with BER less tfan is indicated for the three optimized
irregular LDPC codes of rates25, 0.50, and0.75 and three regular LDPC codes.

more precise). Next, the rate of the code is maximized bymupiing its degree distributions using the
computed LLR pdf. The optimized degree distributions axeigiin Table[ll. After optimizing the degree
distributions, the parity-check matrices of the codes amestructed by the PEG algorithrin_[3Gfinally,

the codes are simulated on the channel at high SNR by assmavgn block boundaries with the rest of
parameters being the same as in Example 1.[Fig. 8 shows thienomax;q under which the constructed
irregular LDPC codes perform with BER less th&iT>. It is seen that these practically achievable rates
are not far from the maximum achievable rates giverf b ;; /; ;). Also depicted in Fig.18 are the results

for three regular LDPC codes of the same length, (&.4)-regular, (3, 6)-regular, and(3,12)-regular
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TABLE |
VARIABLE AND CHECK NODE DEGREE DISTRIBUTIONS FOR THE OPTIMIED IRREGULARLDPC CODES ALL RESULTS
ACHIEVED ASSUMING MAXIMUM VARIABLE NODE DEGREE OF 30

Code 1| Code 2| Code 3
A2 0.2793 | 0.1920 | 0.2562
A3 0.2648 | 0.2480 | 0.3334
A4 0.0064 | 0.0010
As 0.0022
A6 0.0173 | 0.0171 | 0.3621
A7 0.0575 | 0.0709 | 0.0434
Ag 0.0938 | 0.1223 | 0.0017
A9 0.0279 | 0.0278
Ao | 0.0528 | 0.0302
A18 0.0413
A26 0.0494 | 0.0302
A27 | 0.0126 | 0.0137
A28 0.0179 | 0.0199
A29 0.0303 | 0.0358
A3o | 0.0964 | 0.1507

05 1.0000
P9 1.0000
P13 1.0000

| Rate| 025 | o050 | 075 |

LDPC codes with rate8.25, 0.50, and0.75, respectively.

Now, consider Example 2. Using the same method, the maxinthiewable information rates of the
watermarked system (by usirlg {15)) are compared to thoskeofwo benchmark systems (Gray labeled
16-QAM in Fig.[3(a) and quasi Grag2-QAM) and C; ., q. in Fig.[d. The block size is again kept fixed at
10,012 symbols. The same discussion as in Example 1 applies to dlses as well.

We also compare the maximum achievable information ratdstve bounds available farary synchro-
nization codes. We use the asymptotic bounds;fary codes of[[13] to compare with our scheriibese
bounds are achieved by considering the Levenshtein dsfdhbetween;-ary codewords and enumerating
the maximum size of codes capable of correcting insertitaistions withzero error probabilities Since
these bounds do not consider substitution errors or aéditodise, we compare them with the achievable
rates of our scheme in the high SNR region.

Fig. [0 compares the upper and lower boundsg@fry codes forq = 8,32, with the achievable
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Fig. 9. Maximum achievable information rates (bits per ct@ruse) versus SNR under different modulations assumihg a
QAM base systemr(. = 4.0). The 32-AM/PM watermarked system mentioned in Section [lI-A has= 4.0. The maximum
achievable rates given by (15) under quasi-G3ayQAM modulation with no watermarkr{ = 5.0), and under tw32-AM/PM
watermarked system with partial watermarking & 4.3 and 4.8) mentioned in Sectioi’ vV are plotted for comparison. Also,
Ci.u.a. is plotted for the32-QAM modulation.

information rates of ous-PSK and32-AM/PM schemes using (15), and aléb,, .. Notice thatC; , 4. and
our achievable information rates in some regions exceedipiper bound of[[13]. This is due to the fact
that the upper bounds are computed assuming zero errorlplitba whereas’, , 4. and our achievable
rates given by((15) are computed assuming asymptoticafliskiang error probabilities and thus computed
in different scenarios. As seen on the figure, the achievedites of our watermarked system is below
Ciwqa. and in some regions below theary upper bound. Nevertheless, no code exists in the titera
which can approach these limits. At small, the¢g-ary codes can theoretically achieve higher information

rates than our scheme. This suggests that it is not efficeenieticate one whole bit to the watermark
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Fig. 10. Maximum achievable information rates of the watakad systems at high SNR are compared to the upper and lower
bounds ofg-ary insertion/deletion correcting codes [[13] and the ewdible rate<”; ,.4.. These rates are plotted for tlBePSK

and 32-AM/PM watermarked systems in two cases each. First, usingryp watermark and assigning one bit to the watermark
in each symbol«#. = 2.0 andr. = 4.0 for 8-PSK and32-AM/PM, respectively). Second, the achievable rates arginriaed by

optimizing ¢ andr. in each point.

when the number of synchronization errors is small. We vt in the next section how the information

rates can be increased.

V. INCREASING THE ACHIEVABLE INFORMATION RATES

In this section, we show how the maximum achievable ratekefatermarked system can be improved.
We definedr. to be the average number of bits assigned to the informaiisn(imore precisely coded
bits) per each transmitted symbol. Until now, we conside@gks where one bit was assigned to the binary

watermark in each of the transmitted symbols. For exampletHe 4-PSK base system and tl3ePSK
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watermarked system discussed in Example 1= 2.0 bits. It is also possible to embed watermark bits
into only some of the symbols but not all of them. FBPSK, this meang.0 < r. < 3.0. We use Gray
mapping for those symbols which are not watermarked. Alse,seatter those symbols which contain
watermark uniformly in the transmitted block.

It is evident that there is a trade-off betwegnand the system ability to recover synchronization errors.
Increasingr. potentially lets more information to pass through the clehtwt at the same time increases
the system vulnerability to synchronization errors sinesslbits are assigned to the watermark. As a
result, for a fixed signal set, there exists an optimunfor eachp;q and SNR which provides the largest
transmission rate on the channel.

For example consider the system of Example 1. At high SNRzane- 0.01, the maximum achievable
rate is1.945 bits per channel use when = 2.0 bits which increases t0.528 bits per channel use when
r. = 2.8 bits. This implies that dedicating one bit in every symbolthe watermark, i.e.y. = 2.0 is
wasteful in this case. A better protection is provided agfasynchronization errors by assigning one bit
to the watermark in onl\20% of the symbols. As examples, Figl. 7 also shows the maximurezaile
rates of the8-PSK system under. = 2.3 andr. = 2.8. For p;g = 0.01, when SNR 6.44 dB the
system withr. = 2.0 achieves higher rates compared to those of systemswith 2.3 andr. = 2.8.
When6.44 <SNR< 9.31, r. = 2.3 provides the largest rates and when SNR31 dB, r. = 2.8 provides
the largest rates compared to the other two systems[Figpi@tdehe comparison for the6-QAM and
32-AM/PM systems.

Until now, we have only considered binary watermark seqasné/hen the number of synchronization
errors is large, a binary watermark may not be very helpfuloitalizing these errors. Increasing the
alphabet size of the watermagl increases the system ability to combat synchronizatiosr&rincreasing
gw, however decreases, i.e., less number of bits are available in each symbol feormation bits. As
a result, there is a trade-off between thg r., and the maximum achievable information rate on the
channel.

Fig. [10 depicts the maximum achievable rates $h&SK and32-AM/PM watermarked systems can
achieve by finding the optimum. andg,, at each point. It is evident that the maximum achievablesrate
can be increased significantly by this strategy. This is @gfig beneficial wherp;q is small where the

achievable rates gets closer to the lower bound-any codes.
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VI. COMPLEXITY AND THE WATERMARK SEQUENCE
A. Decoding complexity

The complexity of the forward-backward algorithm deteresirthe complexity of watermark decoding.
This complexity scales a8 ((1 + 2tyax)I M N), wherel 4 2t,,,x is the number of states in the HMM and
N is equal to the number of symbols on which the forward-baclvedgorithm is performed. It should

be noted that it is possible to reduce this complexity usinmiaents similar to those of [19].

B. Watermark sequence

The watermark sequences used in this paper are pseudaweseipiences. Our experiments confirm
that these sequences perform well under different insgd@etion rates. Periodic sequences with small
periods are usually not good choices. First, they are valrlerto successive insertios/deletions. As a
simple example, if the watermark is a periodic sequence p&ttiod 4, then the decoder cannot detect
successive deletions. Furthermore, certain patternsseftions/deletions can fool the decoder such that it
fails to detect them. Randomness lowers the probabilityatdfef detecting or missing insertions/deletions
by the decoder.

Among other factors which affect the decoding performansdbeé number of successive identical symbols
(runs) in the watermark. One advantage of having runs isith@ovides the ability to detect successive
deletions. The larger the run-length, the larger succesdaletions that can be detected. Nevertheless,
larger runs lead to a worse localization of insertionshilehs as the decoder is not able to detect where
exactly insertions/deletions have occurred. This gives tb less reliable LLRs in the vicinity of inser-
tions/deletions. Thus, there should be a balance betwega énd small runs in the watermark sequence.
Pseudo-random sequences usually have this property.

Among candidates for the watermark are the run-length ¢ich{RLL) sequences. RLL sequences with
small maximum run-lengths (e.g., around 3 or 4) are goodogsoparticularly wherm;q is very small
since the probability of having successive insertiongfitahs is small. The performance gain over pseudo-
random watermarks is only notable at small where high-rate outer codes are used.

The presence of additive noise can also affect the choiceadénmark. All in all, it is possible that
sequences with structure could offer better performanae the above-mentioned sequences. This can be

the subject of further investigation.
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VIlI. CONCLUSION

In this paper, we proposed a concatenated coding schemeliaible communication over non-binary
I/D channels where symbols were randomly deleted from certed in the transmitted sequence and all
symbols were corrupted by additive white Gaussian noisst,Rive provided redundancy by expanding
the symbol set while maintaining almost the same minimuntadie. Then, we allocated part of the bits
associated with each symbol to watermark bits. The watdrmeguence, known at the receiver, was then
used by the forward-backward algorithm to provide softiinfation for the outer code. Finally, the received
sequence was decoded by the outer code.

We evaluated the performance of the watermarked systemhaiodgh numerical examples we showed
that significant amount of insertions and deletions couldcbaected by the proposed method. The
maximum information rates achievable by this method on tBechannel were provided and compared
with existing results and the available boundsgary synchronization codes. Practical codes were also

designed that could approach these information rates.
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