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Abstract—An adaptive distributed space-time coding (DSTC) minimum outage probability. An opportunistic DSTC scheme
scheme is proposed for two-hop cooperative MIMO networks. with the minimum outage probability is designed for a DF
Linear minimum mean square error (MMSE) receive filters and cooperative network and compared with the fixed DSTC

adjustable code matrices are considered subject to a poweion- h in16 hile in[17 | tunisti lavi
straint with an amplify-and-forward (AF) cooperation stra tegy. schemes in[[6], while in[[7] a novel opportunistic relaying

In the proposed adaptive DSTC scheme, an adjustable code algorithm is achieved by employing DSTC in an AF cooper-
matrix obtained by a feedback channel is employed to transfon  ative MIMO network. An adaptive distributed-Alamouti (D-

the space-time coded matrix at the relay node. The effects Alamouti) space-time block code (STBC) design is proposed
of the limited feedback and the feedback errors are assessed in [8] for non-regenerative dual-hop wireless systems Wwhic

Linear MMSE expressions are devised to compute the parameite - D .
of the adjustable code matrix and the linear receive filters. achieves the minimum outage probability. DSTC schemes

Stochastic gradient (SG) and least-squares (LS) algorithmare for the AF protocol are discussed inl [9]-[11]. 10l[9], the
also developed with reduced computational complexity. Anpper GABBA STC scheme is extended to a distributed MIMO
bound on the pairwise error probability analysis is derived and  network with full-diversity and full-rate, while an optirha
indicates the advantage of employing the adjustable code rr&ces algorithm for the design of the DSTC scheme to achieve

at the relay nodes. An alternative optimization algorithm for the th timal di it d ltiolexi tradeoff is derived
adaptive DSTC scheme is also derived in order to eliminate # € opumal diversity and muiliplexing tradeoit Is derive

need for the feedback. The algorithm provides a fully distrbuted  in [10]. A quasi-orthogonal DSTBC for cooperative MIMO
scheme for the adaptive DSTC at the relay node based on the networks is presented and shown to achieve full rate and full

minimization of the error probability. Simulation results show diversity with any number of antennas [n]11]. [n[12], a new

that the proposet(:lj algorithms oéatzzl:n s||qgn|f|cant performan@ g1 scheme that multiplies a randomized matrix by the STC

gains as compared to ?X'Stmg D_ TC sc emes.. ~ matrix at the relay node before the transmission is derived
Index Terms—Adaptive algorithms, space-time codes with gnd analyzed. The randomized space-time code (RSTC) can

feedback, cooperative systems, distributed space time cesl achieve the performance of a centralized space-time code in
terms of coding gain and diversity order.
|. INTRODUCTION Optimal space-time codes can be obtained by transmitting

the channel or other useful information for code design back

Cooperative multiple-input and multiple-output (MIMO) . . . . .
. . ) to the source node, in order to achieve higher coding gains
systems, which employ multiple relay nodes with antennas re-processing the symbols. [AT13], the trade-off betwe
between the source node and the destination node as a gis’, " 9 y : '

tributed antenna array, can obtain diversity gains by miiog e length of the feedback symbols, which is related to the
Y: Y9 y oy capacity loss and the transmission rate is discussed, afere

copies of the transmitted signals to improve the reha;blhtin [14] one solution for this trade-off problem is derivecher

of wireless communication systemsl [1]. Among the IInkSse of limited feedback for STC encoding has been widely

between the relay nodes and the destination node, coaperay]. . . . .
strategies such as Amplify-and-Forward (AF), Decode-angl-scussed in the literature. 10 [15], the phase informat®on

. sent back for STC encoding in order to maintain the full
Forward (DF), Compress-and-Forward (CE) [2] and variou versity, and the phase feedback is employed (i [16] to

distributed space-time coding (DSTC) scheniés [3], ], [| prove the performance of the Alamouti STBC. A limited

can be employed. feedback link is used i [17] and [18] to provide the channel

The use of distributed space-time codes (DSTC) at tri1r§“formation for the pre-coding of an orthogonal STBC scheme

relay node.m & cooperative network,_ prc_)wdmg more COpI?nother limited feedback strategy has been considered for
of the desired symbols at the destination node, can o Dwer relay selection if [19]

rerana, A totan to0ss on B techmiques . on tpon (1S paper,we propose an adaptive disrbuted space-ti
design of delay-tolerant codes and full-diversity schemitls coding scheme and algorithms for cooperative MIMO relaying

systems. This work was first introduced and discussed in [31]
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tive optimization algorithms are derived based on the MSE an NY Relay _YN

the ML criteria subject to constraints on the transmitted/@o Fon, Y1l Gun

at the relays, in order to release the destination node fram t Y T

high computational complexity of the optimization process Source |-\ —L N -|Destination
We focus on how the adjustable code matrix affects the DSTC Node [ Y ‘ Y Y| Node
during the encoding and how to optimize the linear receive For, < N | Relay| N/GR/D

filter with the code matrix iteratively or, alternativelyyb ST ey

employing an ML detector and adjusting the code matrix. The g T

upper bound of the error probability of the proposed adaptiv Pt

DSTC is derived in order to show its advantages as compared [j}

to the traditional DSTC schemes and the influence of the 1  cooperative MIMO system model with, relay nodes
imperfect feedback is discussed. It is shown that the use of a Il. COOPERATIVEMIMO SYSTEM MODEL

adjustable code matrix benefits the performance of the syste

compared to employing traditional STC schemes. Then, weThe communication system under consideration is a two-
derive a fully distributed matrix optimization algorithmhich hop cooperative MIMO system which employs multiple relay
does not require feedback' The pairwise error probabi"ﬂpdes as ShOWﬂ in F|g 1. The fiI‘St hOp iS deVOted to the source
(PEP) of the adaptive DSTC is employed in order to devisettansmission, which broadcasts the information symbols to
distributed algorithm and to eliminate the need for fee#tba¢he relay nodes and to the destination node. The second hop
channels. The fully distributed matrix optimization algom forwards the amplified and re-encoded information symbols
allows the system to use the optimal adjustable matrix leefdfom the relay nodes to the destination node. An orthogonal
the transmission, and also achieves the minimum PEP wHE&SMission protocol is considered which requires that th
the statistical information of the channel does not chafige. Source node does not transmit during the time period of the
differences of our work compared with the existing works ag&cond hop. In order to evaluate the adaptive optimization
discussed as follows. First, an optimal adjustable codeixnatalgorithms, a BSC is considered as the feedback channel.
will be multiplied by an existing space-time coding scheme Consider a cooperative MIMO system with relay nodes

at the relay node and the encoded data are forwarded to #at employ an AF cooperative strategy as well as a DSTC
destination node. The code matrix is first generated ranglongcheme. All nodes haveV antennas to transmit and re-
as discussed i [12], and it is optimized according to differ ceive. We consider only one user at the source node in
criteria at the destination node by the proposed algorithnf!r system that operates in a spatial multiplexing configu-
Second, in order to implement the adaptive algorithms, tk@tion. Let s[i] denotes the transmitted information symbol
adjustable code matrix is optimized with the linear receiwector at the source node, which contains parameters,
filter iteratively, and then transmitted back to the relayd@o sli] = [s1[i], s2[i, ..., sw[i]], and has a covariance matrix
via a feedback channel. The impact of the feedback errorshigs[ils[i]] = 021y, whereo? is the signal power which
considered and shown in the simulations. Third, the proghoswe assume to be equal to 1. The source node broadefasts
fully distributed optimization algorithm eliminates théfext from the source ta, relay nodes as well as to the destination
of the feedback by choosing the optimal code matrix befor@de in the first hop, which can be described by

transmission, and the receiver is released from the deafn t rsplil = Hsplils[il+nspli]l, rsr.]i] = Fsr,[i]s[i]+nsr,[i,

@)
The paper is organized as follows. Section Il introduces 1=1,2, ... ,N, k=1,2, ... n,,
a two-hop cooperative MIMO system with multiple relays

applying the AF strategy and the adaptive DSTC schentéherersr, [i] andrspli] denote the received symbol vectors
In Section Ill the proposed optimization algorithms for thét thekth relay node and at the destination node, respectively.

adjustable code matrix are derived, and the pairwise errbf€ .V * 1 vectornspg, [i] andnspli] denote the zero mean

probability is analyzed in Section IV. The fully distribate complex circular symmetric additive white Gaussian noise
optimization algorithm is derived in Section V, and the iesu (AWGN) vector generated at theth relay node and at the

of the simulations are given in Section VI. Section VII givedestination node with varianee’. The matricesFs g, [i] and
the conclusions of the work. Hgpli] are theN x N channel coefficient matrices between

the source node and tih relay node, and between the source
) o node and the destination node, respectively.

Notation: the italic, bold lower-case and bold upper-case 1pg received symbols are amplified and re-encoded at each
letters denote scalarsé vectors and matrices, respactiviet relay node prior to transmission to the destination nodé&én t
operatorsE[] and ()" stand for expected value and th&gong hop. We assume that the synchronization at each node
Hermitian operator. TheV x N identity matrix is written g perfect. After amplifying the received vecter, [i] at the
asIy. || X |p= /To(X" - X) = /Te(X - X") is the kth relay node, the signal vect@isg, [i] = Ar, plirsg, [i]
Frobenius normi[-] and 3[-] stand for the real part andcan be obtained, wherér, p[i] stands for theV x N diagonal
the imaginary part, respectivel{{’r(-) stands for the trace amplification matrix assigned at tt¢h relay node. TheV x 1
of a matrix, and(-)" for pseudo-inverse, an@® denotes the signal vectorssg, [i] will be re-encoded by av x T DSTC
Kronecker product. schemeM (8), multiplied by anN x N adjustable code matrix



®,[i] generated randomly [12], and then forwarded to thgarameters of the adjustable code matrix with reduced com-
destination node. The relationship between Mtfe relay and plexity are also devised. The DSTC scheme used at the
the destination node can be described as relay node employs an MMSE-based adjustable code matrix,
. . , . , which is computed at the destination node and obtained by a
Rp.pli] = Gr.oli®x[ilMr,p[i] + Nr.olil. () feedpack channel in order to process the data symbols prior

The N x T received symbol matrixRy, p[i] in @) can be to transmission to the destination node. It is worth to neemti

written as anN'T' x 1 vectorr g, p[i] given by that the code matrices are only used at the relay node so the
) _ s _ _ direct link from the source node to the destination node is no
TR.D[i] = Peq, [(|Geq, iS5, [i] + 1R, D[1], (3)  considered in this section.

where the block diagonaVT' x NT matrix ®.,, [¢] denotes
the equivalent adjustable code matrix and th&d x N A. Linear MMSE Receiver Design with Adaptive DSTC Opti-
matrix G, [i] stands for the equivalent channel matrix whiclmnization

is the DSTC scheméV(s[i]) combined with the channel The linear MMSE receiver design with optimal code matri-
matrix G, p[i]. The NT x 1 equivalent noise vectair, pli] ces is derived as follows. By defining tHeV x 1 parameter
generated at the destination node contains the noise pENEM&/ector w;[i] to determine thejth symbol s [i], we propose

in N g, pli]. the MSE based optimization with a power constraint at the
The use of an adjustable code matrix or a randomizg@stination node described by
matrix ®.,, [¢] which achieves the full diversity order and . , . , Hoo oo
provides a lower error probability has been discussed i [1&“’3‘ [i], ®eq,[i]] = arg  min B [|ls;[i] — wi [i]r[d]| ], st Tr(®eq, |

; . . . . w;[i], Peqy [1]
The uniform sphere randomized matrix which achieves the g (5)

lowest BER of the analyzed schemes and contains elemegifere r[i] denotes the received symbol vector at the desti-
that are uniformly distributed on the surface of a COI'np'%tion node. By emp|oying a Lagrange mu]tipnervve can

hyper-sphere of radiug is used in our system. The propose@ptain the Lagrange expression shown as
adaptive algorithms detailed in the next section optimize t

code matrices employed at the relay nodes in order to achiete= E [|l;[i] — w'lilr[i]||*] + A(Tr(Peq, [ @4y, [i]) — Pr)-

a lower BER. At each relay node, the adjustable code matrices _ _ _ (6)

are normalized so that no increase in the energy is intratiuce BY expanding the right-hand side dfl (6) and taking the
at the relay nodes and the comparison between differéfi@dient with respect tev;i] and equating the terms to zero,

schemes is fair. we can obtain theth MMSE receive filter vector for thgth
After rewriting Rg, pli] we can consider the receivegsymbol . »
symbol vector at the destination node ag7a+ 1)N x 1 w;j[i] = R"p, )

vector with two parts, one is from the source node and anothghare the first termR = E [7[i]7H[i]] denotes the auto-
one is the superposition of the .received vectors from eaghrelation matrix and the second term = B [r[i]s[i]]
relay node. Therefore, the received symbol vector for thg,nds for the cross-correlation vector. To optimize theeco

cooperative MIMO system can be written as matrix &, [i] for each symbol at each relay node, we can

rli] = Hpli]sli] nspli] calcglate'the code m.atrix by taking the gradient yvith respec
T r, @, [1Geg, i)3s R, [1] nroli] | (4) to «I)eqkj [i] and equating the terms to zero, resulting in
ZDD[Z]g[)[Z]—f—’I’LD[Z], -1~

&, [i]=R P, ®)
where the(T + 1)N x 2N block diagonal matrixDp|i] ~ ~
denotes the channel gain matrix of all the links in the nekwowhere R = £ |:Sj [i]3s R, [i]w, [i]wh[i] + /\I} and P =

which contains theV x N channel coefficients matrik spli] 5, sz[iﬁsmj [iJw;[ilgey,, [i]} are NT' x NT matrices. The

bet th d d the destinati deythe N . .
etween the source node and the destination nodey e value of the Lagrange multipliex can be determined by sub-

equivalent channel matri&.,, [i] for k = 1,2, ...,n, between " " 2. GaH e :
each relay node and the destination node. We assume fatt"9 Deg,, [i] IO ATr(Peg, [i] Peq, [i]) = Pr and solving

the coefficients in all channel matrices are independent a power constraint fu_nctlpn. !n the propos_ed adaptive-alg
remain constant over the transmission. THe+ 1)N x 1 rithm we employ quantization instead of using the Lagrange

noise vectornpli] contains the equivalent received noisénum_p“er’ which requires less cpmputaﬂonal complexiltjne
vector at the destination node, which can be modeled %(gtall_ed explanat.|0n IS shpwn in the next section. Note that
an AWGN with zero mean and covariance matsix(1+ || non-hnegr detecuoq algorithmis [26] can also be employted a

" B, [(1Gey [| AR, Di] |2)T 1s1)n . the receiver for_an improved pe_rforman.ce.. '

k=1 edn e ; F)2(T+1) Appendix A includes a detailed derivation ab;[i] and
®.,,;[i]. The power constraint can be enforced by employ-
ing the Lagrange multiplier and by substituting the power
constraint into the MSE cost function. Il (8) a closed-form

In this section, we jointly design an MMSE adjustablexpression of the code matri&i'eqkj[i] assigned for thejth
code matrix and the receiver for the proposed DSTC schemeceived symbol at théth relay node is derived. The problem
Adaptive SG and RLS algorithms_[20] for determining thés that the optimization method requires the calculation of

IIl. JOINT ADAPTIVE CODE MATRIX OPTIMIZATION AND
RECEIVER DESIGN



TABLE | . - .
SUMMARY OF THE C-ARMO SG ALGORITHM According to [ID), the receive filtew;[i] and the code

matrix ®.,, .[¢] depend on each other. Therefore, alternating

1: Initialize: w,;[0] = Onrx1, optimization algorithms[23][[25] can be used to deterntiree
2:  ®[0] is generated randomly with the power constrﬂhb@@gﬁf\{@&réﬁeive filter and the code matrix iterativelyda
3: For each instant of timez=1, 2, ..., contpateptimization procedure can be completed. The complexit
4: VL = —€] [i]ri], of calculating the optimatv;[i] and ®.,, [i] is O(NT') and
5: VL i = —ej[z']s;f[z']wj[i]dg_ [i],O(N*T?), respectively, which is much less tha( N4T4)

. it Hi. andO(N®T) by using [7) and[{8). As mentioned in Section
6: wheree;[i] = s;[i] — w?'[i]r[d]. . ) .

. . I I, the optimal MMSE code matrices will be sent back to the
7: Updatew;[i] and ®.,, .[i] by . :

. . ' ) CA, relay nodes via a feedback channel, and the influence of the
8: wjli +1] = w;li] + Blej[irl), =07 o : i e

_ ) ) e . imperfect feedback is shown and discussed in simulations.
o B, i+ 1] = Beg, 1]+ ple 1153 [ (1 1),
10: q)etij [l + 1] = \/ﬁq’eqkj s

- \/z;V:] Tr(®eq,, [i+1]2E,, [14A])) ML Detection and LS Code Matrix Estimation Algorithm

e

a matrix inversion with a high computational complexity of The criterion for optimizing the adjustable code matrices
O((NT)>?), and with the increase in the number of antenn&§d performing symbol detection in the C-ARMO algorithm
employed at each node or the use of more complicated STan be changed to the maximum likelihood (ML) criterion,
encoders at the relay nodes, the computational complexi#pich is equivalent to a Least-squares (LS) criterion irs thi
increases cubically according to the matrix sizes[ih (7) a@se. For example, if we take the ML instead of the MSE
®). criterion to determine the code matrices, then we have te sto
an N x D matrix S at the destination node which contains all
the possible combinations of the transmitted symbol vector

The ML optimization problem can be written as
In order to reduce the computational complexity and achieve . . . o
an optimal performance, a centralized adaptive robustixmatkSd; [il; Peq, (1] = arg . [i]mqin : [rli]=P[]]1", st Tr(Peq, [{]Peg, [i])
j El eqkj

optimization (C-ARMO) algorithm based on an SG algorithm (11)
with a linear receiver design is proposed as follows. h NP S N & o [i13, 1l denotes th
The Lagrangian resulting from the optimization problem ivrc,\é ere li] = iy 21 Beq lild,[i]34,[1] denotes the
) ! X ) : e ceived symbol vector without noise which is determined by
derived in [6), and a simple adaptive algorithm for detefntin g ,tityting each column o into (TI). It is worth to mention
the linear receive filters and the code matrices can be mbri\{ﬁat the optimization algorithm contains a discrete parictvh
by talk{ng the |_nstantaneous 9rad'|ent terml_ﬁf (6) W't.h reBP&&ers to the ML detection and a continuous part which refers
to wj[i] and with respect tab,,, [i], respectively, which are yq 1, gptimization of the code matrix, and the detection and

B. Adaptive Stochastic Gradient Optimization Algorithm

€qk
VLl = VE [|5;i] — wh[i]e[i]||? = _e[i]rfd), the optimization can be implemented separately as they do
w;li [Hsj ] = wy Ll ]“’}f (il e;lirll not depend on each other. The optimization algorithm can be
VLy:, 17=VE [[Is;1i] = whlilr[i])1?] 5. i = —eilils; [{Jugoildjiéiied as a mixed discrete-continues optimizatiothitn
! kg g) case, other detectors such as sphere decoders can be used in

the optimization algorithm in the detection part in order to
and the NT x 1 vector dy. [i] denotes thejth column of reduce the computational complexity without an impact on
J

the channel matrix which contains the product of the chann,tQF performance, and the algorithm will converge after sdve

matricesF sz, andGr,p and the power allocation matrices'€ations. o _
After determining the transmitted symbol vector, we can

Apg,p. After we obtain [®) the proposed algorithm can be ' ' _ '
obtained by introducing a step size into a gradient optitiza Calculate the optimal code matrik.,, , [i] by employing the
algorithm to update the result until the convergence ishedc LS €stimation algorithm. The Lagrangian expression isgive

wheree;[i] = s;[i] — w';' [i]r[i] stands for theth error signal,

and the algorithm is given by y

w;[i+1] = w;[i]+B(ef[i]r[i]), Peq,,li+1] = <I>eqkj[z]+€%f§[z]y[iﬂhlflﬁﬂ<@z<1>eq [y [i)3a, [1]) [P+ (Tr[@eq, [i] @, [i]]—PR)
1 —t L kg J g k eqr ?

where 8 and . denote the step sizes in the recursions for the et (12)

estimation. A detailed derivation is included in Appendix B and by taking the instantaneous gradientfwith respect to
The energy of the code matrices [n}(10) will be increasede code matrix®;, [i] we can obtain
J

with the processing of the adaptive algorithm, which will
contribute to the reduction of the error probability. A naim V.Zq);qk_ i = (rli] — f[i])vq,;% i (rfi] — #[i))"
ization of the code matrix after the optimization is reqdiegnd ! ’

| | VPemen fieh = (10, 1] = By (1, 130, ) (53, [, ).
implemented ag.,, ; [i + 1] = NSpaTc SNy (13)

j=1 €dkj eqy; . . Ny N . A .
to ensure that the energy is not increased and for a féihere v il = vli] — 3507 300 L Pegs, [i]di, [1]34, [i]

comparison among the analyzed DSTC schemes. A summﬁ@nds for the received vector without the desired codeixnatr
of the C-ARMO SG algorithm is given in Table 1. The optimal code matri@.,, [i] requiresV.Zs. ) =0,



TABLE Il

and the optimal adjustable code matrix as given by SUMMARY OF THE C-ARMO RLS ALGORITHM

Buy i = 53 i, L0 5, ] P [0 ). 04) s PO =T Z0 = Toro:
The power constraint is not considered because the quant?: the value ofd is small when SNR is high and is large wt
zation method can be employed in order to reduce the high3:  ®[0] is generated randomly with the power constrainice(®.q,
computational complexity for determining the value of the 4: For each instant of timé=1, 2, ..., compute
Lagrange multiplier. 5: kli] = AT i 1ry (4]

AT e = 1ry, [

6: Beg,, [i] = Peg,, [i = 1] + A7 (re[i] — Z[i — L]k[i])r} [i]
7: Pli] = X"'Pli — 1] — A k[i]r! [ Pli — 1],
8: Z[i] = AZi — 1] + r.[i]r} [i].
D. RLS Code Matrix Estimation Algorithm 12: b, li]= VP Dey; (]
' ' i Vs Tr(Peqy 128, )’
The RLS estimation algorithm for the code matéx,, |i] by
is derived in this section. The ML detector is employed s@.,,, [i] = AZ]i — 1] P[i] —|—7’e[z’]rgj [i] P37
that the d_etect?on and the _optimizati_on procedures araatpa — Z[i —1)PJi — 1] + Z[i — K[| [ P[i — 1] + r[i]rY [)|P
as explained in the previous section, so we focus on how _ o e !
to optimize the code matrix rather than the detection. The = ®eq, [i = 1] + A7 (reli] — Z[i — 1k[d])ry; [i{] Pli — 1].
superior convergence behavior of the LS algorithm when the (21)

size of the adjustable code matrix is large indicates thearea  1able Il shows a summary of the C-ARMO RLS algorithm.
of the utilization of an RLS estimation, and it is worth to
mention that the computational complexity reduces fromaub

to square by employing the RLS algorithm. _
) ) o E. Convergence Analysis
According to the RLS algorithm, the optimization problem

is given by The C-ARMO algorithms can be divided into two cases:
; the first one performs the optimization by updating the nexei
o . i—n a2 ., = filterapdthe code matrix iteratively, i.e., the MSE based C-
[@eqy, [il] = arg q{?fl[i] 2—31)\ Il =Ll 52 Tr(@eq, hw%ﬁ%ﬁ@drithm, the second one only optimizes the code
S (15) matrix itself according to the Lagrangian function, i.ehet
where \ stands for the forgetting factor. By expanding th&L and RLS based C-ARMO algorithms. In this subsection,
right-hand side of[{d5) and taking gradient with respect tge will illustrate how the C-ARMO algorithms converge to
®;, [i] and equaling the terms to zero, we obtain the global optimum solution.
! 1) MSE based C-ARMO algorithmThe proposed MSE
. i—n ien _ based C-ARMO algorithm allows the optimization of the
Boq, il = (Q_ N "relnlrl, ["])(Z/\ e P DT eceive filter w[i] and the code matrix®[i] iteratively. A
n=l =t (16) detailed proof of the convergence of this type of algorithm

[ n

where the NT x 1 vector r.[n] = ®.,, [n]dx, [n]34,[n] is derived in [[32]. We will give a brief outline on how these
and ry, [n] = dy, [n)3q, [n]. The power constraint is still not results can be used to prove .thg convergence of our algarithm
considered during the optimization. We define According to [32], the optimization problem ifl(5) can be

described as: Given an initigtw,, ®) € Wy x Py, we have

S Ae . to find f pointsy, . &, % P, that
o[i] = Z X~ [t [n] = A [i — 1] + 7, ][], o find a sequence of pointav,,, ®,,) € W, x P, tha
n=1

(17) ILIH L(wy, ®,) = ZW,P), (22)
Z[i] = Z N ] [n] = AZ[i— 1]+ ro[n]rt [n], (18) where the sequence of compact S{e(ﬂé/n,Pn)}nzo;Wn,Pn
—_ ! ! that are revealed at time such that as — oo, P,, =% P and
i W, & w, and
so that we can rewrit¢ (16) as n '
B, ] = Z[1] i) (o)  dn(AB) =max{sup il d(4,B), sup inf, d(4, B)}
(23)

By employing the matrix inversion lemma in_[30], we cal

obtain ndenotes the Hausdorff distance betweérand 5. The pro-

posed algorithm is written recursively far> 1 as described
O] = AT = 1) = AT R[] [i1 T i — 1], (20) by
wherekl[i] = (A\™1 W i — 1ry, i) /(1 + AT [0 i - wp € arg min L(w, ®p), P € arg min L(wy, P).
1|7y, [i]). We defineP[i] = ¥ '[i] and by substituting[{18) : ’ (24)
and [20) into[(IB), the expression of the code matrix is givekccording to the three-point property and the four-poirdper



erty in [32], we can obtain in order to concentrate on the effects of the adjustable code

matrix on the performance. The expression of the upper bound
Z(wn, 8n)+Z(w, Bn) < Z(w, Bpy)+Z(w, CI)HW((ZE)) holds for systems with different sizes and an arbitrary nemb

for all w € W, and ® € P,, wherew(v,) denotes the of relay.nodes.
modulus of continuity ofZ(w,, ®,) with w(v,) — 0 as Consider anV x N STC scheme at the relay node with

Yo — 0, andy, = &, + en_q With £, — 0 @sn — occ. codewords, and the codewod' is transmitted and decoded
é\s another codewor@” at the destination node, whete=

.., T. According to [21], the probability of error for this
code can be upper bounded by the sum of all the probabilities
of incorrect decoding, which is given by

SinceP,, i p andW,, dy W, there must exists a sequenc
(w!,®) € W, x P, such that(w/,,®) — (w',®') €
arg min (W, P) and d(w),,w’) + d(®,,,®") < ¢, for all
n > 0. By replacing (w, ®) with (w’,®’) and choosing
ZL(w!,, @) < ZL(w',®) +w(e,), we can obtain

g(’wnv q>n)+$(’w;w ® ) g( wy,_1, q>n*1)+$(wlv ¢/)+2w(7n)+w(€n)v
(26)

P. <ZP LY. (30)

Assuming that the codewoi@ is decoded at the destination

node and that we know the channel information perfectly, we

liminf 2 (w,, ®,) < Z(w, ®). (27) can derive the conditional pairwise error probability o th
DSTC encoded with the adjustable code matbixas [33]

and further derive

By defining a subsequence{n;}r~o such that

assuming compactness B and P, we can obtainw € 7/,
® <P, and where D stands for the matrix with the channel coefficients
liminf .2 (w,, &) = hm LWy, Bn,) > L (w0, B). for all Iinks. 2Let U?ACU2 be the eigenvalue d_ecomposiltion
n—oo k—00 (28) of (C' — C*)*(C C*), where U is a unitary matrix
Combining  [27) and [(28), we can obtain with the elllgerr:vectors arlmc |sf 1d|g%onal matbrlx which
lim inf L(w,. ®,) — Lw,®) which indicates Ncontains all the elgelnva uesgo the HI erence between two
o0 e ’ different codeword<C"" and C“. Let V" A4V stand for the

azé) cl\(/)ltver%ethLostrl;e op;méu;\nR\ngesl. thriThe ML and eigenvalue decomposition b DU)” ® DU, where V is
) an ase aigort N and - o unitary matrix that contains the eigenvectors ang is a

RLS based C-ARMO algorithms just optimize the code matri liagonal matrix with the eigenvalues arranged in decrgasin

and we can analyze the Hessian matrix[of (12) and CheCk6 der. Therefore, the conditional pairwise probabilityenfor
positive (semi-)definiteness. By taking the second-ordetigl can be written as

derivatives of the Lagrangian cost function [n](12), we can

obtain v NT N
d 0. d i PO C? @ Z > Xe, A, [nml?
S

H(Z) = zdgj[z]"’lsjl ‘I)eqkj[]dk[]dk m=1n=1
(32)

5%, 11 082, 1) 08, 1]
=| s; * dy, [i]dkj[ i, whereg,, ., is the (n, m)th element inV', and A\, and \c,,
(29) are thenth eigenvalues inAg and Ag, respectively. It is
where the first term| s; |? is a positive scalar and theimportant to note that the value dfs is positive and real
rest of the terms denotes the multiplication of the equivalebecausé ® DU )" & DU is Hermitian symmetric. According
channel vectors which is a positive-definite matrix and the [21], an appropnate upper bound assumption of the

problem is convex. We conclude that the Hessian matrix ffnction isQ(z) < %e =, thus we can derive the upper bound

the Lagrangian cost function is a positive-definite matidx sof the pairwise error probability for an adaptive STC scheme
that the ML and RLS based C-ARMO algorithms converge tgs

the global optimum under the usual assumptions used to prove
the convergence of these algorithms for convex problems. P.. <E
P —

m=1n=1

1 y NI N 1
2\ | _
5 eXP <—ZZZ/\<1>7L/\cn,|§n,m| )] T+ e
n=1 n
(33

V. PROBABILITY OF ERRORANALYSIS while the upper bound of the error probability expression fo

In this section, the pairwise error probability (PEP) of the traditional STC in[[211] is given by

system employing the adaptive DSTC will be derived. As we NT N
1
GX A n,m
p( 2 2 el ')1 (1 + 3™
(34)

mentioned in Section I, the adjustable code matrices will

considered in the derivation as it affects the performance b“” ~ —= =
reducing the upper bound of the pairwise error probabilibe
PEP upper bound of the traditional STC schemed_in [21] iswe neglect thel in the denominator in[(33), the exponent

introduced for comparison, and the main difference lieha t of the SNR~ indicates the diversity order which means the
eigenvalues of the adjustable code matrices. Please natte fhll diversity NT'N can be achieved i (B3). By comparing

the direct link is ignored in the PEP upper bound derivatio3) and [3%#), employing an adjustable code matrix for an




TABLE Il
SUMMARY OF THE FD-ARMO ALGORITHM

STC scheme at the relay node introduces, in the BER
upper bound. With the aid of simulations, we found thag
is diagonal with one eigenvalue less thamand others much 1: Choose theéV x T' STC scheme used at the relay no
greater thanl. As a result, employing the adjustable code2: Determine the dimension of the adjustable code makriwhich i
matrices can provide a decrease in the BER upper bound sin&  Compute the eigenvalue decompositionfoh” and store the r

the value in the denominator increases. 4: Generate a set @b randomly with the power constraifftr (@, ®!
5: For all ®, compute
6(c) = det (I + a-PAD") 1
6: Choose the code matrix according to
Oopt(c) = argmax; ©;(c)
V. THE FULLY DISTRIBUTED ADAPTIVE ROBUST MATRIX Store the optimal code matrie,,; at the relay node
OPTIMIZATION ALGORITHM expression of the error probability is given by

O(c) = Elexp(—c€)] = FE [CXP(_C 2]1\fO

Inspired by the analysis developed in the previous section, 1 H exp (—;@B(I +YzB) tus
we derive a fully distributed ARMO (FD-ARMO) algorithm =k [eXp (_C 2N, [ZAZ ]>] = Gt (1 YT
which does not require the feedback channel in this section. ¢ ( NI )

[@DAAHDH@H])}

We will extend the exact PEP expression [in][29] for MIMO ¢ . -1
communication systems to the AF cooperative MIMO systems = det <I + 2V2N, PAD ) )
with the adaptive DSTC schemes. Then, we design the FD- (36)

ARMO algorithm to determine and store the adjustable codéhere B = I Q) AA"M andc = a+ jb is the variable defined
matrices at the relay nodes before the transmission in Phaséhe MGF witha = % andb is a constant. By inserting (B6)
I. into the pairwise error probability expression in][29], wenc

The exact PEP expression of an STC has been given (mtain the exact PEP of the adaptive DSTC scheme written as
Taricco and Biglieri in [[29], which contains the sum of the 1 b
real part and the imaginary part of the mean value of the P, = 27 Z{M‘P(C)] + =S[@(0)]} + Ey, (37)
. . . - a
error probability, and the moment generating function (MGF i=1
is employed to compute the mean value. To extend the exagiereE; — 0 as.J — oo.
PEP expression to the cooperative MIMO systems, we canSince the PEP is proportional t§_{36), it is clear that
rewrite the received symbol vector at the destination nade minimizing the PEP is equal to maximizing the determinant
of I + —<—®A®". As a result, the optimization problem

ny SN
Rpp =Y ®[i|Dy[i]Cli] + N rplil, can be written as
e Oopt(c) = argmlaXGI(c), l=1,2,.. (38)

where D[] denotes the channel matrix. For simplicity, we
assume the synchronization is perfect, and each relay nagfere ©;(c) stands for thelth candidate code matrix. For
transmits the STC matrix simultaneously and the receivgimplicity the candidate code matrices are generated ralydo
symbol vector at the destination node will be the superjousit and satisfy the power constraint. In order to obtain the ad-
of each column of each STC code. The equivalent noise vecjigstable code matrix we can first randomly generate a set of
contains the AWGN at the destination node as well as tigatrices, and then substitute them infia] (36) to compute the
amplified and re-encoded noise vectors at the relay nodes. Ageterminant. In the simulation, we randomly genebétecode
result the PEP expression of the AF cooperative MIMO systematrices and choose the optimal one according to the FD-

with the adaptive DSTC can be derived as ARMO algorithm. The optimal code matrix with the largest
| ®D(C' — C?) || va_llue of the determinant which achieves the minimal PEP

P(C' - C? | ®,.,) =Q ( ) , (35) will be employed at the relay node. A summary of the FD-

2No ARMO is given in Table Ill. It is worth to mention that the

where Ny = Tr(I + ®D) denotes the received noiseFD-ARMO algorithm is non-convex, but it can still achieve
variance at the destination node. We defide = C' — the optimal performance by choosing the optimal code matrix

C? as the distance between the code words, and= from a number of candidates even though this not guaranteed.
7+~ ®DAA"D"®" and we assume that the eigenvalue

decomposition ofA A" can be written a3 AV, whereV/ VI. SIMULATIONS

stands for a unitary matrix that contains the eigenvectdérs o The simulation results are provided in this section to asses
AA and A contains all the eigenvalues of the square dhe proposed scheme and algorithms. The cooperative MIMO
the distance vector. Define aN x N matrix Z = ®D, system considered employs an AF protocol with the Alamouti
and Z ~ N.(uz,Xz), whereuz = 0 denotes the mean STBC scheme in 5] using QPSK modulation in a quasi-static
andXz = F [EZEZ] stands for the covariance matrix. Theblock fading channel with AWGN. The effect of the direct link
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Schemes without the Direct Link withou w ‘ j o= b o iz
is also considered. It is possible to employ the DF protocol o T4 - sso-rosTEC- L7
use different number of antennas and relay nodes with a simpl w3 ~ o
modification. The system is equipped with = 1 relay node
and N = 2 antennas at each node. In the simulations, we set
the symbol power? as equal to 1, and the power of the ad-
justable code matrix in the ARMO algorithms are normalized.
The SNR in the simulationsHYifngh%recl_e]iijgSiNR which is
caleulated bYSN'R = e 5 516, AR, 0T |
The upper bounds of the D-Alamouti, the R-Alamouti
in [12] and the adaptive Alamouti STC in C-ARMO RLS . : : 5 : ‘
algorithm are shown in Fig. 2. The theoretical pairwise erro oo ° R ® *
p_robab|I|t|es prowde the largest decoding e.rrors of .the&h Fig. 4. BER Performance v&N R for C-ARMO RLS Algorithm with and
different coding schemes and as shown in the figure, R¥hout the Direct Link
employing a randomized matrix at the relay node it decreasammparison must be considered with caution. [n [7] the
the decoding error upper bound. The bounds become tightestandard2 x 2 Alamouti STBC is employed at the source
the respective coding schemes as the SNR increases. The coode, which indicates the received matrix at the relay node
parison of the simulation results in a better BER perforneants amplified without the interference to the orthogonalify o
of the R-Alamouti and the D-Alamouti which indicates thehe code. Moreover, encoding at the source node requires
advantage of using the randomized matrix at relay nodes. Tiere time slots to transmit so that the transmission rate is
C-ARMO RLS algorithm optimizes the randomized matricekalf compared to the proposed C-ARMO algorithm. It is
after each transmission which contributes to a lower erralso worth to mention that the C-ARMO algorithm can be
probability upper bound, and the ML detection algorithremployed in an opportunistic scheme to achieve a better BER
provides the optimal performance at the cost of a highperformance as both of the algorithms employ the STCs and
computation complexity. can perform the optimization at the destination node. With t
The proposed C-ARMO SG algorithm with a linear MMSEconsideration of the direct link, the results indicate ttra
receiver is compared with the SM scheme and the DSTdiversity order can be increased, and using the C-ARMO SG
algorithms in [34], [35], [12] and[]7] in Fig. 3. It is worth algorithm an improved performance is achieved witiB of
to mention that the coding schemes in the simulations sgein as compared to employing the RSTC algorithm[in [12]
different. In the proposed algorithm and the algorithms iand 3dB of gain as compared to employing the traditional
[34], [35] and [12], a spatial multiplexing scheme is sewinfr STC-AF algorithm in [34].
the source node and re-encoded at the relay node, while thén Fig. 4, BER curves of different Alamouti coding schemes
full-opportunistic code[]7] requires an STC encoding at thend the proposed C-ARMO RLS algorithm with and with-
source node instead of re-encoding at the relay node. Tt the direct link using an ML detector are compared. In
step sizes for the iterative optimization afe= 0.01 and Fig. 4, the R-Alamouti scheme improves the performance
1 = 0.03, which are chosen according t0 [36]. The resultsy about4dB without the direct link compared to the D-
illustrate that without the direct link, by making use of thé\lamouti scheme, and the C-ARMO RLS algorithm provides
STC technique, a significant performance improvement cansignificant improvement in terms of gains compared to the
be achieved compared to the spatial multiplexing systera. Tather DSTC schemes. When the direct link is considered,
RSTC algorithm in [[I2] outperforms the STC-AF schemeall the coding schemes can achieve the full diversity order
in [34] and [35], while the C-ARMO SG algorithm canand obtain lower BER performances compared to that without
improve the performance by abo8tB as compared to thethe direct link, and still the C-ARMO RLS algorithm which
RSTC algorithm. The STC scheme inl [7] achieves a mudptimizes the adjustable code matrix achieves the lowe& BE
better performance compared to other schemes although thésformance.

Fig. 3. RFR Parfarmanca v& N R far C.ARMNO Q2 Alnarithm wijth and
Fig. 2. BER Performance v&§ N R for the Upper Bound of the Alamouti

without DL




—©— D-Alamouti[26] =<4 = C-ARMO SG with feedback errors, Pe=10"/
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Fig. 5. BER Performance vs. Number of Samples for C-ARMO SGig. 6. BFR Performance vsS N R for C-ARMO Alaorithm with Perfect

Algorithm without the Direct Link and In -
The simulation results shown in Fig. 5 illustrate the con- ‘ SR A

vergence property of the C-ARMO SG algorithm. All the s
schemes have an error probability bfat the beginning, and 3 ~ §
after the first20 symbols are received and detected, the R-
Alamouti scheme in[[34] achieves a better BER performance
compared with the spatial multiplexing scheme and the R-
Alamouti scheme in[[12] can reach a lower BER than the
C-ARMO algorithm. With the number of received symbol

increasing, the BER curve of the spatial multiplexing, the D

Alamouti and the R-Alamouti schemes are almost straight,

without DL

with DL

while the BER performance of the C-ARMO algorithm can be : O TR = %
further improved and obtain a fast convergence after rgugiv
140 symbols. Fig. 7. Full-Distributed ARMO Algorithm and C-ARMO SG Algithm

. . - . .. adjustable code matrix by using the statistical infornraiid
The simulation results shown in Fig. 6 illustrate the influ- o .
... the channel before transmission so that the performande wil
ence of the feedback channel on the C-ARMO SG algorithm. ™. L .
. ) : - .. beé influenced, resulting in a gain less thadB.
As mentioned in Section |, the optimized code matrix wil
be sent back to each relay node through a feedback channel.

The quantization and feedback errors are not considered in VII. CONCLUSION

the simulation results in Fig. 3 and Fig. 4, so the optimized we have proposed centralized adaptive robust matrix opti-

code matrix is perfectly known at the relay node after thgjzation (C-ARMO) algorithms for the AF cooperative MIMO

C-ARMO algorithm; while in Fig. 6, it indicates that thesystem using a linear MMSE receive filter and an ML receiver

performance of the proposed algorithm will be affected by the destination node. The pairwise error probabilityrof i

the accuracy of the feedback information. In the simulatio&oducing the adaptive DSTC in a cooperative MIMO network

we use4 bits to quantize the real part and the imaginany;th the AF protocol has been derived. In order to eliminate

part of the element in the code matrik.,, [i], and the the need for a feedback channel we have derived a fully-

feedback channel is modeled as a binary symmetric changgiributed ARMO (FD-ARMO) algorithm which can achieve

with different error probabilities. As we can see from Fig. 65 gimilar coding gain without the feedback as compared to

by decreasing the error probabilities for the feedback obbn he c-ARMO algorithms. The simulation results illustralte t

with fixed quantizatipn bits, the BER performance approachgdvamage of the proposed ARMO algorithms by comparing

the performance with the perfect feedback, and by makifgem with the cooperative network employing the traditiona

use of4 quantization bits for the real and imaginary part ohsTC scheme and the RSTC scheme. The proposed algo-

each parameter in the code matrix, the performance of the §&thms can be used with different DSTC schemes using the

ARMO SG algorithm is about 1dB worse with feedback errokr sirategy and can also be extended to the DF cooperation

probability of 1073. protocol.
In Fig. 7, we plot the average error probability with respect

to the SNR for the FD-ARMO algorithm and the C-ARMO

SG algorithm with perfect feedback. The C-ARMO curve

and the FD-ARMO curve outperforms the others becauseWe show how to obtain the expression of the linear MMSE

they optimize the adjustable code matrices with the sarfrceive filterw;[i] and the adjustable code matidx., [i] in

criterion, but1dB of gain has been obtained by the C-ARMequation[(¥) and{8) in Section Il in the following.

SG algorithm because the exact adjustable code matrix isSThe MSE optimization problem is given by

transmitted back to the relay node in a delay-free and dreer- . a1 . . Hrot o r2 _

feedback channel. While the FD-ARMO chooses the optimgf)j[l]’ Peqil] = argwj[iI]I,}Il}:qk [4] B {llsqli] = wilrlill"] 2. Tr(®eq,|

APPENDIXA
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We define a cost function associated with the optimizatimymbol vectorrg, p transmitted from thekth relay node.

problem above and expand it as follows By employing the AF cooperative strategy and space-time
_ T (2 Hony coding schemes at the relay node, the received symbol vector

£ =FE [”SJ'[Z]* wj [Z]TH[ltll |+ '/\(;I‘r'(@eqk[ ]@e%[l) PR) at the relay nodes will be amplified and re-encoded prior to
= E [s;ils}[i] — i [E [rli)s;[i]] — E [s;[i]r"[i] w;[i] tenndy origareeditd wdiblestination node. Let us first defige th

+ A(Tr(Peq, [i ]<I>Eqk [i]) - Pr), amplified symbol vector before re-encoding as
9 . . . I
where \ stands for the Lagrange multiplier and shéulé pasaelil = Arcplil(Fsr[isli] + nsr, [i]) = Ar,plil Fsn,[ils[i] + A,
determined before the calculation. It is worth to noticet tha = Fr[ilsli] + ng,[i],

43)
the first, the third and the fifth terms are not functions of (
wHi], so by taking the gradient o’ with respect tow'![i] where Ag, p|i] denotes theV x N amplify matrix at thekth

: - relay node. The symbol vect@rsg, [i] will be mapped to an
and equating the terms th we can obtain N x T space-time code matridZ(s), and multiplied by an

Ly = —E [rlils}[i]] + E [r[i]r"[i]] w;[i] = 0. (40) adjustable code matrix which is generated randomly before
! being forwarded to the destination node. By substitutiig) (4

By moving the first term in[(40) to the right-hand side and by,, @) " the relationship between all the relay nodes aed th
multiplying the inverse of the auto-correlation of the riged destination node can be written as

symbol vector, we obtain the expression of the linear MMSE

receive filter aSwj[] R 'p, where the auto- correlation . & I(F tnn i) + npplil = P
matrix R = E [r[i]r"[i]] and the cross-correlation vectpr= Z equ [(]Geq, [iI)(F gy [i]s]i] + mp, [i]) + nrp[d] ; eqr [1]
E [r[i]s;[d]].

In order to obtain the expression of the adjustable code _— ZZ‘I’eqk.[i]dk~[i]sj[i] +nplil,
matrix ®cq, [i] we have to rewrite the received symbol vector =1 i1 ! T
r[i] as (44)

. N where theNT x N matrix Dy[i] contains all the channel
q_ B, [i|G., lil3 , . B, rmati etween the source node and Ate relay node,
rli ]; anlilGeq, 185, lil+mrpli] = ;; ., [119eq r@ ﬂn Tth%ﬁfﬂ elay node and the destination node. The
a a (41) noise vector at the destination nodg|i] is Gaussian with
where®.,,, [i] denotes the adjustable code matrix assigned ggvariance matrixo®(1 + T7(3257; Peq, [i|Dyli])) In. By
the jth received symboks g, [i] at thekth relay node, and substituting[(4K) into[(5), we can rewrite the MSE optimiaat
9., li] stands for thejth column of the equivalent channelloroblem as
matrix Gq, []. By substituting[(411) into[(39), the expression
of .Z can be written as [w;[i], ®eg,, [i]] = arg min | E ||s;[] Z Z‘I%qk

w;[i], ca; [@

&L =E [s;[i]s}[i] — w}E[(F + nrpli])s;[i)] — Els;[i) (w][i{|(7 + nrpli])") . et
+ Bl(w}[i)(7 + napli) w7 + np )] + ATr(@eq, 8, i) — Pr), ot TH(Y g []9H, [i]) < Pr
U €dk; €qk; —= :
where? = 3737, S0, ®eq,, [119cq,, 11351, [i). We do not =1 )
have to consider the first and the second terms because they
are not functions o@“ [i] so taking the gradient of with
respect to®;, [i] these terms will disappear. The last three

terms contaln the sum of the adjustable code matrices, and w
focus on the exacfth code matrix we need and consider the
rest of the sum terms as constants. We can rew#itas

%y taking the instantaneous gradient &f in (39) with
espect tow [:] and <I>?qk_ [i] we can obtain

L == B |5 (][ @eqy, (1904, 55me, )] + X(@egy, (108, Wabigry VE [llsili] = wlirill*],,. o) = (sl = w}lilrli) "V,
+ E[(w[i] ®eq,, [ [119cq., [1135Ry, [i]) e 1] Py, [0 ngqk [)3sr,, [i]], = —ejlirid,
and by taking the gradient of.Z in @2) with V.. i =VE |5 —whi]( Y ®eg, [ildx, [i]s;]i] + nrplil)
respect to @:qk [i{] and equating the terms to k=1j=1 ’
zero, we can obtain ®., ] = R P where n, N
R - E [s;[iJ3sn,, [ilw;ilw!i] + 1| and =Va:, (155l —wfi1Q_Y Peq lildi, [ils;1i] + nrp
~ k=1 j=1
P = 1 [s 5, e ot 11]. e ] i i [
’ ’ (46)
APPENDIXB where e;[i] = s;[i] — w![i]r[i] stands for thejth detected

We show the detailed derivation of the C-ARMO SGerror. By employing step size$ and ;. for the receive filter
algorithm in this section. First, we have to rewrite the ree@ and the code matrix recursions, respectively, we obtain the



C-ARMO SG algorithm derived as

(1]

[2]

(3]

(4]

5]

(6]

[7]

(8]

9]

(10]

(11]

(12]

(13]

(14]

[15]

[16]

(17]

(18]

(19]

(20]

(21]

[22]

w;li + 1] = w;[i] + B(ej[ir(i]),
Doy, i+ 1] = Beg,, [i] + uleyli] s} lilaw; (i) [i]).-

REFERENCES

P. Clarke, R. C. de Lamare]oint Transmit Diversity Optimization
and Relay Selection for Multi-relay Cooperative MIMO Sysgelsing
Discrete Stochastic Algorithms IEEE Communications Letters, vol.
15, p.p. 1035-1037, Oct. 2011.

J. N. Laneman and G. W. WornelGooperative Diversity in Wireless
Networks: Efficient Protocols and Outage Behavid&#EE Trans. Inf.
Theory vol. 50, no. 12, pp. 3062-3080, Dec. 2004.

J. N. Laneman and G. W. WornelDistributed Space-Time-Coded
Protocols for Exploiting Cooperative Diversity in Wirege®etworks
IEEE Trans. Inf. Theory, vol. 49, no. 10, pp. 2415-2425, Q€03.

S. Yiu, R. Schober, L. LampeDistributed Space-Time Block Coding
IEEE Trans. Wir. Commun., vol. 54, no. 7, pp. 1195-1206, 200D6.
R. C. de Lamare, R. Sampaio-NetBlind Adaptive MIMO Receivers
for Space-Time Block-Coded DS-CDMA Systems in Multipatin@éls
Using the Constant Modulus Criteriopn IEEE Trans. on Commun.,
vol. 58, no. 1, Jan. 2010.

Y. Zou, Y. Yao, B. Zheng,Opportunistic Distributed Space-Time
Coding for Decode-and-Forward Cooperation System$EEE Trans.
on Signal Processing, vol. 60, pp. 1766 - 1781, April 2012.

B. Maham, A. Hjgrungne§pportunistic Relaying for MIMO Amplify-
and-Forward Cooperative Networks Wireless Personal Communica-
tions, DOI 10.1007/s11277-011-0499-9, January 2012.

J. Abouei, H. Bagheri, A. Khandanin Efficient Adaptive Distributed
Space-Time Coding Scheme for Cooperative RelayindEEE Trans.
on Wireless Commun., vol. 8, Issue: 10, pp. 4957-4962, @ct@b09.
B. Maham, A. Hjprungnes, G. Abrewistributed GABBA Space-Time
Codes in Amplify-and-Forward Relay Netwgrks IEEE Trans. on
Wireless Commun., vol.8, Issuse: 4, pp. 2036 - 2045, Aprd20

S. Yang, J.-C. BelfioreOptimal Space-Time Codes for the MIMO
Amplify-and-Forward Cooperative Channel IEEE Transactions on
Information Theory, vol. 53, Issue: 2, pp. 647-663, Feb.7200

B. Maham, A. Hjprungnes, B. S. RajanQuasi-Orthogonal Design
and Performance Analysis of Amplify-And-Forward Relaywdeks
with Multiple-Antennas 2010 IEEE Wireless Communications and
Networking Conference (WCNC), 18-21 April 2010.

B. Sirkeci-Mergen, A. ScagliondRandomized Space-Time Coding for
Distributed Cooperative Communication |EEE Transactions on
Signal Processing, vol. 55, no. 10, Oct. 2007.

M. Kobayashi, G. Caire, N. JindaHow Much Training and Feedback
are Needed in MIMO Broadcast Channels? IEEE International
Symposium on Information Theory, 2008. ISIT 2008., p.p.268667,
6-11 July 2008.

A. D. Dabbagh, D. J. Lovereedback Rate-Capacity Loss Tradeoff for
Limited Feedback MIMO Systems|EEE Transactions on Information
Theory, vol. 52, p.p. 2190-2202, May 2006.

J. Akhtar, D. Gesbertxtending Orthogonal Block Codes with Partial
Feedback IEEE Transactions on Wireless Communications, vol. 3,
p.p. 1959-1962, Nov. 2004.

I. Choi, J-K. Kim, H. Lee, |. LeeAlamouti-Codes Based Four-Antenna
Transmission Schemes with Phase FeedbadEEE Communications
Letters, vol. 13, p.p. 749-751, Oct. 2009.

G. Jongren, M. SkoglundQuantized Feedback Information in Orthog-
onal Space-Time Block Coding IEEE Transactions on Information
Theory, vol. 50, p.p. 2473-2486, Oct. 2004.

D. J. Love, R. W. Heath, JrLimited Feedback Unitary Precoding for
Orthogonal Space-Time Block Codes IEEE Transactions on Signal
Processing, vol. 53, p.p. 64-73, Jan. 2005.

P. Clarke and R. C. de Lamare, "Transmit Diversity andaReSe-
lection Algorithms for Multirelay Cooperative MIMO SystesthlEEE
Transactions on Vehicular Technolggyol.61, no. 3, pp. 1084-1098,
October 2011.

S. Haykin, Adaptive Filter Theory4th ed.
Prentice- Hall, 2002.

H. Jafarkhani Space-Time Coding Theory and PracticeCambridge
University Press, 2005.

R. C. de Lamare and R. Sampaio-Neto, “Reduced-Rank thaap
Filtering Based on Joint Iterative Optimization of Adagti¥ilters, ”
IEEE Signal Processing Letter§ol. 14 No. 12, December 2007, pp.
980 - 983.

Englewood Cliffs, NJ:

(23]

[24]

[25]

[26]

(27]

(28]

[29]

(30]

(31]

(32]

(33]

(34]

(35]

(36]

11

R. C. de Lamare and R. Sampaio-Neto, “Adaptive RedRaak
Processing Based on Joint and lterative Interpolation,rBaton, and
Filtering,” IEEE Transactions on Signal Processingl. 57, no. 7, July
2009, pp. 2503 - 2514.

R. C. de Lamare and R. Sampaio-Neto, “Reduced-Rank eSpace
Adaptive Interference Suppression With Joint IterativeadteSquares
Algorithms for Spread-Spectrum SystemdEEE Transactions on
Vehicular Technologyvol.59, no.3, March 2010, pp.1217-1228.

R. C. de Lamare and R. Sampaio-Neto, “Adaptive reduesdt-equal-
ization algorithms based on alternating optimization giesechniques
for MIMO systems”,|IEEE Transactions on Vehicular Technologyl.
60, no. 6, 2482-2494, 2011.

R. C. de Lamare, R. Sampaio-Netlininum Mean-Squared Error
Iterative Successive Parallel Arbitrated Decision Feedb®etectors
for DS-CDMA Systems |EEE Trans. on Commun., vol. 56, p.p.
778-789, May 2008.

P. Li, R. C. de Lamare and R. Fa, “Multiple Feedback Saste
Interference Cancellation Detection for Multiuser MIMO sEms,”
IEEE Transactions on Wireless Communicatiomsl. 10, no. 8, pp.
2434 - 2439, August 2011.

P. Li and R. C. de Lamare, "Adaptive Decision-Feedbaabtedtion
With Constellation Constraints for MIMO SystemdEEE Transac-
tions on Vehicular Technologyol. 61, no. 2, 853-859, 2012.

G. Taricco, E. Biglieri, Exact Pairwise Error Probability of Space-
Time Codes |EEE Transactions on Information Theory, vol. 48, p.p.
510-513, Feb 2002.

D. J. Tylavsky, G. R. L. SohieGeneralization of the matrix inversion
lemma Proceedings of the IEEE, 74(7):1050°C1052, July 1986.
T. Peng, R. C. de Lamare and A. Schmeinkdaptive Dis-
tributed Space-Time Coding for Cooperative MIMO Relayiggt&ns
2012 International Symposium on Wireless Communicatiost&ys
(ISWCS), 28-31 Aug. 2012.

U. Niesen, D. Shah and G. W. WorneAdaptive Alternating Mini-
mization Algorithms |EEE Transactions on Information Theory, vol.
55, p.p. 1423 - 1429, March 2009.

J. Yuan, Z. Chen, B. S. Vucetic, and W. FirmanRgrformance and
design of space-time coding in fading chanpelslEEE Transactions
on Communications, vol. 51, no. 12, p.p. 1991-1996, Dec3200

Y. Jing, B. HassibiDistributed Space-Time Coding in Wireless Relay
Networks IEEE Transactions on Wireless Communications, vol. 5,
p.p. 3524 - 3536, December 2006.

J. Harshan, B. S. RajarHligh-Rate, Single-Symbol ML Decodable
Precoded DSTBCs for Cooperative Networks IEEE Transactions
on Information Theory, vol. 55, p.p. 2004 - 2015, May 2009.

A. Feuer and E. WeinsteirConvergence analysis of LMS filters with
uncorrelated Gaussian data IEEE Trans. Acousr., Speech, Signal
Processing, vol. ASSP-33, no. 1, p.p. 222-230, Feb. 1985.



	I Introduction
	II Cooperative MIMO System Model
	III Joint Adaptive Code Matrix Optimization and Receiver Design
	III-A Linear MMSE Receiver Design with Adaptive DSTC Optimization
	III-B Adaptive Stochastic Gradient Optimization Algorithm
	III-C ML Detection and LS Code Matrix Estimation Algorithm
	III-D RLS Code Matrix Estimation Algorithm
	III-E Convergence Analysis
	III-E1 MSE based C-ARMO algorithm
	III-E2 ML and RLS based C-ARMO algorithm


	IV Probability of Error Analysis
	V The fully distributed adaptive robust matrix optimization algorithm
	VI Simulations
	VII Conclusion
	Appendix A
	Appendix B
	References

