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Abstract— Digital video broadcasting (DVB-C2) and other Note that both the quantization and the compression of an LLR
modern communication standards increase diversity by measmof have been investigated to reduce the memory occupation of
a symbol-level interleaver that spans over several codewds. De- systems employing hybrid automatic repeat request (HARQ)

interleaving at the receiver requires a large memory, whichhas a 5 h ltio] . f th ket t b
significant impact on the implementation cost. In this paperwe [7], where multiple versions o € Same packets must be

propose a technique that reduces the de-interleaver memorsize. Stored. LLR quantization has been investigated for mtipl
By quantizing log-likelihood ratios with bit-specific quantizers input multiple-output (MIMO) systems, and a bound on the

and compressing the quantized output, we can significantlye-  asymptotic bit error rate (BER) achieved with linear binary
duce the memory size with a negligible increase in computainal .,qeg over a flat Rayleigh fading channel has been derived in

complexity. Both the quantizer and compressor are designed 3 M LLR 2T d also i
via a GMI-based maximization procedure. For a typical DVB- [8]- oreover, compression IS USed also In compress

C2 scenario, numerical results show that the proposed solign and forward systems [9] and their application to multicell
enables a memory saving up to 30%. processing[[10],[[11].

The mutual information (MI) between the transmitted data
bits and the compressed words provides a good approximation
of what rate can be achieved with practical FEC schemes,

Bit-interleaved coded modulation (BICM) is an effectiveand its maximization can be considered as a design criterion
technique for achieving high communication rates by enmpdifor LLR quantization and compression. Since LLRs assodiate
data bits, interleaving the encoded bits, and then mappgtag hwith bits that have been mapped to the same symbol are corre-
into symbols [[1], [[2], [3]. To provide diversity, symbols be lated (as affected by the same noise sample), joint quaiotiza
longing to different encoded blocks can be interleaved feefoand compression of groups of bits can yield a higher MI. For
transmission over correlated fading channels. This is #se,c example, Danieli et al. proposed applying vector quaritimat
for example, of orthogonal frequency division multiplegin to the LLR [7], however, this solution becomes infeasible as
(OFDM) systems when adjacent cells in the frequency domathe constellation size gets larger, and other approaches ha
or symbols in the time domain, see correlated channel®en proposed. For a BPSK transmission over the additive
In this case it is useful to do symbol-level frequency andhite Gaussian Noise (AWGN) channel, the non-uniform LLR
time interleaving [[4], [[5]. In order to increase the spelctrajuantizer that maximizes the Ml is derived by Ravelinl [12].
efficiency, large symbol constellations can be used. For ey observing that the quantized values are not uniformly dis
ample, for the second generation digital video broadcgstitributed, Rave suggested applying entropy coding in order t
standard of cable transmission (DVB-C2) [4], the constielfa further reduce storage requirements. A suboptimal approac
size is up to 4,096 points and the symbol interleaver is wghere Ml is maximized under the constraint that all quaitize
to 51,776 symbols long; its wireless counterpart, DVB-T®2alues have the same probability, has been considerédfin [13
[5] uses constellations of a size up to 256 points, with \&here the analysis is carried out for BPSK transmissions ove
symbol interleaver that can contain up to 1,023 forwardrerra Rayleigh fading channel. Indeed, LLR compression is a
correction (FEC) codewords; and the Homeplug-AV2 standacducial task in modern communication chips, especially nvhe
[6] for communication over powerline uses a constellatibn darge blocks of soft bits must be handled, as for low-density
a size up to 4,096 points. At the receiver, a natural choiparity-check (LDPC) codes.
would be to revert the operation of the transmitter, thug firs In this paper, we propose a quantization and compression
perform symbol de-interleaving on the demodulated sampléschnique for LLR in systems that uses large constellations
followed by demapping that provides the log-likelihoodigat and long symbol interleavers. We focus, in particular, om th
(LLR) for each encoded bit and then bit de-interleaving befoDVB-C2 system, where the transmitter symbols are inteddav
FEC decoding. With long symbol interleavers, these opamati before being mapped on different carriers of multiple OFDM
require a large amount of memory that has an impact on thiocks. At the receiver, the samples must be de-interleaved
cost and on the area of a single-chip receiver. One solutiand demapped. In order to reduce the memory occupation, we
consists of a compact representation of the LLR, which can peopose first to demap the received signal and then to perform
obtained by quantization and compression of this inforamati de-interleaving on groups of LLRs (corresponding to data

I. INTRODUCTION


http://arxiv.org/abs/1210.5183v2

symbols). In order to ease de-interleaving, the total numb@ear equalization, as well as MIMO systems with linear
of bits representing all the LLRs associated with a singheceivers can be cast into this model. Hereafter, we assume
symbol is fixed. In this manner, the symbol de-interleavéhat the channel gains; are known to the receiver.

moves memory blocks of the same size.

To design both quantization and compression, we use tRe
generalized mutual information (GMI)_[14],_[15], [16], tha" "~
provides the achievable throughput, taking into accoust th We consider the two receiver alternatives depicted in Fig.
approximation occurred in computing the quantized LLRs: O
first contribution is the LLR quantizer design that maxinsize =~ Conventional Receivern this receiver — depicted in Fig.
the GMI for a given total number of quantization bits amorig (a) — the received samples and the channel gain’s; are
all LLRs. We not only adapt the quantization levels, buirst de-interleaved (SDI) and then passed to the demapper
also optimize the number of bits used for the representatifdEM) to obtain the LLR); ; associated with the encoded
of the LLR of each bit of the constellation. Our seconéit by ;. For an implementation of the receiver on a chip, the
contribution stems from the observation that quantized ¢ LReceived samples, channel gains and LLRs will be repredente
are not uniformly distributed. Therefore, we propose aylos@s quantized values; in particular, quantization is expfic
compression procedure of the quantized LLRs. We begin frashown in the figure by block QUA. The quantized LLRs are
an Huffman representation of the quantized LLR. We gathpassed to a bit de-interleaver (BDI) and then to the FEC
in a word the quantized LLRs associated with a symbol. If thigecoder (DEC) for error correction. In this implementatian
word is longer than a given number of bits, the compressblocks of memory, named/§, and Mpp, are neededM¢,
replaces some quantized values with others that have aeshog associated with SDI and stores both the received samples
representation. We optimize the compressor in terms of maghd channel gains\/gp, which is associated with BDI, stores
mum GMI under the constraint on the total number of bits uséd.Rs.
to represent a symbol. This is a multidimensional multiple- Proposed Receiverin this receiver — depicted in Fig.
choice knapsack (MMCK) problem [17], for which we derivé (b) — in order to reduce both the complexity of the de-

a suboptimal but practical solution. Finally we present thaterleaver and the total memory, demapping and symbol de-
numerical results for typical DVB-C2 scenarios. interleaving are swapped. The samplgeis first quantized

The rest of the paper is organized as follows. In Secti@nd then demapped to obtain LLRg ;, associated with the
Il, we describe the system model and introduce the receivarcoded biby, ;, for k =1,2,...,log M. LLR A ; is further
architecture. In Section Ill, we provide the details of thguantized into one of thé, possible quantization levels, and
design of the quantizer. We describe the lossy compressitien the indexvy ; of the quantized level associated with
technique in Section IV. In Section V, we present and discuiee LLR is stored. We assume that the first quantization on
numerical results, comparing the various options intreducthe received sample is very precise so that this quantizatio
in the previous section. Lastly we draw some conclusions @fror can be ignored in the system analysis. This is a rea-
Section VI. sonable assumption because the quantized received samples

are not stored, hence a fine quantization has no drawback
Il. SYSTEM MODEL on the memory size. In this implementation the symbol de-

We consider the transmission scheme of Elg. 1, where dérggerleaver operates omordsof quantized LLRs instead of the

. o . .~ guantized received samples. Each word consists of LLRs of
bits are enqoded by FEC. Bit-interleaving (BIN) and Mappmaits mapped to the samg symbol. We compress the quantized
(MAP) of bits to M-QAM symbols follow. Encoded bits are LLR values, thus obtaining a smaller memory and at the
indicated a9y, ; € {0,1}, wherl k =1,2,...,log M, andj ’

is the index of the QAM symbal;. The generated symbols areame time reducing memory swapping operations for the de-

. Ny . . interleaver. In particular, we consider two components
then interleaved (SIN) before transmission to provide g form compresgion (COM) and decompressior?(UCOMm;bgf the

over correlated fading channels. The symbol that has pasiti ; . . .
L : . . uantized levels;, ;. We observe that a simple implementation
4 within the block entering the symbol interleaver is moved t . ' .

e . . . . of the de-interleaver requires that all compressed words ar
positioni = M(j), whereM is a permutation over the index - .
set represented by the same number of Bitsln this case, symbol

i de-interleaving boils down to the permutation of blocks of

The symbols; is transmitted on a fading channel, i.e., it . .
. e . ' “memory of the same size. In order to ensure that compression
is multiplied by the channel gaith;. Then complex white

Gaussian noise (AWGN); is added. The noise has zero meaﬁenerates at mo# bits for each transmitted symbol, we allow

o Anr . : . for losses, i.e., quantized indiceg ; could be substituted by
and powerc=. With this model, we appropriately describe S ’ !
: Lo ) -other indicesyy, ; represented by fewer bits. After symbol de-
the main features of many communication systems, includi X

n . . .
those based on OFOM Single carrier transmissions Withu%erleavmg, LLR words are uncompressed into fixed-length
9 quantization indices, ; to allow for bit-de-interleaving (BDI),
1n this paperlog z denotes the base-2 logarithm of andInz denotes and they are finally mapped into quantized LLR Va:'”@,si
the basee logarithm. before being passed to the FEC decoder. Also in this case we
2|f the cyclic prefix is longer than the channel impulse resmoand assum- need two blocks of memor;Mb and Mgp, both storing
ing perfect synchronization, the cascade of OFDM modulattbe channel, LLR tized LLR | Is. N StD’ that int |, ft.
and OFDM demodulation is equivalent to a set of parallel mstaes fading quantize evels. Note that Iinterieavers are oren

channels, each with a different gain. designed in order to operate in a pipelined fashion without

Receiver Implementation
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Fig. 1. Transmitter and channel models. FEC: Forward Eranrétion; BIN: Bit Interleaver; MAP: Mapper; SIN: Symbatterleaver.
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(b) Proposed Receiver.

Fig. 2. Receiver architectures. QUA: Quantizer; SDI: Symbe-interleaver; DEM: Demodulator; BDI: Bit De-interleety DEC: Decoder; COM:
Compression; UCOM: Uncompression.

the need to double the memory size. This is a common feattine LLR, although the proposed solution applies also torothe
in today’'s communication systems, as is the case of DVB-G@pproximations of the LLR (including its exact definitio&)s
[18]. Combining SDI and BDI in a single de-interleaver wouldhe same value ok, can be achieved with various values of
break this feature and then would require a larger memory,the LLRs conditioned on thg, andh are distributed as a
thus it is convenient to keep SDI and BDI as two separapiecewise Gaussian mixture |20]. The real axis is partétbn

operations, even when compression is not employed. into U intervals[ha’, hal] foru=1,2,...,U. We have
The two architectures of Fidg. 2 can be compared in two G
respects: from a complexity and from a memory point of view. Nelbe. ) = 2 g
. . . o . PA k|Ok, V) = X
The proposed implementation requires additional complexi w181 (A ) Mz::l Gu V2mhy i

for compression/decompression, and less memory for de-

interleaving. This complexity increase can be kept neglai exp _1 ()‘Wz — thHank) ] ,
with respect to the decoding complexity. So it has a nedkgib 2 ThYpuk

effect on the receiver cost. But, the de-interleaving pasg h M € [hak, hal],

a significant impact on the total memory size, due to the 2)

large size of the interleavers used in DVB-C2 [4]. As shown _
in Section[VZD, the proposed scheme results in a memof{f'€r€ Ax, Bi, and, H are the random variables corre-
reduction of about 30% with respect to that of the convertion>P0nding to LLRs, bits, and channel gains respectively, and

receiver. with A, bi, and i we denote their realizations. Note that
Touks- s VG ks ANA M 4k, ..., MG, uk, are the Gaus-
o sian mixture parameters of theth interval, which are also
B. LLR Statistics functions ofby. In [20] explicit expressions of, |5, (Ak|bk)

Assume equal probability for all constellation points. Thare derived for squared QAM constellations. In the follagvin

minimum distance approximation of the LLR is given byl[19\ve Will also need,, |5, (Ak|bk, k), that can be obtained by
averaging[(R) over the channel PDF, i.e.,

1
Aki =— — i i — his||*} -
o= g =) " Pauim Onlb) = Elpy s ulbn ], 3)
min {||7“z' _ his||2}) whereE[] denotes expected value. In this paper, we consider
5€8,(0) ’ two channels: the AWGN channel, whepg, g, (Ax|bx) =

PAg| By, H(Ak|br, 1), and the Rayleigh fading channel, for
which a closed form expression dfl (3) has been derived in

1.8

where Si.(u) is the set of constellation points with theth
bit equal tou € {0,1}. As both LLR computation and com-
pression operate at a symbol level, unless explicitly neabii

in the following,. we drop the Symb_()l index or j. m thi.S 3Note that by assuming large symbol interleaving, uncotedlachannel
paper, we consider the minimum distance approximation @hlizations of symbols belonging to FEC block can be acliev



[1l. LLR QUANTIZATION The unconditional PMF is given by

The LLRs associated with the same transmitted symbol _
are correlated random variables as they are affected by the P (06) =B [pva e (0l Br)] (®)
same noise sample. Therefore, vector quantization [22@f t In general, numerical methods must be used to complite (7).
LLR vector A1, Az, ..., Aiog a1, Can be applied. However, thisFor AWGN channels with a fixed channel gainand given
technique is exceedingly complex for largé. noise powers?, from (2) we have a closed form expression
Here, we propose instead that the LLR of each bit isf the conditional PMF, i.e.,
guantized by a tailored quantizer. In fact, each of iheM
LLRs has a different statistic, as shown [d (2), and a great by) My ukh
performance benefit can be achieved by considelipgy/ AEACHLY) ZZ 7H,u7kcrh

quantizers, each with its own quantization intervals. Atedo i @ , )
above, the statistics of the LLR depend on the charinel -Q (M)) 7

therefore adapting the quantizer to the channel assoaidthd VuukOh

the LLR would also increase the accuracy of the quantlz%ereQ() is the Q-function and

representation. However, the decoder should then know also

the channel gain, and additional memory should be reseoved t @, = min{max{dy ., , ha’}, hal} (10)
store this information. In order to reduce memory occupgtio

we consider here a scenario where channel gains are discarde By = min{max{dy, ,, _1,hal}, ha¥}. (11)

after the LLR computation, and the quantizers are not adapte
to the channel levels.

Note that we store the indices that describe the quantiz%d
values. The decoder uses a look-up table to determine thé\s performance measure for the design of the quantizer we
guantized values and performs arithmetic operations osetheonsider the GMI, defined, for a specific decoder metric, as
guantities, represented by fixed-point numbers with theesatihe supremum among all rates for which the random coding
precision for all LLRs. We assume this fixed-point represemxponent is strictly positive.
tation to be sufficiently accurate to have a negligible dftet In [23] it has been proved that the GMI can be upper
the performance. This is realistic because the number ef bitounded by
used for this representation (internal to the decoder) doés
affect the overall memory size. Thus, we ignore this step and
in the following, focus on quantization only.

Quantization Design

log M
GMI < max Z:l BGMI, (), (12)

A. Quantization Procedure

where the binary GMI (BGMI) is
We focus on the uniform quantization of the LLRs, although BGMI,(z) = — E ZPB

the derivations are easily extended to non-uniform quantiz a

tion. In particular, the LLR of the-th bit is quantized by a —@b-1)Ars

uniform quantizer, having quantization stgpand L, = 2V« log (ka (0) + pp, (1 = b)e *

levels, wherau;, is the number of bits used to describe a level. (13)

The L quantization intervals are

Also, note that a suitable mapping can be applied\grsuch
D¢ = [die-1,di0), (4) that [12) holds with equality, which also occurs when exact
LLR is used instead of the approximated LLR. In this case, any

with £=1,2...., Ly, wheredy,o = —o0, dj,1, = oo, and rate below the GMI is achievable without the ideal interkrav

Ly assumption[[15]. Considering the quantization rule[in (&) a
dk.e (Z - 7) a, =1 oLk —1. (®) equiprobable bits, we can rewrife {13) as
Note thatw; and g fully specify the quantizer fon\,. The Lk g RO
quantization process is described as follows: BGMI(z) =1~ ) B} [kaBk (vk[0) log (1 etk ) +
U}CZI

= G
Ar IS mapped to indexy, = £ if A\y € Dy. (6) v, (v 1) log (1 N ekiz?kz)] '
For each indexy, we have a corresponding quantized LLR (14)
value ), Q) . Let the discrete random variablé be the quan-
tization IeveI index ofA;, andpy, |z, (vk|by) the conditional We first note that the quantized LLR value that maximizes the
probability mass function (PMF) d¥;, given By, which can GMI can be obtained by setting to zero the derivative of the
be written as BGMI with respect to)\k(vk) Doing so yields

dk,uk 1 1
prm(lb) = [ b i dhe @) A Ly <M> | (15)
k Vi 1 ko X ka|Bk (UIC'O)



TABLE |
BESTq; WHICH MAXIMIZES THE M| FOR EACHEK AND wj, CONSIDERING
A 4,096-QAMAND AWGN wITH C/N = 32.2dB

Inserting [I5) into[(I13) we obtain
BGMIk = I(Bk; Vk)

1 & & Pvi| By, (Vi |br) k
S Z Z Pvi | B, (Vk]br) log =220 222 1,2 | 3,4 | 56 | 7,8 | 9,10 | 11,12
2 B pvi. (Vk) 2 [ 3.73]| 340 | 3.13 | 293 | 253 | 1.80
(16) 3223|200 183 | 1.77| 1.46 | 1.03
w, 4 121 1.12] 1.05] 097 084 | 055
which coincides with the M| betwedn, andv;, and does not 2 8-;2 8-22 8-21 8-23 8-‘212 8-?2
depend one. Substituting [(I6) in[(1l2) yields ' ' : : ' '
log M TABLE II
_ . BESTqi WHICH MAXIMIZES THE M| FOR EACHEK AND wj, CONSIDERING
GMI = Z I(Bg; Vi) A 4,096-QAMAND BLOCK RAYLEIGH FADING WITH C/N = 34dB
k=1
logM L, 1 k
1 PV | By, (Vk| bk
== Z Z Z pvk‘Bk(Uku)logM _ 1,2 | 3,4 ] 56| 78]910] 11,12
2 3 Op=1br=0 pvi (vk) 2] 260 240 | 2.27 | 2.07| 1.73 | 153
(17) 3129 126 | 120 | T.I1 | 1.00 | 0286
wy, 4] 079] 0.72] 065 | 064 | 059 | 052
Hence, the GMI is given by the sum oveof the MI between 5[1039]043] 036 034] 034 | 033
6 ([ 021 025 023 | 021 | 0.21 | 0.19

By and Vi.
Note that in the literature the GMI is proposed as an accurate
performance measure for BICM systems with mlsmatch%%d the quantization step (w;) obtained in[(B). Considering

decoders[[14],[[15],[[16]. In the context of this paper, whe . "~ :
guantization is performed, the decoder is mismatched for t fhe Gray mapping of DVB-CZ.]4], we can treat independently

(%fe real and the imaginary parts of the constellation points
: . . 24]. We map the bit9;, on the imaginary axis wher is
independent as inherently assumed by the decoder; and Sy Similarly, we map the bits, on the real axis whe# is

the decoder assumes unquantized LLRs. even. The symmetry introduced by the Gray mapping implies
In order to maximize the GMI, for the design of both the ' y y 10g1\¥ y mapping imp

quantizer and the compressor, we choose the quantized véﬁ}ﬁ\;l = Gou, With u = 1,2, ..., %57,

. : . . Tabled] andl, we report the results 6f{19), for 4,096-
according to[(15) withr = 1 (from the above discussion, any . .
valuez # 0 yields the same GMI). As mentioned, we ar QAM and both AWGN and Rayleigh fading channels. Note

. 2. ) . ?hat whenw;, = 1 we are considering a hard decision on the
using a specific quantizer for each of tlog M bits mapped to.LLR, and the BGMI does not depend ap. For non-Gray

a symbo!. '_rherefore the objective of the quantization des'%appings we cannot exploit the above symmetry, gnaust
is to optimize both vectorsy = (wy,wy, ..., wiegar) aNd optimiz’ed for even and odd values lof ,

9 = (41,0 diog n1), Wherewy and gy, are the bit-length Optimization of the bit lengths.: After having optimized
and quantization steps of the quantizer that operates on Hjle

LLR of the k-th bit. The quantizer design aims at maximizinggoe quantization step, for eachk and eachu, our focus is

) . . : . find the bestv subject to[(18b). Therefore, the optimization
the GMI in (I1) with the constraint of using/ bits for the objective [I8) becomes

guantization of all LLRs of a word. Mathematically, we aim

at solving
log M

(18a)

S.t.
(18b)

log M

max Y I(By; Vi), s.t. [I8b). (20)
Y=

Our approach to solving_(20) is to assign one bit at a
time to the k*-th quantizer that yields the highest gain in
terms of MI, so thatk* = argmax;{liw,+1 — Ikwy}-
Therefore, after having computeg(wy) and I, ., for each
k=1,2,...,logM, andwy = 1,2,..., W, the optimization

Unfortunately, the constrained maximizatiénl(18) is a rdixe(18) is solved using Algorithrii]1.
integer programming (MIP) problem and cannot be solved in
closed form. We must resort to numerical methods to optimiza|gorithm 1: Optimization of the bit lengthsy;,.

both g andw.
Optimization of the quantization stepg: For eachk =

1,2,...,logM, andw, = 1,2,..., W, we first find the best 5

qr that maximizes the BGMI, i.e.,

qr(wy) = argmax I (By; Vi) . (19)

9k

1 Initialize w = (0,...,0);
2 for u=1:W do

k* = argmax{Ix w,+1 — Ikw, 1
k

4 Wgr = We* + 1.
5 end

The above optimization can be performed numerically sub-

stituting (8) and[(P) in[(16). Lefy, w, = I(Bi; Vi(qr(wg)))
be the mutual information betwedsy, and V}, usingw;, bits

We find it interesting that, ifl; ., IS an upper convex
sequence ofvg, this greedy procedure is optimal, in the sense



TABLE Il
OPTIMAL BIT DISTRIBUTION SETS FOR4096-QAM,CONSIDERINGAWGN AND C/N = 32.2dB

wi,wz | L] L] 1] 1] 2] 1 ]1]1]2]2]2]2]2]2]2]3]3][]3]3]3
wa,wey | 1| 1| 1| 1|1]2|2|2|2|2|2|2|3|3|[3|3|3|3]|4]|34
ws,we | 1| 1| 1|1 2]2|2|2|2|2|3|3[3|3|[3|3|4]|4] 4|34
wrowg | L] 1|1 2222|223 |3|3|[3|3|4|4|4]|4] 4|34
wo,wio | 1] 212|222 |3|3|3|3|3|4|4|4|4|4|4|5]|5]F5
wi,wig | 1] 1| 2222|2333 |3|3|3|4|4|4|4|4] 4|5
W 121416 | 18| 20 [ 22 | 24 | 26 | 28| 30 | 32 | 34 | 36 | 38 | 40 | 42 | 44 | 46 | 48| 50
that it returns the same results as an exhaustive searchnewv PMFs
proof of this statement is reported in the Appendix. Althbug .
: Pvi| B, (Vk[bE) O # a,c,
we could not prove the upper convexity bf,,, under general A
conditions, as remarked in Sectioh V, we find that this pryper Po 1. (ki) = 0 U = @, (22)
holds true in all the cases considered in this paper, for both | B PV, |B, (albr)+
AWGN and fading channels. pvii (clbe) B =c,
Tabledll and 1V show the results of this optimization for
our study case with 4,096-QAM, respectively, for AWGN and pvi. (k) Ox # a,c,
Rayleigh fading channels. Also in this case, the symmetry 0 o =a,
introduced by Gray mapping impliegs,_1 = wa,, with Py, (o) = v (a)+ (23)
. . k
u = 1,2,..., 8" For non-Gray mappings, we have dif-

v, () D =cC.

Therefore, considerind (22),_(23) arld{16), the average GMI
l0SS, 01,44 IS given by

ferent values ofw;, for eachk.

IV. LLR COMPRESSION p (albr)
: k
Ok,a,b =Pvy| By, (albx)log B

The second part of this paper is based on the observation pv, (@)
that the quantized LLR levels are not uniformly distribyted PV, |8, (Dlbk)
therefore compression can reduce the memory needed to store + v, (blbk) log v, (b)
the LLRs. Letv = (v1,v2,...,v0g ) be the vector of the 1 (24)
LLR quantized levels coming fro_m the same received symbol. — Z (kalBk (albr) + pvy B, (b|bk)) %
In order to allow the symbol de-interleaver to move blocks of b0
the same size, the compression procedure must represent eac Pvi B, (albr) + Dy 5, (b]bk)
v with the same number of bits. Then, our task is to design a log

. . . . a) + b
procedure that maps tH& bits representing into N bits. _ p‘fk( )+ pvi(b) o _

With this purpose, we propose a lossy compression NOt€ thatdy,. is zero ifa = b, otherwise is non-negative.
performed in two steps: first we do a lossless entropy codin%In order to reach the compression targéf one or more
exceedV we perform a further LLR compression as describeg» Naving a shorter representation. The problem is to find
in the following. the vectors = (01, 2, . . ., Dlog ar) that minimizes the average

For the lossless compression, we apply Huffman coding [25M! 10ss, while keepingV < N. Mathematically we aim at
at the output of each LLR quantizer. Let; ,, be the length solving

log M
of the Huffman codeword that represents the lewel Then min i 5 A (25a)
the number of bits required to represents O1eelog M £t i, D 1
log M S.t. los M
N =" miu, (21) 5 g
; - > mrs, <N. (25b)
k=1

If N < N, no further compression is needed. The veator This problem can then be seen as a multidimensional muitiple
can be either stored as it is or potentially padded with zerosoice knapsack (MMCK) problem [17]. Unfortunately, the
to make it of length/V. Otherwise, we modify one or moreMMCK problem is NP hard [[17], thus we resort to the
quantizer outputs so that the néwis smaller or equal to the following greedy iterative approach.
targetN. Clearly this operation will cause a performance loss Greedy LLR compressiorBtarting fromw, at each iteration,
that we can quantify in terms of GMI. Our aim is to minimizehe algorithm selects the substitutien — @, yielding the
this loss while reaching the target length smallest average GMI loss, considering only thesuch that
Let . o, be the average GMI loss incurred when we replacey, ;, < my,.,. The lengthN is decreased at least by 1 at
the LLR quantized level, = a with another leveli, = c. each iteration. We stop the procedure wh&n< N. The
Note that, by replacing, = a with 9, = ¢, we obtain the iterative procedure works as described in Algorithim 2.



TABLE IV
OPTIMAL BIT DISTRIBUTION SETS FOR4096-QAM,CONSIDERINGRAYLEIGH FADING AND C/N = 34dB

w1, w2 1 1] 1]1]1]1]1]2]2[]2]2]2]2]2[]2]2]3]3]3]3
w3, Wy 1 l1|1]1|1|2]|2|2|2|2|2|2]2|3|3|3|3|3]|3]|4
ws, We 11|11 |2|2]|2|2|2|2|3|3[3|3|3|4|4|4]| 4|4
wr, ws 1 l1|1]2|2|2|2|2|2|3|3|3[3|3|4|4|4|4]| 4|4
woowo | 1| 2|22 2|2|2|2|3|3|3|3|4|4|4|4|4|5]|5]|5
wi,wi2 | 1| 1| 22| 2|2|3|3|3|3|3|4|4|4|4a|4|4]|4a|5]|TF5
W 12 |14 | 16 | 18 | 20 | 22 | 24 | 26 | 28 | 30 | 32 | 34 | 36 | 38 | 40 | 42 | 44 | 46 | 48 | 50
- - [
Algorithm 2: Greedy LLR compression wy = 00
1 Initialize U1 = 1,02 = Vg, ... ,f}log M = Ulog M » 0.8 n
2 while (258) is not satisfiedlo
3 for k=1,...,log M do E
4 for 05, =1,...,L; do g 0.75
5 if M0 = Mk then 5
6 | 57%%,% =00 o
7 end = 07
8 end g—g
9 end
10 | (K*,0%) = argmin 0y, o ; B aw; =3 ||
’ k=1, dog Mk 0.65 !
Op=1,..., Ly, owp = 2
11 U= = U w w | | I

12 end

q1

Fig. 3. BGMI of the quantized LLR of the MSB for a 64-QAM coni&iéon

; ; ; r AWGN channel withC'/N = 10 dB, as a function of the quantization
We have two bounds on the number of iterations requwgpeepql, for several values ofv1. Lines show analytical results and markers

for the convergence. On one hand, as at each iteration we &glbtained by Monte Carlo simulations.
at least one value afy, ,, 4, t0 co we have

log M . . . .
# iterations< Z Li. (26) provides OFDM wnh 4,096 subcarrlers,_ BIC_:M with LDPC
P codes and symbol interleaver (a combination of frequency

] ~and time interleaving), which fits the scheme of Hg. 1.
On the other hand, a8’ is decreased by at least one bit afy particular, the symbol interleaver is a row-column block
each iteration, we have interleaver, with a number of rows up to 16 OFDM blocks and
# iterations< N — N, 27) with_a number of columns up to 3,_236 (corresponding t(_) the
maximum number of data symbols in a OFDM block). Various
and usually this second condition provides the tighteshidou constellation sizes are provided, from 16-QAM up to 4,096-
Joint Optimization ofi¥ and N: In the previous section we QAM with Gray mapping. Hence, in the worst case scenario,
have provided a detailed design of both LLR quantization amlde interleaving block contains 51,776 data cells or 624,31
compression. Following the proposed scheme, the only tw@R values. In the following, we will refer to the carrier to
parameters we need to set in order to specify the quantizatimise (C/N) ratio as the SNR on each subcarrier after OFDM
and compression procedure &fé and N, which represent demodulation.
the number of bits at the output of the quantizer and of the
compressor, respectively. Onliy determines the final size p_ Quantization Performance
of the memory, but both of them have an impact on the
performance. In fact, ifi¥’ is much higher thanV, we will
have a higher GMI at the output of the quantizer, but the los
compression will be aggressive and will introduce signiftca
loss. We do not know an easy way to determine the Biést
for a givenN. In the numerical results reported in Fifls 9 an
[I0, we tested several values bf for each N and chose the
one that gives the best performance.

Fig.s[3 and ¥ show the BGMI obtained from the quantized
LLRs as a function of botly;, andwy, for a C/N ratio of 10
%, which represents the working point for 64-QAM. Results
are reported for both the least significant bit (LSB) and the
stt significant bit (MSB) along the real axis of 64-QAM
symbols, i.e., fork = 1 and k = 5, respectively. Lines are
obtained using the closed form expression of the PDF of the
guantized LLRs, and markers show results obtained by Monte
Carlo simulations. We see perfect overlap between analytic
and simulation results.

We evaluate the performance of the proposed solutionsFirst, we note that for each value of, we have only one
on the DVB-C2 standard for cable television. This standamptimum value of the quantization step, which maximizes

V. NUMERICAL RESULTS
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Fig. 4. BGMI of the quantized LLR of the LSB of a 64-QAM consdtibn iy 5 BGM] of the quantized LLR of the MBS of a 64-QAM congitibn
over AWGN channel withC'/N = 10 dB, as a function of the quantization \qing ;=4 bits, as a function of the quantization stgp for several C/N
stepgs, for several values ofvs. Lines show analytical results and markersvmues over AWGN channel.

are obtained by Monte Carlo simulations.

11 T T T

the BGMI. Then, we observe that both the maximum BGMI
and the corresponding values @f are different for the LSB
and MSB. The same holds also for the other data bits (resul
are not reported here), with a behaviour similar to that gf$-i
and[4. This justifies the use of different quantization step 3

for each bit of the constellation. We note also that, as the2
number of bitswy, increases, the maximum BGMI gets closer g

to the BGMI obtained with unquantized LLR, and the gain® 10
obtained usingw, + 1 bit instead ofw, gets smaller. Also,

for large quantization steps, the number of hitg does not

affect the BGMI performance, because adding bits provides —o—  3-bit UNOPT
guantization intervals for large values of LLR that do not 95 1 1
contribute significantly to the BGMI. From Fid:$ 3 alnd 4, we 732 32.5 33 33.5 34
also observe that it is important to characterize the LLRsel C/N [dB]

to zero: indeed, the distribution of LLR values around za&ro i

also dominating the BER performance of uncoded systerfig. 6. GMI as a function of the C/N usin = 34 and different values of
[26] [20]_ W, considering 4,096-QAM over AWGN channel. 3-bit UNOPT: ptimized

system.

Fig. [ plots BGMI values for the MSB of 64 QAM
guantized with 4 bits, as a function of bogh and C/N. We
note that the higher the C/N is, the larger the quantizatiqg_computing [(I8), we propose to use tables dprand wy,,
stepq; that maximizes the BGMI is. In fact, as the PDFgomputed considering the lowest working point. . 6 shows
of the LLRs shift towards higher absolute values as the CANat GMI increases as the C/N increases, eveq), iaind wy,
increases, for larger C/N, it pays off to enlarge the quatibn  are computed considering the lowest working point (which
range at the expense of a coarser quantization near zero. i thjs case is 32.2 dB) rather than the actual C/N. Therefore

We then consider larger constellations, in particular thehen C/N is higher than the lowest working point, the reclire
4,096-QAM constellation used in DVB-C2, which represenfserformance is certainly reached at any rate.
the worst-case scenario for the symbol interleaver memoryin Fig.[7 the maximized BGMI for each bit and for each
size. The following results were obtained by consideriny C/value of w;, are shown. Again, we observe that the BGMI
= 32.2 dB for AWGN and C/N = 34 dB for Rayleigh fading,is significantly different for each bit of the constellatiand
because, according to![4, Table 20, p. 128], it represe®s #iso that the gain achieved by adding quantization levels is
lowest working points for the 4,096-QAM. In Tablgs | anH Il different for each bit. For example, going from, = 1 to
we report the optimal;, solving [19), forwy = 2,3,...,6, w;, = 6 for the MSB provides an increase of BGMI of about
and for each LLR position of the 4,096-QAM constellation).025 bit/s/Hz, while for the LSB we have a BGMI gain of
k, respectively in AWGN, and Rayleigh fading conditions. 0.12 bit/s/Hz. Therefore, for a given number of total avalga

As the LLR statistics depend on the C/N, it is possiblbits W, the maximum GMI is obtained by assigning a different
to adapt quantization according to [18). However, to avoitumber of bitsw, to each constellation bk, as discussed in

% 105
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Fig. 7. BGMI of the quantized LLR for different values, and using
optimal quantization stepy, considering 4,096-QAM over AWGN channel
with C/N = 32.2 dB.

Fig. 9. SNR gap for quantized and quantized and compressé&l dd_a
function of N, for 4,096-QAM atC/N = 32.2 dB over AWGN channel.
UNOPT: unoptimized system; QUANT: system with quantizedR.IQUANT
+ COM: system with quantized and compressed LLR.

109 T T g
: ——W=T72 ||
10-1 B —o— W=60 | values oflW. We observe that the Huffman coding provides a
F —8-W=56 | significant reduction of the number of required bits to diescr
— | ——W=52 1 the quantized LLR. For example, fo¥V = 72, in 90% of the
= 10~2 | ——W=4s . realizationsN < 47, with a compression of about 50%. For
! B —o— W=dd 0 W = 60 the probability of havingV > 50 is less than 0.001.
= 3 —— W=40 | Hereafter, we show the GMI performance of the optimized
S 1073 E guantization as a function of the C/N. First we note that the
R~ B ] optimal quantization step depends on both the C/N itself and
104 i | the channel conditions. Usually, the performance of DVB-C2
F E is assessed by providing the minimum C/N at which a given
5 . BER is achieved. In terms of GMI, we can compare different
10-° | solutions by considering the minimum C/N at which a given
3035 40 45 50 55 60 GMIis achieved. In practice, we can optimize battand w
N [bit] considering the lowest C/N at which a target GMI is achieved
as higher C/N values will not decrease the GMI.
Fig. 8. CCDF of the word encoded lengfi. Fig.[@ shows the GMI as a function of the C/N for various

values of W, but with the same value oN = 36 bits,
ence for the same interleaver memory size. We also show
the performance of the unoptimized system (3-bit UNOPT)
here the same 3-bit quantizer is used for all data bits of
e constellation. Also for UNOPT, the total number of bit fo
onstellation point is 36. We observe that by using the tikega

Section Ill.b. Furthermore, as also noted in Figls 3 Ahd
the BGMI is an upper convex sequencewf, therefore the
proposed algorithm for solving_(P0) returns the same resuﬁ/1
of an exhaustive search. Lastly, in Tables Il dnd IV, w

;?;cr).g t?gnr%sfutl)t_fsof t?)w sgtlrglz%;, fi)rr]ot\;\cl)ltnhg ,;C\?Gol\ﬁ)tgzl compressing procedure of Sectipbnl IV, we do not incur any
IStroutl F DitSwy Ly Solving ' _significant loss in terms of GMI. In our example, the outputs
Rayleigh fading channels. As expected, we observe that ia fin

guantization (i.e., highewy) of the LLR associated with LSB Or the optimized quantization using’ = 50, and V' = 46

) . : its, respectively, have been compressedite- 36 bits, thus
bits, which are less protected by the Gray mapping, pays Og{]tperforming the case of a sheer quantization u$ing- 36

bits.

B. Quantization and Compression Performance Another comparison between the system with quantization

We now evaluate the effect of the LLR quantization an(QUANT) and the system with quantization and compression
compression in terms of SNR gap, i.e., the amount of a@@UANT + COMP) is provided in Fid.19, where the SNR gap
ditional transmit power (or noise power reduction) reqdireis reported as a function of the total number of compressed
when quantization is used in order to achieve the same Ghits IV, thus as a function of the required memory. The dotted
of a receiver operating without quantization. lines represent the SNR gap in case of QUANT+COMP for

Fig. [ shows the complementary cumulative distributiodifferent values off¥’. In other words, each line represents
function (CCDF) of the encoded word lengih for different the performance of the optimized quantizers usiigbits,
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Fig. 10. SNR gap for quantized and quantized and compreskBdds a Fig. 11. BER vs C/N. UNQUANT: unquantized QAM; QUANT: system
function of N, for 4,096-QAM atC'/N = 34 dB, in block Rayleigh fading with quantized LLR; QUANT + COM: system with quantized andrgmessed
channel. UNOPT: unoptimized system; QUANT: system withrdized LLR; LLR; UNOPT: unoptimized quantization; All the quantizedsssm use a total
QUANT + COM: system with quantized and compressed LLR. of N = 36 bits.

where the output is then compressed fréimto N bits. We bit with QUANT. The performance gap between the optimized
note that for any of these curves the SNR gap decreasads agnd the unoptimized quantization is even more significant in
increases, because the loss due to compression is redagiéd, the case of a block Rayleigh fading channel. In fact, QUANT
N = W, when compression has no effect and the SNR g&pows a SNR gain of 1.1 dB and 0.6 dB in the casé/of 24
flattens. The line with star markers shows the minimum SN&d V' = 36, respectively.
gap achievable by QUANT+COMP approach. This result is
obtained by choosing thB’ that reaches the minimum SNR
gap, for each values aV. The QUANT case performance
is shown with gray circle markers, in this case, as there isIn order to understand the effect of quantization on a system
no compression we considé&f = TV. Finally, square black that uses specific error correcting codes, we obtained the BE
markers show the performance on an unoptimized syst@ha DVB-C2 system by using LDPC codes with block length
(UNOPT), where the same quantizer is used for LLRs of &K, code rate 5/6, and 4,096 QAM constellatibh [4]. [Fig. 11
data bits. In this case, as; is constant for allc, W can be shows the comparison in terms of BER between QUANT and
only a multiple oflog M. QUANT + COMP. Both use 36 bits in total. For comparison,
We observe that the optimization of both quantization arwle also included the case of unquantized QAM (UNQUANT),
compression provides a significant reduction of the SNR gap., W = oo, and the unoptimized case (3-bit UNOPT)
with respect to a traditional unoptimized system. As shown where the same 3-bit quantizer is used for all data bits of
Fig.[d, the optimized quantization, QUANT, outperforms théhe constellation, thus it uses in total 36 bits.
unoptimized quantization, UNOPT, with a gain of 0.8 dB and We observe that the losses due to quantization and compres-
0.4 dB, for N = 24, and N = 36 respectively. Interestingly, sion agree with the SNR gap computed thought the GMI and
the use of compression yields an advantage only for largiestrated in Fig[®. In particular, the UNOPT system has% 0
values of N. For example, if we target a SNR gap of 0.1 dBIB loss with respect the UNQUANT case. This loss decreases
we needN = 32 bit with QUANT+COMP, whereas we needto about 0.15 dB using QUANT, and becomes negligible when
N = 38 bit with QUANT. using QUANT + COMP.
Note that the use of compression yields advantages only if
the loss target is small enough. For example, if we target a .
SNR gap larger than 0.7 dB, the QUANT + COMP approac!ﬂ' Memory Comparison
does not bring any gain with respect to the QUANT approach.We now compare the conventional scheme (CONV) illus-
In other words, it is not efficient to compress LLRs that arated in Fig.[2 (a), and the proposed scheme QUANT +
already quantized optimally by using a limited number o§bit COMP, illustrated in Fig[12b, in terms of required memory.
Fig. shows the comparison between QUANT, QUANTVe assume that all de-interleavers are designed such #at th
+ COMP, and UNOPT in the case of a block Rayleigh fadingan be written and read simultaneously.
channel. Here, the SNR gap is computed at C/N = 34 dBIn CONV, for each data cell, the received complex symbol,
(different from AWGN), because the C/N working point in thig-; and the channel estimatg;, have to be stored in memory
case is higher. Also in this case if the target SNR gap is 00Z§. In order to save memory, the receiver can compensate
dB, we needN = 29 bit with QUANT+COMP, andN = 34 the phase rotation due to the channel after its estimatioh an

C. BER Comparison
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TABLE V
MEMORY COMPARISON.

Loss Receiver - | X(Msp Y (Mgp Y (Mot Saved
Target | Scheme Bs | Bu | W I N [(Mbit] ) [(Mbit] ) [(Mbit] ) Memory
CONV 15 | 14 [ 60 | - 2.27 0.32 2.60 -
0.1 dB | QUANT - - | 38| - 1.97 0.2 217 16.5 %
QUANT + COMP | - - | 42| 32 1.66 0.22 1.88 27.6 %
CONV 14 13 [ 60 | - 212 0.32 2.44 -
0.2 dB | QUANT - - |32 - 1.66 0.17 1.83 25.2 %
QUANT + COMP | - - | 36| 29 1.50 0.19 1.69 30.6 %
then simply store the magnitude of the channel estimates. VI. CONCLUSIONS

Therefore the size of memoty/gy, is In this paper we have proposed and analyzed a new tech-

S (Mgp) = Ng(2Bs + By) (28) niqug fo_r the quantization and compression of LLR in a com-

_ ) munication system that uses long interleavers. The prabose

where N is the number of data cells to be interleavéth  qyantization yields a memory size reduction of at least 16%
is the number of bits per axis to represent and B IS wijth negligible increase of the complexity. Quantizatianda

the number of bits to represeht. Whereas, in the proposedcompression reduce the memory size by up to 30%.
scheme, the compressed LLRs associated with one data cell

occupies at mosdV bits, then the size of memory/&,, is

APPENDIX

2(Mgp) = NsN . (29)  In the following, we report the proof of the optimality of
The memory size for the bit interleavéfip, in both schemes the greedy procedure, in case of upper convexityiof,.
is Proof: Letd; ; = 1; ; — I; j—1 be the elements of a matrix

(Mpp) = NgW (30) A = {4, ;} having dimensioriog M x . Since,0 < §; ; <

BPI T qog M d; j—1 Vi each row ofA is a non-increasingly sorted vector.

where N is the depth of the bit interleaver. Note that herd/e can rewrite the optimizatiofl (20) as follows,
the compressing procedure is not applicable because the LLR log M w;
are moved one by one by the bit interleaver, therefore each max Z 251-7]- s.t. [18bh). (31)
LLR o5 will be represented byu, uncompressed bits. For tw} 3 4

DVB-C2, the maximum value ofNp is 64,800, and for ciearly the optimization objective is maximized when the
the symbol interleaveVs is at most 51,776. Therefore 'nlargestW elements of matrixA are summed. Leij be the

DVB-C2 the size ofMsp overrides that ofMpp. In all iy argest element ofy, then we can write the maximized
the following assessments, we will consider the worst Cahtimization objective as

4,096-QAM, which maximizes the size af/%,. DVB-C2

performance assessments show that in order to to have a SNR W
gap smaller thard.1 dB, we have to use at lea®ls = 15 25[4- (32)
and By = 14 bit to represent; and h;, respectively, and =1
wy, = 5 bit for each LLR. Thus the total required memonyAssuming thatw = (w1,...,Wgn) is the vector that

size, % (M) = ©(Msp) +X(Mgp), is around 2.6 Mbit. On maximizes [(2D) usingV bits, we can write thgW + 1)-th
the contrary, in the proposed scheme we are able to reach liigest element of as

same target using the compressing procedure with parasneter

W = 42, and N = 32. The total memory size becomes 1.88 Opyiy41) = max {m‘ctx 51'.,3} - (33)
Mbit, thus providing 27.6% of memory saving. Note that in the v

proposed scheme we can represeréndh; by using as much Sinced;; < d; ;—1, it becomes

precision as needed to have a negligible loss. The valuBg of

and By will have no effect on the interleaver memory size.
If the target on the SNR gap is more relaxed, for instah@e That is precisely the rule used in our procedure. Therefwe t
dB, the saved memory becomes even larger. In fact, in CONMoposed procedure will distribute the remainifigbits in an

to obtain a SNR gap smaller thar2 dB, we needBs = 14, optimal way, i.e., returning the same result of an exhaestiv

5[W+1] = max Oi ;41 - (34)

By = 13, andwy, = 5, thus the total required memory issearch. =
around 2.44 Mbit. Whereas, in QUANT + COMP, the target is
achieved usingV = 36, and N = 29 compressed bit for data REFERENCES
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