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Abstract—Energy harvesting is a promising solution to prolong
the operation time of energy-constrained wireless network In
particular, scavenging energy from ambient radio signalsnamely
wireless energy harvesting (WEH), has recently drawn significant
attention. In this paper, we consider a point-to-point wirdess
link over the flat-fading channel, where the receiver has no

and Kee-Chaing Chu&Jlember, |IEEE

future for wireless energy harvesting (WEH) since it cam als
be used to provide wireless information transmission at the
same time, which has motivated an upsurge of research stere
on RF-based wireless information and power transfer récent
[1]-[B]. Prior works [1], [2] have studied the fundamental

fixed power supplies and thus needs to replenish energy via performance limits of wireless systems with simultaneous

WEH from the signals sent by the transmitter. We first conside
a SISO (single-input single-output) system where the singt
antenna receiver cannot decode information and harvest emgy
independently from the same signal received. Under this pretical
constraint, we propose adynamic power splitting (DPS) scheme,
where the received signal is split into two streams with adjstable
power levels for information decoding and energy harvestig
separately based on the instantaneous channel condition dh
is assumed to be known at the receiver. We derive the optimal
power splitting rule at the receiver to achieve various trade-offs
between the maximum ergodic capacity for information trander
and the maximum average harvested energy for power transfer
which are characterized by the boundary of a so-called “rate
energy” region. Moreover, for the case when the channel stat
information is also known at the transmitter, we investigae the
joint optimization of transmitter power control and receiv er
power splitting. The achievable rate-energy (R-E) region @ the

information and power transfer, where the receiver is igeal
assumed to be able to decode the information and harvest the
energy independently from the same received signal. Howeve
this assumption implies that the received signal used for
harvesting energy can be reused for decoding information
without any loss, which is not realizable yet due to prattica
circuit limitations. Consequently, in[[3] the authors pospd
two practical receiver designs, namely “time switchinghexe
the receiver switches between decoding information and har
vesting energy at any time, and “power splitting”, where the
receiver splits the signal into two streams of different pow
for decoding information and harvesting energy separately
enable WEH with simultaneous information transmission.

In this paper, we further investigate the power splitting

proposed DPS scheme is compared against that by the existingscheme in [[B] for a point-to-point single-antenna flat-fadi
time switching scheme as well as a performance upper bound channel, where the receiver is able to dynamically adjust

by ignoring the practical receiver constraint. Finally, we extend
the result for DPS to the SIMO (single-input multiple-output)
system where the receiver is equipped with multiple antenna
In particular, we investigate a low-complexity power spliting
scheme, namelyantenna switching, which can be practically
implemented to achieve the near-optimal rate-energy trad®ffs
as compared to the optimal DPS.

Index Terms—Energy harvesting, wireless power transfer,
power control, fading channel, ergodic capacity, multipleantenna
system, power splitting, time switching, antenna switchig.

I. INTRODUCTION

the split power ratio for information decoding and energy
harvesting based on the channel state information (CSt) tha
is assumed to be known at the receiver, a scheme so-called
“dynamic power splitting (DPS)” as shown in Fifg] 1. We
assume that the transmitter has a constant power supply,
whereas the receiver has no fixed power supplies and thus
needs to harvest energy from the received signal sent by
the transmitter. For the ease of hardware implementatien, w
consider the case where the information decoding circudt an
energy harvesting circuit are separately designed (assggbo

to an integrated design irl1[4]). As a result, the receiver
needs to determine the amount of received signal power

Ecently, energy harvesting has become a promingft is split to the information receiver versus that to the
solution to prolong the lifetime of energy-constrainednergy receiver based on the instantaneous channel power.

wireless networks, such as sensor networks. Compared Wi derive the optimal power splitting rule at the receiver
conventional energy supplies such as batteries that haee fix, achieve various tradeoffs between the maximum ergodic
operation time, energy harvesting from the environment peapacity for information transmission versus the maximum

tentially provides an unlimited energy supply for wireless-

average harvested energy for power transmission, which are

works. Besides other commonly used energy sources such-gRsracterized by the boundary of a so-called “rate-eneRgy (
solar and wind, radio frequency (RF) signal holdsaprorglswE)u region. Moreover, for the case of CSI also known at
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the transmitter (CSIT), we examine the joint optimizatidn o
transmitter power control and receiver power splittingd an
show the achievable R-E gains over the case without CSIT.
Furthermore, we extend the DPS scheme for the single-
input single-output (SISO) system to the single-input ipldt
output (SIMO) system, where the receiver is equipped with
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multiple antennas. After deriving the optimal DPS rule foe t h(y) o)
SIMO system which in general requires independent power,

splitters that are connected to different receiving arasnwe i) .
further investigate a low-complexity power splitting soiee
so-called “antenna switching” proposed [n [3], whereby thl_eI
total number of receiving antennas is divided into two stiyse
one for decoding information and the other for harvesting
energy. It is noted that for the SISO fading channel case, |q.complexity antenna selection algorithm is proposed,
antenna switching reduces to time switching, which has been | 1.1 is shown to perform closer to the optimal UPS as
studied in our previous work [5]. In_[5], the optimal time  yhe number of receiving antennas increases. Moreover, it
switching rule based on the receiver CSl and its correspandi is shown that with the optimal antenna selection, even
transmitter power control policy (in the case of CSI known | ik two receiving antennas, the R-E performance of
at the transmitter) were derived to achieve various trade- qtenna switching is already very close to that with the
offs between wireless information and energy transferadsw  ,qiimal UPS. This demonstrates the usefulness of antenna
shown that for time switching, the optimal policy is threkho switching as a practically appealing low-complexity im-
based, i.e., the receiver decodes information when thedadi plementation for power splitting.

channel gain is below a certain threshold, and harvestggner The rest of this paper is organized as follows. Section

otherwise. It is worth noting that although theoreticailyé resents the svstem model and illustrates the encodin
switching can be regarded as a special form of power spgjittip‘-ID P . y : . : ng
and decoding schemes for wireless information transfen wit

with only on-off power allocation at each receiving antenna L .
they are implemented by different hardware circuits (timopportunlsuc energy harvesting by DPS. Sedfigh Il defthes

switcher versus power splitter) in practice R-E region achievable by DPS and formulates the problems to
) P p P o characterize its boundaries without or with CSIT. SectBfs
The main results of this paper are summarized as followgiesents the optimal DPS rule at the receiver and/or power
« For the SISO case, we show that to achieve the optimcaﬁni[mI polu_:y at the transmitter (in the case Qf CSIT) 1o
. . . chieve various R-E trade-offs in the SISO fading channel.
R-E trade-offs in both the cases without or with CSI ectior[ Y extends the result to the SIMO fading channel and
by DPS, a fixed amount of the received signal power 9

should be allocated to the information receiver, wit nvestigates the practical scheme of antenna switchimglllyj

the remaining power allocated to the energy receive
when the fading channel gain is above a given threshold.
However, when the fading channel gain is below this
threshold, all the received power should be allocated toAs shown in Fig[dL, we first consider a wireless SISO link
the information receiver. Compared with our previousonsisting of one pair of single-antenna transmitter (Tix)l a
result for the time switching receiver inl[5] where only thesingle-antenna receiver (Rx) over the flat-fading chanfie
energy harvesting receiver can benefit from “good” fadingase of single-antenna Tx and multi-antenna Rx or SIMO sys-
channels above the threshold, the DPS scheme utilizes tem will be addressed later in Sectioh V. For convenience, we
“good” fading states for both information decoding an@ssume that the channel from Tx to Rx follows a block-fading
energy harvesting. As a result, we show by simulatiomsodel [6], [7]. The equivalent complex baseband channehfro
that DPS can achieve substantial R-E performance gaifs to Rx in one particular fading state is denoted d(y ),

over dynamic time switching in the SISO fading channelvherer denotes the fading state, and the channel power gain at
Moreover, we derive the R-E region for the ideal casiding state is denoted byi(v) = |g(v)|?. It is assumed that
when the receiver can decode information and harveke random variable (RV}(v) has a continuous probability
energy from the same received signal independently witensity function (PDF) denoted hfy, (k). At any fading state

out any rate or energy loss, which provides a theoretical h(v) is assumed to be perfectly known at Rx, but may or
performance upper bound for the DPS scheme. may not be known at Tx.

« For the SIMO case where the receiver is equipped with We consider time-slotted transmissions at Tx and the DPS
multiple antennas, we extend the result for DPS as fadeheme at Rx. As shown in Fi@l 1, at Rx, the RF-band
lows. First, we show that a uniform power splitting (UPS$ignal is corrupted by an additive noisey introduced by
scheme where all the receiving antennas are assigribd receiver antenna, which is assumed to be a circularly
with the same power splitting ratio is optimal. We deriveymmetric complex Gaussian (CSCG) RV with zero mean and
the optimal UPS rule and/or transmitter power contralariances?, denoted byn, ~ CN(0,0%), in its baseband
(in the case with CSIT) based on the result for thequivalent. The RF-band signal is then fed into a power
SISO system by treating all the receiving antennas aplitter [8], [9], where the signal plus the antenna noise is
one virtual antenna with an equivalent channel sunsplit to the information receiver and energy receivier] [10]
power. Second, to ease the hardware implementationsafparately. For each fading statethe portion of signal power
UPS, we investigate the optimal antenna switching rubplit to information decoding (ID) is denoted hy(v) with
to maximize the achievable R-E trade-offs. An exhau$-< a(v) < 1, and that to energy harvesting (EH) s a(v),
tive search algorithm is presented first, and then a nevhere in generak(v) can be adjusted over different fading

g. 1. SISO system model.

rec:tioriﬂl concludes the paper.

Il. SYSTEM MODEL
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L For example, in Figl12(b), Tx transmits information signal i
5‘» time slpts 1 and 3,_ and transmits no signal in j[ime sloj[ 2.
7 ey % “  Accordingly, Rx splits the received signal to the inforroati
decoder and the energy receiver (ites: a(v) < 1) in slot 1,
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(@) CSI Unknown at Tix: Receiver power splitting only. but allocates all the received power to the information irere
in time slot 3 (i.e.,a(v) = 1). Moreover, Tx can implement
L power control based on the instantaneous CSI to further
:(«4 — g Lz improve the information an_d energy transmlssm.n efficiency
W% Let p(v) denote the transmit power of Tx at fading state
e tarvester ST In this paper, we consider two types of power constraints

on p(v), namelyaverage power constraint (APC) and peak
power constraint (PPC). The APC limits the average transmit
power of Tx over all the fading states, i.&, [p(v)] < Py,
where E, [-] denotes the expectation over In contrast, the
Fig. 2. Encoding and decoding strategies for wireless métion transfer PPC constrains the instantaneous transmit power of Tx &t eac
with opportunistic WESH (via dynamio power spitting). Theibht of block o e fading states, i.ep(v) < Ppea, Vv. Without loss of

generality, we assume,,, < Ppc.x. FOr convenience, we
define the set of feasible power allocation as

(b) CSI Known at Tx: Joint transmit power control and receiver power splitting.

R B Reccived Signal Splitto 7 Received Signal Split to
(5 Transmitied signal [ Tnformation Decoder (/2224 Energy Harvester

states. The ID circuit introduces an additional basebanseno P £ {p(v) : E,[p(v)] € Pavg, p()) < Poear, Wv}. (1)
nip to the signal split to the information receiver, which is_ . , ) .
assumed to be a CSCG RV with zero mean and variafice It is wprth noting that for th(_e case WIthOlit CSIT, a fixed
and independent of the antenna noisg. As a result, the transmit power is assumed wifi{v) N Pﬂvg = P, vy, such
equivalent noise power for ID i&(r)o? + o2 at fading state that both the APC and PPC are satisfied.
v. On the other hand, in addition to the split signal energy, th
energy receiver can harvest — o(v))o? amount of energy I1l. RATE AND ENERGY TRADE-OFF IN THE SISO FADING
(normalized by the slot duration) due to the antenna noise CHANNEL
n4. However, in practicen4 has a negligible influence on In this paper, we consider the ergodic capacity as a rel-
both the ID and EH since? is usually much smaller than evant performance metric for information transfer. For the
the noise power introduced by the information receivet, DPS scheme, given(v) andp(v), the instantaneous mutual
and thus even lower than the average power of the receiiafbrmation (IMI) for the Tx-Rx link at fading state is
signal. Thus, in the rest of this paper, we assume= 0 for expressed as
simplicity.

For the DPS scheme, we describe the enabling encoding and r(v) = log (1 +
decoding strategies for the following two cases. Cade(i)
is unknown at Tx for all the fading states of referred to as As a result, the ergodic capacity can be expressed as [11]

<)) o

o2

CS Unknown at Tx; and Case llh(v) is perfectly known at R = E,[r(v)] 3)
Tx for each fading state, referred to a<CS Known at Tx v '
(CSIT). For information transfer, if CSIT is not available, the edgo

First, consider the case of CSI Unknown at Tx, whicapacity can be achieved by a single Gaussian codebook
is depicted in Fig[2(a). In this case, Tx sends informatiohith constant transmit power over all different fading etat
continuously with constant powe? for all the fading states [12]; however, with CSIT, the ergodic capacity can be furthe
due to the lack of CSIT[J11]. At each fading state Rx Mmaximized by the “water-filling (WF)” based power allocatio
determines the optimal power ratio allocated to the infdioma  Subject to the peak power constraifffeai [13], [14].
decodera(v) and the energy harvestér— o(v), based on ~ On the other hand, for wireless energy transfer, the har-
h(v). For example, as shown in Figl 2(a), in time slot 3, aNested energy (normalized by the slot duration) at eactnéadi
the received power is allocated to the information decoider, ( State can be expressed a3(v) = (1 — a(v))h(v)p(v),

a(v) = 1), while in time slots 1 and 2, the received powewhere¢ is a constant that accounts for the loss in the energy

is split to both the information decoder and energy harvestéansducer for converting the harvested energy to elettric
(i.e.,0<a(v) <1). energy to be stored; for convenience, it is assumed&hatl

Next, consider the case of CSIT as shown in Fig. 2(b). fR the rest of this paper unless stated otherwise. We thus hav

this case, Tx is able to schedule transmissions for infdonat Q) = (1 — a(W)h(v)p(v). (4)
and energy transfer to Rx based b(v). As will be shown

later in Section[IV-B, the optimal power splitting rule inThe average energy that is harvested at Rx is then given by
this case always has(v) # 0 provided that the transmitted Quee = E[Q)] )
power is non-zero. As a result, without loss of generality, w e v '

can assume that at any fading state Tx either transmits  Evidently, there exist trade-offs in assigning the power
information signal or does not transmit at all (to save poweisplitting ratioa () and/or transmit powep(v) (in the case of
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Fig. 3. Examples of R-E region with versus without CSIT.
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we setK = 3. The bandwidth of the transmitted signal is
assumed to bad0MHz, and the information receiver noise
is assumed to be white Gaussian with power spectral den-
sity —120dBm/Hz or —50dBm over the entire bandwidth of
10MHz. Moreover, the energy conversion efficiency for the
energy harvester is assumed to e- 0.5. For comparison,

we also show the R-E regions by a special form of DPS
known as time switching [5] under the same channel setup
with or without CSIT. Furthermore, the R-E regions obtained
by assuming that the receiver can ideally decode informatio
and harvest energy from the same received signal without any
rate/power loss[[2] are added as a performance upper bound
for DPS and time switching. It is observed that CSIT helps
improve the achievable R-E pairs at the receiver for both DPS
and time switching schemes. Moreover, as compared to time
switching, DPS achieves substantially improved R-E trade-
offs towards the performance upper bound. For example, when
90% of the maximum harvested energy is achieved, the ergodic
capacity is increased 4% for the case with CSIT antR0%

for the case without CSIT, by comparing DPS versus time

CSIT) to balance between maximizing the ergodic capacity fawitching. It is also observed that when the average hadest
information transfer versus maximizing the average haeees power is smaller thai.1uW, DPS for the case without CSIT
energy for power transfer. To characterize such trade-o#s even outperforms time switching for the case with CSIT.

adopt the so-calle®ate-Energy (R-E) region (defined below) | Fig.[3, there are two boundary points shown in each R-E
as introduced in[]3],[[5], which consists of all the achieleab region, which are denoted ky Qw/o CSIT) (Rw/o CSIT )

max max ’

ergodic capacity and average harvested energy pairs givepy@ihe case without CSIT, an@, QS5IT), (RSSIT ) for the

max max

power constraint in (@). Specifically, in the case withoutcase with CSIT. For example, for the R-E trade-offs in the

(w/o) CSIT, the R-E region is defined as

U {(R, Qave) -

p()=P0<a(v)<1,¥v

R < By lr()], Qug < By [Q0)] } 6)

w/o CSIT A
CRfE -

case without CSIT, we have

Qw/o CSIT _ E

max

v[h(v)P], (8)

9)

h(v)P
RS 9T — B, [log (1 1 ) )] .
g

Note thatQuis “*™ is achieved when(v) = 0, Vv, and

while in the case with CSIT, the R-E region is defined as thus the resulting ergodic capacity is zero, wHiE/S CSIT |

U {(R, Quve)

is
achieved when(v) = 1, Vv, and thus the resulting harvested
energy is zero. The above holds for both time switching
and power splitting receivers. Similarl)$SIT and RCSIT

in the case with CSIT can be obtained, while for brevity, thei

p(r)eP,0<a(v)<1,Vv
R<Er(v)],Quve < E, V)| p. 7
< Elrt)] Qe S )]} o expressions are omitted here. It is worth noting that in gane
Fig. [@ shows some examples of the R-E region withol®SS!T > Ruax “'" due to the WF-based power control.
versus with CSIT by the DPS scheme (see Sedfion IV fotowever, with high signal-to-noise ratio (SNR), the raténga
the details of computing these regions). It is assumed teat DY transmitter power control is negligibly small. As a resul
average transmit power constraint,; = 0.1 watt(W) or in Fig.[@ RS and Ry “' are observed to be very close

20dBm, and the peak power constraint e, = 0.2W or

Cwith CSIT &
R—

to each other.

23dBm. The average operating distance between Tx and RxSince the optimal trade-offs between the ergodic capacity
is assumed to bé = 5 meters, which results in an average ofind the average harvested energy are characterized by the
40dB signal power attenuation at a carrier frequency assumeaundary of the R-E region, it is important to characterize
as f. = 900MHz. With this distance, the line-of-sight (LOS)all the boundary(R, Q.,.) pairs for DPS in both the cases
signal plays the dominant role, and thus Rician fading igluswithout and with CSIT. Similarly as for the case of time

to model the channel. Specifically, at each fading state switching in [5], to characterize the Parato boundary of the
the complex channel can be modeledgs) = + R-E region for DPS, we need to solve the following two

) S optimization problems.
,/KLHE;(V), where g is the LOS deterministic component

K ~
x+19

with [§]> = —40dB (to be consistent with the average path (P1) : Maximlze Ey[r(v)]

loss), g(v) ~ CN(_O,—40dl_3)_ denotes the nglelgh fading Subject to  E,[Q(v)] > Q
component, and< is the Rician factor specifying the power

ratio between the LOS and fading componentg(n). Here 0<a() <1, W



(P2): Maximize FE,[r(v)] where) > 0 is the dual variable associated with the harvested

{pf”)’a(”)} _ energy constraint). Then, the Lagrange dual function of
Subject to  E,[Q(v)] = Q Problem (P1) is given by
p(v) €P, W gV =  max  L(a),\). (11)
0 < OZ(V) < 17 N 0<a(v)<1,Vv

where Q) is a target average harvested energy required toThe maximization problem[{11) can be decoupled into

o T . . arallel subproblems all having the same structure andfeach
maintain the receivers operation. By solving Problem (P ne fading state. For a particular fading statehe associated
forall 0 < Q < QW2 and Problem (P2) for all 9 ' b 9

~ . . subproblem is expressed as
0 < Q < QYIT we can characterize the entire boundary P P

of the R-E region for the case without CSIT (defined[ih (6)) max LY/ OS5I (q), (12)
and with CSIT (defined in{7)), respectively. O=ast
Problem (P1) is a convex optimization problem in terms d¥here
a(v)'s, whereas Problem (P2) is non-convex in general sin o ahP
b(()tr)l the objectiveF, [r(v)] and harvested energy constrainff"y/ M a) =r+2Q =log (1 + o2 ) AL —a)hP.
E,[Q(v)] are non-concave functions over(v) and p(v). (13)
However, it can be verified that the Lagrangian duality mdth
can still be applied to solve Problem (P2) globally optimall
i.e., (P2) has strong duality or zero duality gapl[16].
Lemma 3.1: Let {p?(v),a®(v)} and{p®(v),a’(v)} denote
the optimal solutions to Problem (P2) given the avera
harvested energy constraint and average transmit power c
straint pairs(Q*, P%,) and (Q°, Pb,), respectively. Then
for any 0 < 6 < 1, there always exists a feasible solutio
{p°(v), a“(v)} such that

Note that in the above we have dropped the indefor the
fading state for brevity.

With a given)\, Problem [(I]1) can be efficiently solved by
solving Problem[(T2) for different fading states:afProblem
E’l) is then solved by iteratively solving{11) with fixadand
Bdating/\ via a simple bisection method until the harvested
energy constraint is met with equalify |[16]. L&t denote the
rE)ptimal dual solution that has a one-to-one correspond&nce
Q in Problem (P1). Then, we have the following proposition.

B, [r°(v)] > 0E,[r*(v)] + (1 — G)E,,[rb(y)] W 4.1: The optimal solution to Problem (P1) is
c R Aa ~ given by
E,Q°(»)] > 6Q" + (1-0)Q",
1 o2 . 1 o2
Ey[p°(v)] € 0P%, + (1 —0)PL,, a*(v) ={ NR@P ~ RW)P ifh(v) > w5 - %> (14)
1, otherwise.

whererX(v) = log(l+w) with x € {a, b, c}, and

Q°(v) = (1= a*(¥))h(v)p°(v). : "
Proof: Please refer to AppendixA. It can be _mferred_from Pro_pOS|_t|oE4.1 that the power
= ) . allocated to information decoding is a constant for all the
Let ®5(Q, Pavg) denote the optimal value of (P2) gven, . tat () > L S NP —
the average harvested energy constragnand the average ? N9 fggs_m (/\V*) - NP _tﬁ I?jlr!celglé]ﬂf(y% (v) _It
power constraintPa,,. Lemmal3]L implies that the “time-tx\ﬁ - Uh'_ " u?, TS m;Js t 0 Irlll )1- sfa resm; ,
sharing” condition in[15] holds for (P2), and th@s(Q, Payg) . ¢ oo ovabie fate IS a constant equa G@W O; sue
is concave in(Q, Pay,), which then yields the zero dualityfading states. On the other hand,/ifv) < 55 — %, all

gap of Problem (P2) according to the convex analysi& ih [16 e received power is allogated to the information receiver
Therefore, in the next section, we will apply the Lagrangth® above result is explained as follows. Suppose that if
duality method to solve both (P1) and (P2). an amount of re_celved powd?_|s aIIocate_d to information
receiver, we gainlog(1l + U—PQ) in the achievable rate, but
lose \*P in the harvested energy. Since the utility for our
optimization problem given in[{13) at each fading state is
In this section, we study the optimal power splitting policyhe difference between the gain in the achievable rate amd th
at Rx and/or power control policy at Tx to achieve varioul9ss in the harvested energy, the maximum utility is actdeve
optimal rate and energy trade-offs in the SISO fading chianihen P* = <& — o2, which is a constant regardless of the
for both the cases without and with CSIT by solving Problenfgding state. Therefore, if the received powsr)P > P*,
(P1) and (P2), respectively. i.e., h(v) > 15 — %, then the received power allocated to
the information receiver should be a constgat- o2, and the
remaining received power, i.éi(v) P— (5 —o?), is allocated
A. The Case Without CSIT to the energy receiver. Otherwise, if the received power is
First, we consider Problem (P1) for the unknown CSlTess thanP*, it should be totally allocated to the information
case to determine the optimal power splitting rule at Rx witteceiver.
constant transmit poweP at Tx. The Lagrangian of Problem In the following, we compare the above optimal receiver
(P1) is expressed as power splitting rule to the optimal time switching rule pro-
_ posed in [[5] for the achievable R-E trade-offs in the case
L(a(v),A) = E,[r(v)] + M(E,[Q(v)] — Q), (10)  without CSIT. For convenience, letps and Atg denote the

Proof: Please refer to Appendix]B. |

IV. OPTIMAL PoLicY FOR THE SISO FADING CHANNEL



optimal dual solutions to Problem (P1) with DPS and its 1" (et

modified problem (by changing the constrdint a(v) < 1in

(P1) toa(v) € {0,1}, Vv) with time switching, respectively, slope P Slope P
for the same gived). Moreover, similarly as in[5], we define ! !
the time switching indicator function as follows:

{ 1, ID mode is active
a(v) =

0, EH mode is active.
We then have the following observations in order:

« When the fading state is “poor”, i.ed < h(v) < h
for time switching or0 < h(v) < ﬁ - "—; for
power splitting, whereh is the unique solution to the
following equation given in[[5]log (1 + Z—Ij) = ApshP,
the optimal receiver strategy is to allocate all the reative
power to the information receiver for both cases of time
switching and power splitting, i.eq(r) = 1. In other
words, the power allocated to information receiver is
h(v)P, and that to energy receiver (s

« When the fading state is “good”, i.eh(v) > h for time
switching orh(v) > Aplsp — "—Pz for power splitting, all
the received power is allocated to energy harvester fﬁb. 4. Power splitting versus time switching: a comparigbrthe received
time switching, i.e.«(v) = 0, while for power splitting, power allocation to information receiver and energy reseiover different

a constant pOWGdI(V)h(V)P _ AL — o2 is allocated to fading states for the case without CSIT.
PS

the information receiver, with the remaining pow@r—
a(v))h(v)P = h(v)P - 55 +0° allocated to the energy [18]. It can be shown that the sub-gradient for updatihg?)
recelver. o _iS(B[Q*(1)]—Q, Pag—Ey[p* (v)]), whereQ*(v) andp* (v)

To summarize, the main difference between the optimal timgqte the harvested energy and transmit power at faditey sta
switching and power spliting polices in the case withoyf respectively, obtained by solving Problefl(16) for a given
CSIT lies in the above “good” fading states. Spemﬂcal%air of A and 4. Let \* and 3* denote the optimal dual

both information decoding and energy harvesting can benef tions to Problem (P2) for a given Set@f Py, and Pyea.

from such good fading states if power splitting is used, Wh”SimiIarIy as for Propositiofi4l1, it can be shown that when
only energy harvesting benefits if time switching is useq). < Q < QCSIT it must hold that\* < . We then have

— max !

An illustration of the above difference in the received pDWthe_following proposition.

d 3 > »

2
I o h 1 [ h
hesP P

Received Power Allocated

to Information Receiver

MsP P
Received Power Allocated
to Energy Receiver

(15)

(a) Power Splitting without CSIT
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to Information Receiver

Received Power Allocated
to Energy Receiver

(b) Time Switching without CSIT

_allo<_:ation for power splitting versus time switching is gjiv Proposition 4.2: By defining i — ﬁ _ PU2 the
in Fig.[4. optimal solution to Problem (P2) is giveﬁeal;y re
If 52 <h,
B. The Case With CSIT . . _ R
For the case with CSIT, in addition to the receiver's DPS| P (*) = Ppears @” () = 775, if h(*u)22 h, N
the transmitter can implement power control to further iaver J ?*(¥) = Ppear, " (v) =1, Tho Shv) <h,
the R-E trade-off. To jointly optimize the values pfv) and (V) =5 — h"(i), a*(v)=1, B*e*<h(v)< %,
a(v), Vv, we need to solve Problem (P2), shown as follows| p*(v) =0, otherwise
Let A and 5 denote the nonnegative dual variables corre- (18)
sponding to the average harvested energy constraint and e g
erage transmit power constraint in Problem (P2), respagtiv AT '
Similarly as for Problem (P1), Problem (P2) can be decoupled p*(v) = Ppeax, a*(v) = h(’";w if h(v) > 22,
into parallel subprobler_ns egch for one pa_r'ucular fadiragest pv) =& - h(i)’ a*(v)=1, Bo’<h(v) <, (19
and expressed as (by ignoring the fading indgx P (v) =0, otherwise.
max LYith CSIT 0, ), (16) Proof: Please refer to Appendix] C. [

0=p=Ppear,0< <l It is worth noting that similar to the case without CSIT, from

Propositiod 4.P it follows that in the case with CSIThifv) >
max(f—:,ﬁ), a constant received power(v)*h(v)p*(v) =
/\1—* — o2 is allocated to the information receiver, while the
remaining received power is allocated to the energy receive

where

Ly T (p,a) =r +2Q — Bp

=log (1 + o;_i;p) + A1 — a)hp — Bp.
17)

After solving Problem[(16) with giver\ and 3 for all the
fading states, we can updat#, 3) via the ellipsoid method

otherwise, ifh(r) < max(f—i,ﬁ), all the received power is
allocated to the information receiver.
Next, we compare the optimal power splitting and time

switching for the achievable R-E trade-offs in the case with



; P ater-fill Lohp A (1-0)hy
CSIT. For convenience, léi\ps, Sps) and (Ars, S1s) denote water-flling slope Ppos “e

the optimal dual solutions to Problem (P2) with DPS and its
modified form (by changing the constraint< «(v) < 1 in
(P2) asa(v) € {0,1}, Vv) with time switching, respectively.
We then obtain the following observations:

« When the fading state is “poor”, i.€),< h(v) < Brso?

slope Pea

/.

for time switching or0 < h(v) < Bpsc? for power split- AR e PR g
. . . . . . PS h PS pSO’
ting, the optimal strategy is to switch off the transmission 1-PrsPreas I-PrsPreas
to save transmit power in both schemes. Transmitted Power Received Power Allocated Received Power Allocated
For moderate fad|n States W| 02 < h(V) < iL to Information Receiver toEnergylz{ecelver
¢ 9 s = (a) power splitting with CSIT:2es > L -
Aps ApPs Ppeak Ppeak

for time switching orfpso? < h(v) < max(52,h)

for power splitting, whereh is the largest root of the ,»
following equation given in[[5]iog BTZU2 -1+ 5T—,§"2 —
A1shPpeak + BrsPpreak = 0, the optimal strategy is to
transmit information with water-filling power allocation | verfiline
at Tx (with the maximum transmit power capped by ]

P,cax) and allocate all the received power to information

$ (1-)hp

OP,..c I
I
I
1 slope Ppeax

BrsProsc 1 /
o — o
|

hes Mas

receiver in both schemes. | SN
« When the fading state is “good”, i.éi(v) > h for time B’ R s’ 22

switching orh(v) > max(%, h) for power splitting, the Transmitted Power Recetved Power Allocated Received Power Allocated

optimal strategy of the transmitter is to transmit at peak o i Beer i T

power Py in both schemes. However, at the receiver, (b) power splitting with CSIT:78 < s — 5o

all the received power is allocated to the energy receiver , anp o

for time switching, i.e.(1—a(v))h(v)p(v) = h(V) Ppeak.
while for power splitting, only a constant amount of the
received power(v)h(v)p(v) = ﬁ — o2 is allocated
to information receiver with the remaining powér —
a(V))h(v)p(v) = h(V)Ppeak — ﬁ + o2 allocated to the
energy receiver.

p —_—

slope Ppeak

s

water-filling

!

A A

To summarize, similar to the case without CSIT, the main  # hooh Prsc’ ho b Prso® o
difference between the optimal resource allocation pslice — Transmitted Power Received Power Allocatted Transmit Power Allocatted
to Information Receiver to Energy Receiver

between power splitting and time switching for the case with
CSIT lies in the above “good” fading states. Specificallythbo
informatipn decodir_wg and ene_rg_y harveSting Can benefit frOFrE; 5. Power splitting versus time switching: a comparisbithe transmit
good fa_dlng state_s |f_po.wer Spl!ttll’]_g IS _used' while O_nlyrgye_ pov;/er‘ allocation and received power allocation over differfading states
harvesting benefits if time switching is used. An illustati for the case with CSIT.

of the above transmitter power control and receiver power

allocation policies for power splitting versus time switudp

is given in Fig.[®.

(c) time switching with CSIT

C. Performance Upper Bound hand, in the case with CSIT, a trade-off betweén) andQ ()
In this subsection, we derive a R-E region upper bourgiven in [20) and[(21) due to the power allocation polity),
for DPS (as well as other practical receiver designs) lwyhich has been similarly studied ifl[2] for the frequency-
considering an ideal receiver that can simultaneously diecaselective AWGN channel with simultaneous information and
information and harvest energy from the same received kigpawer transfer. By solving Problem (P2) for all feasilgks,
without any information/energy loss. This is equivalent teith r(v) andQ(v) replaced byl[(20) and(21), respectively, the
settinga(v) = 1 Vv in @) anda(v) = 0 Vv in (@) at the R-E region upper bound in the case of CSIT can be obtained.
same time. In this case, the information rate and harvestest \* and 3* denote the optimal dual solutions associated
energy at each fading statecan be respectively expressed agith the harvested energy constrai@t and average power
h(v)p(v) constraintP,,,, respectively. By following the similar proof
r(v) = log <1 + T) ; (20)  of Propositiod ZR, we can obtain the optimal power allanati
for achieving the R-E region upper bound in the case with

QW) = h()p(v). (21) CSIT in the following proposition.
For the case without CSIT, there is no trade-off between
information and energy transfer from the above sipte) = Proposition 4.3: For Problem (P2) withr(v) and Q(v)

P, Vv. As a result, as shown in Fifl] 3, the R-E region uppeeplaced by [[20) and_(P1), respectively, and the constraint
bound for the case without CSIT is simply a box. On the othér< a(r) < 1 being removed, the optimal power allocation is



CE?IET (SIMO), respectively, similarly td(6) andl(7) in the SISO

case, and characterize their boundaries by solving prablem
similarly to (P1) and (P2).

1) The Case Without CSIT:

First, we study the optimal DPS for the case without CSIT in
the SIMO fading channel to obtai};’%, %' ™) Given
p(v) = P, Vv, similar to solving (P1) in Sectioh TVAA, by
introducing the Lagrange dual variableassociated with the

V) P
y Antenna 1 Information
Y Receiver

Tx

Energy
Receiver

Antenna M

n, energy constrain€), the optimization problem for the SIMO
Rx system can be decoupled into parallel subproblems each for
one fading state, which is expressed as (by ignoring thex¢adi
Fig. 6. DPS for the SIMO system. indexv)
Lw/o CSIT (SIMO) m 25
e L ({am}), (25)
given by where
i & w/0
p(v) = Ppcak’l M gy RSN ()
TR h?u)}o , otherwise, =r 4+ \Q
M
where[z]® = max(min(z, b), a). > amhp, P M
=log [ 14+ ™=——— | + Y A1 = am)hmP. (26)
V. EXTENSION AND APPLICATION: DYNAMIC POWER g m=1

SPLITTING FOR THESIMO FADING CHANNEL
In this section, we extend the result for DPS to the SIMO Lémma 5.1 Given any fixed\, Problem [(2b) is equivalent
fading channel, i.e., when the receiver is equipped wiffl the following problem:

multiple antennas, and furthermore study a low-complexity M

implementation of power splitting, namely antenna switchi a 21 hin P M

[3l. Maximize log | 1+ m_T +(1-a) Z Ay, P
m=1

A. Optimal Power Splitting Subject to 0<a < 1. (27)

First, we study the optimal DPS scheme for the SIMO

system, as shown in Fi§l 6. Assuming that the receiver is Proof: Given anyas, € [0,1], 1 < m < M, it follows

M
. . : > amhm P
equipped withM > 1 antennas, then at any fadmg stat(tehat o 2 22" jies in 0,1] and achieves the same
v, the complex channel and the channel power gain from P

Tx to the mth antenna of Rx are denoted hy,(v) and
hm(v) = |lgm(¥)|[?, 1 < m < M, respectively. Without loss
of generality, similar to the SISO case, at fading stateach
receiving antennan can split0 < «,,(v) < 1 portion of
the received signal power to the information receiver, drel t M
remainingl — o,,, () portion of power to the energy receiverthat > anhn,P = a 37 hy,P with 0 < ap, < 1, V.

For the information receiver, it is assumed that the maxim@hus"ﬁﬁe optimal Va|u7g%1f Problef {25) must be no smaller
ratio combining (MRC) is applied over the signals split fromhan that of Problen{{27). Therefore, Problefns (25) (27)
the M receiving antennas. Therefore, at fading statehe have the same optimal value and thus are equivalent. Lemma
achievable rate can be expressed as is thus proved. m

Mo () hom (V)p(V) Lemmd®5.1 suggests that a “uniform power splitting (UPS)”
r(v) = log (1 + Z = U”; ) . (23) scheme by setting,,, = a, Vm, is in fact optimal to achieve
m=1

objective value of Problem(27) as that of Problelm] (25).
Thus, the optimal value of Problemi {27) must be no smaller
than that of Problem[(25). On the other hand, given any
0< ong 1, there exists at least one solution fey,’s such

the boundary o€}/, 5" ™) in the SIMO fading channel

Moreover, the total harvested energy from the signals spifithout CSIT. More interestingly, Lemnfa 5.1 establishes th
from the M receiving antennas at the energy receiver can Béuivalence between the optimal DPS policies for the SIMO

expressed as and SISO systems, given as follows. By comparing Problem
" (12) in the SISO case and Probldml(27) in the SIMO case, it is
y M
Qv) = Z (1 — am () hm (V)D(v). (24) observed that it is replaced by>" h,,, then Problemi{12) is
m=1

m=1
the same as Problefn {27). Therefore, in the SIMO case, we can

Then, withr(v) and Q(v) given by [28) and[(24), we cantreat all the receiving antennas as one “virtual” antenrib @

define the achievable R-E regions for the SIMO system in .

M
both the cases without and with CSIT. :;ECSIT (SIMOJ 2y equivalent channel sum-power gain from Tx/as- mzzjl hom,;



thereby, the SIMO system in Fifj] 6 becomes equivalent to a
SISO system that has been studied in Sedfion IV-A. Hence,
M \

by replacingh(v) by 3" hum(v) and lettingan, (v) = a(v), | | Antenna
Vm, v, the optimal Ulgl§golution for the SIMO fading channel
can similarly be obtained by Propositioni4.1 in the SISO case ™ )
for which the details are omitted for brevity.

2) The Case With CSIT:

Next, we consider the joint DPS at Rx and power control
at Tx for the SIMO case with CSIT to characterize the
boundary ofcgEIET (SIMO) * Similar to solving Problem (P2)
in Section[IV-B, by introducing the Lagrange dual variables L
A and 3 associated with the energy constraiptand average Fig. 7. Antenna switching for the SIMO system.
power constraint’,,,, respectively, the optimization problem
for the SIMO fading channel can be decoupled into parallel
subproblems each for one fading state, which is expressedstde. Practically, this could be very costly to implement.

Energy
Receiver

Antenna M

(by ignoring the fading index) Therefore, in this subsection we consider a low-complexity
with OSIT (SIMO) implementation for power splitting in the SIMO system with
max Ly ({am}.p), (28) multiple receiving antennas, namely antenna switcHihgA43]

0<p< Ppeak, {0, <1 . . . . .
<P<FPpear { ! shown in Fig[¥, at each fading state, instead of splittirgy th

power at each receiving antenna, the antenna switchingrsehe
with CSIT (SIMO)({am} ») simply connects one subset of the receiving antennas (eénot
v ’ by ®1p(v)) to information receiver, with the remaining subset

where

=r+2Q of antennas (denoted Byry(v)) to energy harvester, i.e.,
M
Z amhmp M 1 i >
=log | 1+ 2= — | + 3" N1 — ) hamp — Bp. _ ) L 1me®m,
g -2 mZ:1 ( Yhmp — Bp am (V) { 0. if m e By, 1<m< M. (31)
(29 1t is worth noting that antenna gwitcrgir;g( )can be shown
Similar to Lemmd5l1, the following lemma establishes the . , Ll e
optimality of UPS in the SIMO case with CSIT. equivalent to UPS withv,, (v) = ) for vm, v.
Lemma 5.2: Given any fixed\ and 3, Problem [(2B) is . L omz i )
equivalent to the following problem: However, since antenna switching only requires the time
o switcher at each receiving antenna instead of the moreycostl
a > hmp o power splitter in UPS, it is practically more favorable. et
Maximize log |1+ % +(1—a) Z Munmp — pp  following, we study the optimal antenna switching policy fo
P 7 m—1 the SIMO fading channel without or with CSIT.
Subject to 0 < a <1, 1) The Case Without CSIT:
0<p < Prea. (30) In this case, the optimal antenna switching rule can be

obtained by solving Probleri(P5) with,, (v)’s given in [31).

The proof of Lemma 5]2 is similar to that of Lemrhal5.1However, to find the optimal antenna partitions, i®}y, (»)

and is thus omitted for brevity. Lemniab.2 implies that thQnd@;‘:H(u), at any fading state, we need to search ovef
equivalence between the SIMO and SISO systems also hoj@ssible antenna combinations to maximizd (26), for wHieh t

in the case with CSIT, by treating all the receiving anterinas complexity goes up exponentially d¢ increases.
the SIMO system as one “virtual” antenna in the S!\?O systemz) The Case With CSIT:

with the equivalent channel power gain givenby= 3 hy,. In this case, the optimal transmitter power congrlv) and

m=1 . . . * % .
As for the case without CSIT, the optimal transmitter powdfCeiver antenna switchinbiy, () and gy, () at each fading
allocationp(v) and receiver UPS,, (1) = a(v), ¥m, v, for Stater can be obtained by solving Problefn [28) with,'s
the SIMO fading channel with CSIT can similarly be obtainegiven by [31). First, given any policy abip(») and Pgx(v),
from Propositior 412 in the SISO case by replacirig) by Problem [2B) reduces to the following problem:

M
hon (V).
Maximize log 1+% + Z Ay — Bp
B. Antenna Switching i 7 mePEn
Note that the optimal UPS for the SIMO system require$ubject to 0 < p < Pyeak. (32)

multiple power splitters each equipped with one receiving
antenna to adjust the power splitting ratio at each fadingcan be shown that the optimal solution to Probléml (32) is
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TABLE |

given by ALGORITHM TO SOLVE PROBLEM (P3)
Ppeatc, if > hm >4,
mePry M
p* = ) Ppeak 1. Check whethery> hm(v)P < &% —o2. Ifyes, setY = {1,--- ,1}
1 a : 1=1
x> hm > hm - otherwise and exit the algorithm; otherwise, do the following steps.
mEPEH mEPID 0 2. Givene > 0 andn > 0 to control the algorithm accuracy, and set
(33) So = {0}, Yo,1 = {0,---,0}.
. o 3. Fori=1: M
Therefore, given any antenna partitiods, () and Pry(v), a forj=1:[Si_i
the value of [ZB) can be obtained KBy 33). Then, the optimal i setSW) = s §USi—1I) _ g 4 p )P
@1, (v) and @3y (v) can be found by searching over aft! i SetT. . — Tzfll - o ) N
. . . . . . . 1,] — 1—1,7 ,|Si—1 |+ — 1—1,7 i . i
possible antenna combinations to maximize the resultifigeva P 7Sl 7St
of @) b. Sort the elements &f; in a non-decreasing order; adju”s_?ti,]-’s

accordingly such that eaclf; ; indicates the antenna partitions
to achieveSi(]);
C. Low-Complexity Antenna Switching Algorithm c. Setn=1,8™ = {0} and";, ={0,---,0}; doforj =2:
|Si]

Although antenna switching reduces the hardware complex- (i
g 9 P i, if (1+§ﬁ)8i(”)<8i(])§%*—02,then setn = n + 1
(n) _

ity as compared to power splitting for the SIMO system, = -
its optimal policy by the exhaustive search as shown in the aindsg =57 Tin =Ty
previous subsection is of exponentially increasing coxiple do it 3= < SI9D < L — o2, setT = T, i, and exit the
with the number of receiving antennas. In this subsection, algorithm;
we propose a low-complexity algorithm for antenna switghin 4. Sety =Tar, syl
which only has a polynomial complexity in the order of
O(M?) instead ofO(2M) by the exhaustive search. Instead
of solving Problemd(25) and (28) directly with,,(v)’s given o
in (31), the proposed algorithm first solves the optimal UP. (E)Or any set(, let || denqte the cardinality of, af‘d
policy (see SectioiVFA) by treating the SIMO system as a den.ote thenth _e_Iement in§2. In Table[l, we provide
equivalent SISO system with one virtual antenna and th&f algorithm to eff|C|e_ntIy solve Problem (P3). No_te that
efficiently finds a pair ofbip () and bp(v) to approximate in Step 1 of Fhe algo_nthm, aI_I the_recelved power |s_allo-
the obtained UPS solution as close as possible. c]z&ted o the information receiver, I.€1, = {1,---, 1}, if
1) The Case Without CSIT: > hm(v)P < 4= —0? ata particular fading state. Otherwise,
From Propositio 411, it is known that the optimal UP
policy for the equivalent SISO system (with channel pow

=1
%Lt theith iteration in Step 3a$; consists of all the possible
M Falues of the total power allocated to the information reeei
gainh(v) = > h,(v)) in the case of SIMO system withoutif only the first i antennas perform antenna switching while

L the remainingM — i antennas allocate all the received power
to the energy receiver, i.eq,(v) = 0, Vm > 4, and

M . )
receiver if the total received powey_ h,,(v)P is largerthan Yi; = {a1(v),--- ,anm(v)} denotes the antenna switching
=1

m= H ) H
L — ¢2; otherwise, all the received power is allocated to th%tl_rat_egy that achieves the vaIﬁé’ . Steps 3b and 3c am to
A eliminate the elements that are close to each other in the set

|nforma_t|on receiver (g'f' I.:'d:M(a))' Thergfore, to approate ﬁl Finally, the algorithm terminates if the stopping criteri
the optimal UPS policy in the case without CSIT, at eac . S
. . : .. 1n Step 3d is satisfied.

fading state we should find a solution for antenna switching hat in this algorithm. ife i hen |

suchthat 3> A, (v)P is as close tok —o? as possible Note that in this algorithm, ife is set to zero, then it
medow) . " becomes the exhaustive search method, which has the same

On the other hand, to satisfy the average harvested enengy ceomplexity order as that of the optimal antenna switching

straint@, Y. hw(v)P should be no large thag: — o2  given in Sectior V=B, i.e.O(2""). However, the following
mEPrp (v) proposition shows that with a small positive number 0, the

Hence, by defining the s&t = {h.(v)P, -+, har(v)P}, OUr  nronosed algorithm in Tab@ | has a guaranteed performance
proposed antenna switching algorithm searches for a sobsels well as a polynomial-time complexity.
7 that has the sum of elements closest to, but no larger tharpgpogition 5.1:

1 2 i i ing ——
> — 0. This leads to the following problem at each fading 1. For anye > 0, the solution obtained by the algorithm in

m=
CSIT aIIocates/\l—* — 02 amount of power to the information

state ofv. Tablell, Y = {a1(v),--- ,an(v)}, satisfies
—_ L . v i
(P3) : Minimize S -0 — Z Qo (V) o (V) P ook, Whn(W)P  m
T={a1(v), - om ()} A = m=1 <3 () (v)P
M 1 T+e = " "
Subject to Z (V) (V) P < i o?, M
m=1 < (V) hm (V) P, (34)
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Fig. 8. R-E regions of power splitting versus antenna swigglfor the SIMO  Fig. 9. R-E regions of power splitting versus antenna switglfior the SIMO
system without CSIT. system with CSIT.

where{aj(v), -, a4, (v)} denotes the optimal solution proposed algorithm in Tab[& I, bothandn are set a$).1. All
to Problem (P3). the parameters for the SIMO setup, €B,cax and P,y,, are

2. The algorithm in Tabl@l | has the worst-case complexiffie same as those in the SISO case for Hg. 3 in SeCiibn III.
in the order ofO(M?2). Furthermore, leg(v) = [g1(v), - - , gam(v)]T denote the com-
Proof: Please refer to AppendixID - plex channel vector at any fading statethen similar to the

Proposition[51L indicates that (1) the accuracy of the ak/SO case, the channel can be modeleg(@s = |/ KLHQ-F
gorithm in TabIeDI can be made arbltrarllly high _by settin ﬁf)(”% where g is the LOS deterministic component,
an appropriate value of > 0; and (2) this algorithm has )} R _ T denotes the Ravieiah fadin
a complexity in the order o®(M?), which is significantly 9(v) = lga(v),+ gu () ) yielg ng
lower thanO(2M) by the exhaustive search. component with each elemefi, (v) ~ CN'(0, —40dB), and

2) The Case With CSIT: K is the Rician factor set to b8. Note that for the LOS

According to Propositi.oﬂlz in the case of SIMO SySter%omponent, we use the far-field uniform linear antenna array

L 7 1 A f— _4 77— PR J(M_l)T T
with CSIT, the optimal UPS policy for the equivalent SIS odel [17] W't.hg L0771, €77, -+ e ", where7 .
svstem should aIIocat% _ 2 amount of bower to the infor- denotes the difference of the phases between two successive
Y T P M receive antennas. Here we set —g.
mation receiver if the total received poweyx. h,,(v)p*(v) Figs.[8 and® compare the achievable R-E regions by the

ith th imal . S s | m—lh 1 , three considered schemes in the SIMO system without versus
with the optimal transmit powep (v)is arger thansz — o™ ith CSIT. It is observed that as compared to the case of
However, if at any fading state the total received powerss IeSISO system with\/ — 1, a significantly enlarged R-E region
than%- — o2, then it should be all allocated to the im‘ormatioqS ’

) } _ : achieved by using two receiving antenndg & 2), even
receiver (c.f. Figlb (a) and (b)). Thus, in the case with C;Slwith the low-complexity antenna switching algorithm. It is

we can first obtain the optimal transmitter power aIIocatioglso observed that a8/ increases, the performance of the

55’/ ) fc(;r thhe ?_ql:jivalenF SO;)SO systequ)based fon PrOpOSiti%T)timal antenna switching by the exhaustive search appesac
, and then find a pair 6bip(v) and ®pu(v) for antenna ot of the optimal UPS. Since antenna switching is a

switching such thatmegj o) hm(v)p*(v) is closest to, but generalization of time switching for the SISO system to the
no larger thanAl—* _ aQ,II;imilar to the case without CSIT. SIMQ system, this obseryation i_s ir_1_sharp contrast to that
Therefore, the algorithm proposed in Talile | for Problef Fig-[3 where there exists a significant R-E performance
(P3) (with P replaced byp*(v) ) can be applied to the caseloss by time switching as compared to power splitting for
with CSIT as well to find a low-complexity antenna switching"€ SISO system. More interestingly, ¢ increases, even
solution. he low-complexity antenna switching algorithm is observe
to perform very closely to the optimal UPS, which suggests
that antenna switching for the SIMO system with a sufficientl
large M can be an appealing low-complexity implementation
In this subsection, we provide numerical results to conef power splitting in practice.

pare the performance of the following three schemes for the

SIMO system: the optimal DPS in Sectibn V-A, the optimal VI. CONCLUSION

antenna switching by exhaustive search in Sedfion V-B, andThis paper studies simultaneous wireless information and
the low-complexity antenna switching in Sectlon V-C. Fog thpower transfer (SWIPT) via the approach of dynamic power

D. Numerical Results
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splitting (DPS). Under a point-to-point flat-fading SISOackh B. Proof of Proposition[4.1]

nel setup, we show the optimal power splitting rule at the The derivative ofL"/° CSIT(
receiver based on the CSI to optimize the rate-energy PELN be expressed as
formance trade-off. When the CSI is also known at the

a) in (@3) with respect tax

transmitter, the jointly optimized transmitter power aoht OLY/° S () hP

and receiver power splitting is derived. The performance of dav T ahP+o2 ARP. (35)
th_e proposed DPS_ in the_ SISO_fad_lng channel is comparglclzl,]ceO < a <1, it follows that

with that of the existing time switching as well as a perfor-

mance upper bound obtained by ignoring the practical dircui  pp aLvy/° STy wp

limitation. Furthermore, we extend the DPS scheme to the j,p 4 g2 ~ M = —5—— = 5 — AWl (36)
SIMO system with multiple receiving antennas and show that )

a uniform power splitting (UPS) scheme is optimal. We also If 7= — AP > 0, ie, h < 5 — %, then

investigate the practical antenna switching scheme arpbge BLVJ/‘J;SIT(Q) > 0foral 0 < a < 1. Thus the optimal
a low-complexity algorithm for it, which can be efficientlysgjution to Problem[(d2) isv* = 1. Otherwise, ifh >

implemented to achieve the R-E performance more closely. _ o the maximum ofL}/® “*'"(a) is achieved when
2

. i w/o CSIT . . .
to the optimal UPS as the number of receiving antennégy (@ _ 0 je.a* — % _ 2% Propositior &1L is

i O
increases. thus proved.
APPENDIX C. Proof of Proposition[4.2
The derivative of Lith CSIT(p o) given in [IT) with re-
A. Proof of Lemma[31 spect toa can be expressed as

8L\:ith CSIT(p’ Oé) hp

_ We consider an infinitesimal intervdlh(v)|h < h(v) < - Y 37)
h+Ah}, whereA — 0. Since this interval is infinitesimal, we e - ahp+o? b
can assume that the value/gf) is constant over this interval,
i.e., h(v) = h. Moreover, f,(h) is also a constant denoted
by f.(h) since it is assumed to be a continuous function.  hp

; ; 5 ; ——— —Mp <
As a result, given the constraint pai“, Py, ), the optimal hp + o2 P = dov
solution can be assumed to be constant within this interval, ) ]
ie., a%(v) = & andp?(v) = j°, because the same Karushlt can be shown that ifA > =, it follows that
e ! with CSIT
Kuhu-Tucker (KKT) conditions hold in the interval. Similgy Ly (2:2) <, Vp. In this case, for all the fading states
given the constraint pa{Q’, P?,,), it follows thata® (v) = 4® we havea* = 0, which implies that Problem({16) is not
andp?(v) = p® over this interval. Next, we construct a neweasible. As a result, in the following we only consider the

solution for Problem (P2) as follows. We divide the intervatase ofA < 2.

For any givenp € [0, Ppeax|, Since0 < « < 1, it follows that

8Lwith CSIT( hp

P, Q)
<
<=

Ahp.  (38)

into two sub-intervals, which have the solutioi(v) = &* DefineS; and S, as follows:
and p¢(v) = p* corresponding t@ portion of the interval, hp
anda‘(v) = a* andp®(v) = p® for the otherl — @ portion, Sy = {p‘ e Ap >0, 0<p< Ppcak} , (39)
respectively. It then follows that the average harvestestgn pTa
in this interval with the new solution is Sy = {p’ " fo—? —Mp<0,0<p< Ppeak} . (40)
AQ® =(1 = a")hp" f, (h) x OAh To be specific, ifs; — % < Ppeak, i€, h > spi— — 57—,
+ (1= a")hp"f,(h) x (1 — ) Ah. it follows that
) 1 o?
As a result, the average harvested energy over all the fading Si=3p0=p= -5, (41)
states can be expressed as 1 o2
= —_ = < Pheak ¢ -
, 52 {p \h h <p=< Ppedk} (42)
El/ ¢ - A Cd = 9 @ + 1 - 0 .
QW] / @rdv Q"+ Q Otherwise, we have
> oQa + (1 - Q)Qba
51: {p‘OSPSPpeak}a (43)
v — — Y Y i
where Q E,J1 — a()h(v)p'(v)] with v € S = 0. (44)

{a,b} denotes the average harvested energy by the solution
{p’(v),a”(v)}. Similarly, it can be shown that with the new |t can be shown that if € i, then
solution, E,[r¢(v)] > O0E,[r*(v)] + (1 — 0)E,[r’(v)] and

E,[p°(v)] < 6P%, + (1 — )P’ can be satisfied. Lemma 9L “™T(

avg avg b, Oé) > hp
31 is thus proved. O ~ hp+o?

~Mp >0, Va.  (45)
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In this case,L¥!h ©SIT(p a) is a monotonically increasing as
function of «, and thus the optimal power splitting ratio is
a* = 1. If p € Sy, then we have dy [10g ( ) BP]

o2
7

1
P=3R

with CSIT 2
oL, — P.2) o o e = A_lllp - Z—p. (46) - [log % + Ahp — Bp + Ao? — 1] .
To summarize, we have — <1Og L _B + BL)
with CSIT * Ao Al 5
Ly (P, o) log o + MiPoosk — BPpeak + Ao? — 1)
:{ 10g(1+%)—ﬁp, if p € 5y, (a7) Ao ,
log riz +Mp—PBp+Ao2—1, if peS,. =(\h = 5) (/\1h % — Ppeak) < 0. (50)

To find the optimal power allocatiop* given any channel
power h, we need to compare the optimal values of th
following two subproblems.

'gherefore, ifh > § the optimal value of Problem (P2.2) is
always larger than that of Problem (P2.1), and the optimal

soll:non to Problem[{16) i9* = P,cax anda* = Wlpdk —
h o
(P2.1): Maximize log (1 + —Z;> — Bp B Pponk "
P g The second case Iﬁax(kp —, Bo?) < h < , for

Subject to p € 5y, which the difference between the opt|maI values of Problems
(P2.1) and (P2.2) can be expressed as

L 1 h
(P2.2) : Max1pmlze log V= + Ahp — Bp+ Ao? -1 dy = {1og <1 + Ui;) — ﬁp}

Subject to p € Ss.

Since the expressions 6f and.S; depend on the relationship

betweenh and yz— I;L, in the following we solve h Bo? 1 B Bo?
Problems (P2. 1) and (P2.2)'in two different cases. = <1og Bo? 1+ T) - <log e T)
2
> - Z Ah

1) Case t h> ypi— — 57— —log 22 4 5oy (51)

In this case,S; and S» are expressed il (#1) anf{42), B Ah
respectively. Then the optimal solution to Problem (P2dl) C |t can be shown that the functiofi(z) = logz + % — 1
be expressed as is a monotonlcally decreasing function in the interyaJ1].

2 Moreover,22 < 1. It then follows that
L if h> ) 7
Ah h >’ = 7
p= A T <h< (48) 1 1
B h 3 1 )\Ppcak ppmk = dja dQ = IOgZC + — — 1 IOgZC + - — 1 = O
xZ :% xZ =1
wherey) = max{2, 15— — (z)*t = max{0, z}. (52)
Furthermore, the optimal SOFUUO” to Problem (P2.2) can b@hus, for this case the optimal value of Problem (P2.1) is
obtained as always larger than that of Problem 2(P2.2), and the optimal
: 5 =12 x
Proas, i hs . solution to Problem[{16) ig ando; 1.
P -2, g - <h<y, (9 Thethid case ispn - HiT < < B0 (F s

"2 < Ba?), for which the dlfference between the optimal
Since the expressions o[]48) a@(49) depend on tM@|UeS of Problems (P2.1) and (P2.2) can be expressed as

relationship betweer@ and AP ol P , in the following hp
we further discuss two subcases. ds [log ( ) ﬂp]

« Subcase I-i m — Pgik <s 1 =0 ,

In this subcasefz,b . It can be observed froni_ (48) and a {log o2 A = fp Ao = 1} pl o2
(49) that |f¢ : w the optlmal power solution to Problem 1 8 o2 e
(P2.1) i |s — T E — 2 or 0, while that to Problem (P2.2) is == ( o2 b + T)

Ppeax OF 57 M dependlng on the value of Therefore, three (a) 1 1
cases exist whem o < 5. discussed as follows. Z - (1 8352 g )
The first case i& > f, for which the difference between the (b)
>0, (53)

optimal values of Problems (P2.1) and (P2.2) can be expiesse
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where (a) is due to the fact that the function on the left It is observed from[(36) that all the sefs's with 1 <7 <
hand side is a decreasing function in the intervalhofc M have their sizes linearly growing with/; thus, since in

[ — P"—fk,ﬁaz) if A < %, while (b) is due to that Table[l the algorithm has at mosf iterations, its complexity
f(;) = _1(§ga; + 2 — 1 is an increasing function if: > 1, is in the order ofO(A1?) for the worst case. The second part

and thusf(z = ;%) > f(z = 1) = 0. As a result, for this of Propositior{5.IL is thus proved.
case the optimal value of Problem (P2.1) is larger than that o

Problem (P2.2), and the optimal solution to Problén (16) is REFERENCES
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In other words, by defining; = S— then at each iteration
i, the size ofS; must satisfy '

|S7,| < 2+1Og(1+ﬁ) Ti
log 7;
log (1 + ﬁ)

(a) )
Yoy 4M10g7’Z7

(56)

€

where (a) is due to f(z) = log(1 + ) — § > 0 when0 <
r<1,andr = 55 < L.
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